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1 Introduction
In today’s world, endangered species are threatened by widespread poaching, requiring intel-
ligent land patrol strategies to effectively detect and prevent such activities. Several recent
works have developed game-theoretic models for anti-poaching, wherein determining equilib-
rium strategies, often based on the Nash Equilibrium (NE)1, leads to effective patrol strate-
gies [?]. Additionally, due to the complexity and imperfect knowledge of the models, Multi-
Agent Reinforcement Learning (MARL) methods are usually proposed to learn these strategies.
Yet, even with anti-poaching emerging as a popular domain for MARL, the absence of both
a general model and a publicly accessible implementation has hindered both the evaluation
and development of new solutions. In this context, the objective of this work is two-fold: (i)
formalize anti-poaching as a Partially Observable Stochastic Game (POSG) [3] capable of gen-
eralizing existing models; and (2) provide a publicly available implementation of this POSG in
PettingZoo [2] (one of the most popular APIs to implement MARL environments).

2 Partially Observable Stochastic Games
A POSG ⟨I,S,A,O, T, O, {Ri}i∈I⟩ models multi-agent games with simultaneous moves and
stochastic game transitions where agents are limited to partial or local observations. A POSG
can be defined by specifying the set of agents I, the set of possible states S, the joint action set
A =

∏
i∈I Ai, the joint observation set O =

∏
i∈I Oi, the model dynamics via the transition

probability function T and global observation probabilities O, and the reward functions {Ri}i∈I

for each agent i ∈ I. In a POSG, each player’s local mixed strategy maps sequences of past
local actions and observations to probability distributions over her actions.

3 The Anti-Poaching Game
The Anti-Poaching game is modelled as a POSG with:

• I = [N + M ], with N (cooperative) Rangers and M (independent) Poachers in a ℓ × ℓ
Grid World. Despite being cooperative, each Ranger is modelled as a distinct player with
a shared team reward, without any communication between them.2

• Simultaneous joint actions. Rangers move freely in the cell (Ar = {∅, ↑,←, ↓,→}), while
Poachers can also place a trap (Ap = {∅, ↑,←, ↓,→, place-trap}).

• A complex state space resulting from the combination of the state of Rangers, Poachers
and placed Traps. A Ranger state is her current location, (m, n), while a Poacher state
also includes the number of carried traps and preys, (m, n, ηtrap, ηprey). The state of placed
1Other notions used are Stackelberg and Team-MaxMin equilibria, based on the game model.
2This models real-situations in which the Rangers team needs to operate in stealth mode on the ground.



Traps is represented by a matrix of tuples τ t ∈Mn×n(N2) indicating whether they are full
or empty.

• Partial observation sets Oi for each agent of her current cell. Specifically, every Ranger
fully observes her own state and other Rangers in her current cell. However, Rangers
detect Poachers and Traps in the same cell occurs with a certain probability. Similarly,
each Poacher fully observes her own state, yet the detection of other agents within her cell
happens only with a certain probability.

• Reward functions Ri. When a Ranger detects a Poacher or a Trap within her current cell,
she automatically removes them, earning the team a reward for each successful capture.
A Poacher, on the other hand, automatically retrieves her traps placed in her current cell
and is rewarded for any prey recovered from them. Since each Poacher competes with the
Rangers, a Poacher’s rewards imply an equal penalty for the Ranger team, and vice versa.

• Stochastic transition (T ) and observability functions (O), due to the detection capabilities
of agents (e.g. Rangers detect a Trap/Poacher present in the current cell with a certain
probability) and Trap efficiency (Traps capture an animal with a probability that depends on
the cell). The state transition is performed in stages to avoid any ill-defined race conditions
between agents. The transition and observation probability distributions T, O are then
defined by considering all events independently.

4 Implementation
We implemented the model to compute approximate equilibrium strategies using RL tech-
niques3. We used the well-known PettingZoo Python POSG simulation API [2]. This im-
plementation can be used as a training simulator for state-of-the-art learning algorithms in
RLlib [1], a well-known Python library for multi-agent Deep Reinforcement Learning.

5 Conclusions and perspectives
The calculation of equilibrium strategies in the Anti-poaching Game is difficult due to the
cooperative-competitive behaviour between agents and the restriction to partial observations
in the POSG model. Therefore, the Anti-poaching Game can be an effective benchmark for
algorithms which search for these strategies.
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