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Abstract
Interaction theories suggest that the emergence of mutual understanding between speakers in natural conversations
depends on the construction of a shared knowledge base (common ground), but the details of which information and
the circumstances under which it is memorized are not explained by any model. Previous works have looked at
metrics derived from Information Theory to quantify the dynamics of information exchanged between participants,
but do not provide an efficient way to locate information that will enter the common ground. We propose a new
method based on the segmentation of a conversation into themes followed by their summarization. We then obtain
the location of information transfers by computing the distance between the theme summary and the different
utterances produced by a speaker. We evaluate two Large Language Models (LLMs) on this pipeline, on the French
conversational corpus Paco-Cheese. More generally, we explore how the recent developments in the field of LLMs
provide us with the means to implement these new methods and more generally support research into questions that
usually heavily relies on human annotators.
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1. Introduction

The ability that humans have to understand one
another, despite divergences in experiences and
characters, remains difficult to fully explain. Differ-
ent works have addressed this question by studying
the success and more generally the quality of inter-
actions. In these works, communication success
relies on one’s ability to share information with oth-
ers in a way that ensures that they are properly un-
derstood. Interaction theories link that ability to the
progressive alignment of linguistic representations
between participants in a conversation (Pickering
and Garrod, 2004, 2021). In these frameworks,
collaboration on joint tasks as well as competition
or debate hinge on the speakers’ ability to build
a set of shared knowledge, also known as com-
mon ground. The quality of an interaction would
thus be correlated to the ability to build and expand
such mutual knowledge, which would be related
to the occurrence of a convergence effect at multi-
ple levels between participants (lexical, syntactic,
prosodic, gestures, behaviors, etc). There is how-
ever no exhaustive description of how and under
which circumstances information enters the com-
mon ground. One hypothesis is that the conver-
gence phenomenon, and especially its semantic
component, is indicative a specific coordination
between participants in terms of information ex-
change, which can be further analyzed by studying

the amount of exchanged information and its dy-
namics during a conversation.

In this perspective, the main question remains to
accurately identify the moments where such infor-
mation exchanges occur in the conversation. This
task is usually performed by using dialogue act clas-
sifiers (Li et al., 2019) and locating utterances with
the "inform" label; however even with detailed an-
notation schemes, the range of this class remains
very broad (inform constitutes in average 40%
of the labels). Previous works have also explored
how information transfer could be studied through
the prism of Information Theory metrics (Shannon,
1948). In particular, Xu and Reitter (2018) and Giu-
lianelli and Fernández (2021) both explore patterns
in the evolution, throughout the conversation, of a
metric dubbed entropy and defined as the surprisal
of words averaged over an utterance. The finer
results of such metrics are however highly depen-
dent on the training of a given model, which makes
their use adequate for exploring general patterns,
but less so for the exploration of unique or more
localised phenomena.

Neither approach constituting a reliable method
for accurately locating information transfers in the
conversations, we take with this paper a different
approach: rather than looking at metrics trying to
capture the amount of information throughout the
conversation, we turn to the analysis of conversa-
tion summaries to try and locate important informa-



tion. Indeed, the goal of the summarization task is
to produce a concise overview of a document and
of the topics broached. In this case, the annotator
(whether human or machine) takes a stand on what
information matters and should be reported, and
where. This could be linked to the online behavior
of humans in a conversation, who instead of strictly
memorizing new information rather sort such infor-
mation depending on their own interests and its
importance to the aggregated conversation so far
(which might be revised later on). Our idea is then
to use summarizing tools to help in locating when
(and which) important information is exchanged
during a conversation.

As it is usually the case with new NLP ques-
tions, the first issue concerns the dataset: sum-
mary annotation is expensive to obtain, especially
on unannotated corpora that differ from what was
previously recorded (either in language or in task).
We turn then to Large Language Models (LLMs) for
generating the summaries of interest. The recent
release of advanced models with emergent abilities
that equate the performances of laymen in terms
of annotation proficiency on some tasks (Huang
et al., 2023) is a revolution, considering annota-
tion is paramount for model training and analysis
of phenomena in any data. It has however been
found out that those models have a propensity to
hallucinate that is not to be neglected, so caution
is advised when relying only on their knowledge
(Reiss, 2023).

Considering this context, we explore the possibil-
ity of using zero-shot models to locate information
in conversations, relying on summaries from those
models matched to conversation utterance: the
more similar the turn to the summary, the more im-
portant the information is for the conversation and
the stronger the information transfer. We further ex-
plore the models’ ability to segment a conversation
into themes as previous works on information trans-
fer have underlined that interesting phenomenon
can be located around theme changes.

Our contributions are manifold: first, we im-
plement new methods to try and find information
transfer in conversation. Second, we explore LLM
prompting and results on the tasks of theme seg-
mentation and summarization of conversation. We
explore metrics to evaluate automated summaries
and extract information about utterances despite
the possibility that models might hallucinate. Finally,
we compare our results to trends in information-
sharing obtained by Information Theory metrics.
The method we propose is generic enough to be
applied regardless of the topic of conversation. It
targets directly the question of locating precisely
the position of information transfers in conversation,
which is paramount both for better understanding
the organization of dialogues (studying common

ground instantiation) and correlating linguistic be-
havior with information from other modalities (for
instance neuro-physiological).

The paper is organized as follows. We present
in Section 2 the state of research in the different
fields we take our inspiration from. Section 3 lists
the models we used and the dataset on which we
applied our methods. Section 4 and 5 respectively
detail the different experiments we realised on our
corpora, and their results. We conclude on our
method in Section 6.

2. Previous Works

2.1. Summarizing Conversations

Automatic text summarization is usually tackled in
two different manners, both with their advantages
and drawbacks. The extractive method consists in
selecting and copying content (part of to full sen-
tences) from the source text and aggregating it into
a summary, creating a disjointed but faithful repre-
sentation of the original document. The abstractive
method, on the other hand, is not restricted to re-
arranging existing segments; it can produce new
sentences or use synonyms to describe a docu-
ment. Summaries created in such a way are closer
to those humans would naturally produce; however
they suffer from two drawbacks. First, hallucina-
tions are commonly found with such a technique
(from simple logical fallacies to links made with
completely unrelated content for models trained
on larger sets of data). Secondly, the information
compression allowed by the rephrasing process
makes it more difficult to pinpoint the origin of an
information in a summary, as well as the evaluation
of the accuracy of summary models.

Few works cover the specific case of natural con-
versation summaries, as this topic raises several
difficulties. First, the relevant information might
be distributed across several utterances and mixed
with conversational fillers and feedbacks, rendering
statistical methods inaccurate. Unlike with written
texts, different participants collaborate in a con-
versation, using their shared knowledge to infer
meaning, correcting their thoughts on the fly, etc.
This results in utterances not always grammatically
well-formed or with explicit (or even clear) mean-
ing. Similar to written sources however, different
subjects might be covered throughout a single con-
versation, some subjects being touched on for just
a few utterances, others being brought up several
times over the conversation. As a consequence,
models context span must be long enough to be
able to locate those dependencies. A last point
to be raised is the limited training data, with most
of the research relying on the few datasets pub-
licly available, such as ICSI (Janin et al., 2003)



and AMI (Kraaij et al., 2005) for English, DECODA
(Bechet et al., 2012) for French, which focus more
on meetings and task-oriented discussions than
natural conversations.

Several studies have tackled these questions,
building on BART (Lewis et al., 2019) variations
as the model can be fine-tuned for both extractive
and abstractive summarization. To compensate the
relatively short context span of the model, methods
to adequately split the conversation and combine
summaries of smaller windows of discussion are
proposed (Liu and Chen, 2021; Zhang et al., 2021).
Those methods achieve ROUGE scores similar to
the levels reached with written text (ROUGE-1 ≃ 53,
ROUGE-2 ≃ 22 on AMI for Liu and Chen (2021)).
More recently, Zhou et al. (2022) compared the
performances of BART-based models to that of
generative models such as T5, all models being
fine-tuned on conversations thus not leveraging the
model zero-shot abilities.

With the emergence of models equipped the abil-
ity to produce more complex language, the limita-
tions of the most commonly used metric for evalu-
ating automatically generated summaries, ROUGE
(Lin, 2004), have been pointed out. Indeed, as this
metric relies on comparing n-grams (1, 2, longest)
between original and generated summaries, use
of synonyms or rephrasing becomes strongly dis-
couraged during training, reflecting poorly on ac-
tual model capabilities. Several alternatives have
been proposed, like evaluating sentence embed-
dings with BERTScore (Zhang et al., 2019) and
MOVERScore (Zhao et al., 2019) so as to better
take rephrasing into account, or measuring sum-
mary factual consistency using natural language
inference (NLI) inspired methods with SummaC
(Laban et al., 2022). More recently, Liu et al. (2023)
proposed a framework for using ChatGPT4 to eval-
uate summaries, using chain of thought to assess
summary coherence within itself and with respect
to the source article.

We reckon that those methods relying on simi-
larity measures can also be used in different ways,
namely to link information mentioned in the sum-
mary back to its location in the source document.

2.2. Utilizing Large Language Models for
Annotation

Since obtaining quality annotations for any new
dataset usually is a long and costly process, new
procedures are regularly proposed for accelerating
this step. The emergence of crowdsourcing plat-
forms was a revolution for annotating large batches
of new data that algorithms could be trained on; this
solution is not applicable to all research questions
as some annotation may require expert knowledge.
In terms of automated methods, models could be

used to generalize based on rules observed from
a small set of annotated data. The emergence of
LLMs has however further expanded both the use
cases and the performances of such algorithms.
The release of ChatGPT1, then LLAMA (Touvron
et al., 2023) and other models, has attracted mas-
sive public and academic attention. Several studies
have discussed the promising zero-shot (prediction
without any specific training on a task) applications
of such models, which reach, and in some cases
even exceeds, the performances of crowdworkers
on annotating tasks (Gilardi et al., 2023; Zhu et al.,
2023; Kuzman et al., 2023; Huang et al., 2023).

Caution is however advised when relying on such
models. Bang et al. (2023) have found out that
much like its predecessors, ChatGPT suffers from
hallucinations, making logical fallacies when ag-
gregating content or inventing facts to try and give
context to content. Furthermore, results consis-
tency and dependency are highly dependent on
hyperparameters, in particular temperatures (with
lower temperatures being more reliable) as well as
variations in prompting (Reiss, 2023).

2.3. Thematic Segmentation and
Information Transfers in
Conversation

Up until recently, information transfers in language
have mostly been studied from the perspective
of psycho-linguistic research since the definition
of surprisal in Hale (2001) and the observation
of a particular correlation between reading times
and surprisal (Monsalve et al., 2012; Frank et al.,
2015). As such, the cognitive load associated to
parsing a sentence appears correlated to that sen-
tence predictability and information content. Con-
currently, analyses of information transfer at a more
global scale emerged, with Qian and Jaeger (2011)
then Xu and Reitter (2016) showing a correlation
between topic shift and entropy variations in dis-
course, both written and oral. Indeed, the begin-
ning of a new topic corresponds to the introduction
of new information into the context, which causes
higher uncertainty in the conversation, especially
in the utterances of the speaker who introduces it.
Giulianelli and Fernández (2021) later expanded on
Xu and Reitter (2018) with deep language models.

Defining a metric that can be used not only for
pattern examination (at global or smaller scale) but
also for more qualitative analysis of information
variations in the conversation, thus locating new
behaviors of interest, is however not so simple. An
attempt at such a method was realised in Maës
et al. (2022), looking at entropy peaks, concluded
at the limitations of using metrics directly based on
extracted probabilities for tokens to appear. Many

1https://chat.openai.com

https://chat.openai.com


factors can indeed be involved (model design, fine-
tuning, dataset quality, random seed) in affecting
the results. For this reason, we offer another angle
to try and achieve this goal.

3. Models and Datasets

3.1. Models
In order to develop processes that could be applied
to any new corpora, we explored generative models
trained (among other languages) on French, with
a large context span. We leverage their zero-shot
capabilities rather than fine-tuning them on tasks.

ChatGPT ChatGPT is a large language model
developped by OpenAI, built upon the innovations
and improvements of its predecessors. In terms
of training strategies, ChatGPT is a sibling model
to InstructGPT, which means it employs instruction
and reinforcement learning from human feedback
to enhance its overall performance and adaptability.
Upon its release, ChatGPT has garnered consider-
able attention from researchers (Leiter et al., 2023),
showing both enthusiasm at the capabilities of the
model and its potential uses for data annotation,
and carefulness as to the models still partially un-
known limits and biases. For all experiments, we
used the ChatGPT gpt-3.5-turbo with default
hyper-parameters saved for the temperature, which
was set to vary.

Vigogne Vigogne-13B-Instruct (Huang, 2023) is
a fine-tuned version for French instructions of the
LLaMA-13B (Touvron et al., 2023) model. Much
like ChatGPT, LLaMA is an auto-regressive model
designed for dialogue use-cases. It is however ad-
vertised as being limited to English; but as weights
for the model have been made available, fine-tuned
version for other languages have been made avail-
able since the model’s initial release.

As both models are LLMs and prone to halluci-
nate during text generation, we query them with
varying temperatures and output lengths.

3.2. Dataset
Following previous research on the topic of infor-
mation transfer, we focus for our analyses on the
Paco-Cheese corpus (Amoyal, 2021; LPL, 2018).

Paco-Cheese (PC) is a multimodal corpus con-
taining audio and video recordings of 26 interac-
tions between dyads of participants. Conversations
are in French and lasting 15 to 20 minutes; partic-
ipants were given a short prompt to read to elicit

conversation before continuing the talk on the top-
ics of their choice. For 16 out of the 26 recordings,
interactions happened between participants that
were not acquainted. Manual transcription was ob-
tained and automatically aligned to the audio signal.
Consequently, the speech segments we consider
here are utterances or inter-pausal units (IPUs),
segments of speech of which boundaries are de-
fined by pauses longer than 200ms of silence. The
corpus is furthermore enriched with annotations for
noise, laugh, pauses, feedbacks, head nods and
smiles (Amoyal, 2018; Amoyal and Priego-Valverde,
2019). Expert thematic annotation has been added
to 16 of the dialogues.

Our reasons for choosing a corpus not previously
annotated with summaries are several. First, previ-
ous research was done on this corpus on the topic
of information transfer. Secondly, few datasets of
completely free conversation exist for French, es-
pecially in the public domain (the aforementioned
DECODA dataset is more task-oriented discussion);
and finally, where such conversation exists, annota-
tion including thematic annotation and summaries
for the given themes is not found.

3.3. Information Transfer Annotation
As the dataset had not been previously annotated
in summaries nor information exchanges, we pro-
vided manual annotation on a subset of the dataset,
so as to be able to evaluate our methods (and initi-
ate a future resource for supervised learning). 52
segments of dialogue (each segment correspond-
ing to a theme) were annotated for summaries. Out
of these, 27 segments were selected and annotated
for information content by 4 experts. Annotators
were aware of the annotated theme but were in-
structed to read the dialogue first, so as to be able
to better judge of the segment’s content, and then
rank each IPU in a 3-level scale:

Level Description
1 The IPU contains major information,

strongly correlated to the currently dis-
cussed theme, which has never been
mentioned before

2 The IPU contains information, but of sec-
ondary importance to the conversation;
it can include utterances that detail pre-
viously mentioned information

3 The IPU contains little to no information,
or a repetition of aforementioned infor-
mation

Table 1: Description of classes used in the informa-
tion transfer annotation

Our definition of the information is then driven by



the task: assessing a level of information taking into
account a given theme. No other consideration (for
example concerning socio-emotional aspects) is in-
volved. Inter-annotators agreement was computed
using statsmodels’s implementation of Fleiss’
Kappa. Since the "informativity" of an utterance
would normally be seen as more of a continuum,
annotators had a different understanding of what
"information relevant to the conversation" means,
resulting in some annotators being more conserva-
tive than others and more values being labeled as
non-informative ("3"). Overall agreement between
annotators is 0.340 (fair agreement) when consider-
ing all categories, and 0.454 (moderate agreement)
when only considering if an IPU had or did not have
information ({1,2} labels vs {3}). Individual dyads
had higher agreement. More information on the
levels of agreement can be found in Appendix A.

To simplify later analyses, we unify the 4 sets of
annotations into two new sets, created with diverg-
ing strategies. The first synthetic set (anns) uses
the probability, for each annotator, of a given label
to appear when solving conflicts. This goes more
in favor of annotators who annotated more values
as containing information. The second set (annc)
pushes values depending the probability for a given
annotator to label an utterance as non-informative,
thus favorising the labels chosen by more conser-
vative annotators.

For following analyses, we focus on locating in-
formative vs. non-informative segments of the con-
versation.

4. Experiments

In order to automatically annotate the location of in-
formation transfers in the conversation, we decided
on a three-step pipeline, with a first step for the dis-
covery of themes in the conversation, a second one
using the obtained segments for the generation of
summaries, and a final step for the analysis of the
summaries. The first two steps use LLM prompting
for the results. The reasons for this choice, besides
being inspired by the literature, are two-fold: first, it
makes it easier to control the interactions between
the tasks as well as the length of the generated
summaries; secondly, at the time of study, models
with a large enough span to take into account the
whole conversation had not yet been released.

4.1. Thematic Segmentation
The larger input size of ChatGPT-3.5 being lower
than required by the conversations in our dataset,
we processed the conversations in parts, each file
making 3-5 splits. We prompted the model to pro-
duce Thematic Segmentation (given in Appendix
B) of each of the dataset conversations. In order to

Figure 1: ChatGPT thematic segmentation at dif-
ferent temperatures (y-axis) for one conversation.
Locations and frequencies are given as a histogram
(top, for all temperatures), a KDE (middle, ex-
ploitable temperatures only) and as a raster plot
(bottom, for all temperatures). Manual annotation
theme breaks are labeled in green. Obtained the-
matic breaks with ChatGPT are in red.

simulate several annotators, we queried the model
using 21 temperatures (from 0.0 to 2.0 with a step
of 0.1). The temperature parameter controls how
consistent the response from the model will be,
with 0 being more consistent and 2.0 more ran-
dom; in our case, using low temperatures ensures
that we obtain reliable responses, while including
higher temperatures mitigate the eventual failures
in response parsing (see Appendix C.1 for exam-
ples) and varies the results in annotation. On aver-
age, 12.4 ± 2.7 temperatures were exploitable for
a given file, meaning that parsing was successful
for all conversation splits with this temperature.

After parsing the model’s answers, we obtained
the different themes and the utterance at which they
started in the conversation. Considering the slight
variation in results between the temperatures, with
some temperatures yielding a more sensible seg-
mentation than others, we fitted a gaussian kernel-
density estimate (KDE) to the extracted locations
for theme starts. We thus extracted a unified theme
segmentation by identifying and keeping the n lo-
cal extrema, where n is the minimum between the
number of local extremas, and the average number
of themes identified by ChatGPT for the file. The
theme label was taken as the most common label
among annotators having located a change. An
example of this process is given in Figure 1.

Finally, we compared this process to the manual
thematic annotation and to thematic segmentation
obtained from TextTiling (Hearst, 1997), a statis-
tical method that relies on lexical co-occurrences
to compute a similarity score between sentences
and segment a text into subtopic shifts. A similar
process was attempted using the Vigogne model,



but despite prompt adaptation, we did not obtain
any responses that could be exploited.

4.2. Summarizing Conversations
Despite several attempts at prompt engineering, we
did not manage to obtain extractive summaries from
the model. Such instructions would indeed result
in strong hallucinations from the models, despite
the witnessed ability of ChatGPT to quote IPUs
when segmenting the conversations for themes.
We therefore restricted our analysis to the obtained
abstractive summaries. Each model was prompted
for summaries of different length ("in n words" for
ChatGPT, with n taking values in {20,50,100,220},
and "short" and "detailed" for Vigogne as indicat-
ing a number of words did not seem to have any
effect) at 4 different temperatures. Obtaining sev-
eral versions of summaries for a given theme of the
conversation is useful both to alleviate the issues of
hallucinations, and to study whether the information
differed between summaries. Simple filters were
applied to get rid of summaries with basic issues,
such as summary being longer than the input con-
versation or model yielding summaries in English
despite conversation and prompt being in French
(details on the amount of summaries filtered out
are given in Appendix C.2).

4.3. Evaluating Summaries and Locating
Important Information mentioned by
a Speaker

In order to link the information mentioned in the
summaries back to its location in the conversation,
we compare several similarity scores, evaluating
the similarity between each sentence s of the sum-
mary and each IPU u of the conversation.

The first method we implemented relies on the ob-
taining the alignment of the sentence embeddings
of each (u,s) couple. We use HuggingSpace’s im-
plementation of BERTScore2 and obtain precision,
recall and f1 values for such alignment.

Our second similarity metric (SEmbxPOS) also
relies on embeddings similarity. Using Hugging-
Face’s Feature Extraction Pipeline, we retrieve Vi-
gogne embeddings at the token level for both IPUs
u and summary sentences s; we then filter out
words using Part-of-Speech tags and stopwords
lists (see Appendix D.1 for the detail on PoS tags
filtered out), only keeping content words for the dis-
tance calculation. Embeddings are then averaged
so as to keep one vector for each sentence. Finally,
cosine distance is computed on each (u,s) pair.

We took inspiration from SummaC for our final
metric and looked to Natural Language Inference

2https://huggingface.co/spaces/
evaluate-metric/bertscore

Number of themes Text
per conversation GPT Manual Tiling
mean 17 16.1 34.4
std 2.2 2.8 8.2
min 13.0 10.0 23.0
max 21.0 21.0 51.0
agreement κ 0.394 0.188

Table 2: Comparison of the number of themes (on
average) in conversations according to ChatGPT
segmentation, manual annotation, and TextTiling
segmentation. Cohen’s Kappa agreement score
between manual annotation and automated anno-
tation is also given.

models to evaluate whether an utterance can be
linked to a summary sentence (and vice-versa).
We rely on Hugging-Face implementations of the
DeBERTa model3 (Laurer et al., 2022), fine-tuned
on the XNLI dataset for multilingual inference (Con-
neau et al., 2018) to compute entailment probabili-
ties on our data (SEntu→s).

We compare the obtained similarities with man-
ual annotation and explore correlations with entropy
values previously obtained on this corpora.

5. Results

5.1. Thematic Segmentation
The thematic segmentation obtained from Chat-
GPT is much closer to the manual segmentation
than any out-of-the box algorithm we previously
used (see Table 2), both in the number of detected
themes and in terms of inter-annotator agreement
with the manual annotation (≃0.4, which according
to (McHugh, 2012) falls at the boundaries between
fair and moderate agreement). Lower tempera-
tures tend to give slightly better results (details in
Appendix E) but as it is impossible to known in ad-
vance which temperatures will give the best results,
we rely on the unified procedure for a reliable an-
notation. Distribution of the theme boundaries was
stable enough with temperature variation.

Several reasons can be suggested to explain the
differences between manual and obtained theme
segmentation. Thematic segmentation is a rela-
tively subjective annotation, less in terms of theme
content than in terms of setting the exact bound-
aries where a theme starts and stop. For this rea-
son, the human annotator separated the various
themes they annotated with ’transition’ moments.
Furthermore, the annotation we obtain from all an-
notators here is only one-dimensional ( theme1 |

3https://huggingface.co/docs/
transformers/model_doc/deberta,
fine-tuned weights were imported from
MoritzLaurer/mDeBERTa-v3-base-mnli-xnli

https://huggingface.co/spaces/evaluate-metric/bertscore
https://huggingface.co/spaces/evaluate-metric/bertscore
https://huggingface.co/docs/transformers/model_doc/deberta
https://huggingface.co/docs/transformers/model_doc/deberta


source ChatGPT Vigogne
BERTScore (f1) 0.71 ± 0.03 0.66 ± 0.03
Sconv 0.51 ± 0.25 0.67 ± 0.33
SZS (entail only) 0.33 ± 0.10 0.55 ± 0.24
SZS -0.38 ± 0.13 -0.07 ± 0.35
Rouge-1 0.25 ± 0.08 0.13 ± 0.08
Rouge-2 0.08 ± 0.04 0.01 ± 0.02
Rouge-L 0.17 ± 0.05 0.09 ± 0.05

Table 3: Evaluation of ChatGPT and Vigogne sum-
maries.

theme2 | ... ) and does not truly reflect the com-
plexity of conversations, where subtopics can be
nested into broader topics or addressed several
times. More accurate models of thematic segmen-
tation, both linguistic (Nakatani and Traum, 1999;
Traum and Nakatani, 1999) and computational (Grif-
fiths et al., 2003) have approached the distribution
of themes in the conversation as a hierarchical tree.
A cutoff value can be used to obtain a more accessi-
ble annotation, but there is no information that such
a method was used here. This could explain why,
sometimes, a human-annotated theme change falls
in a local minimum of the unified KDE.

5.2. Summarizing conversations

We establish baseline performances for summa-
rization on the Paco-Cheese corpus, using mod-
els not fine-tuned for this particular task. An
overview of results is given in Table 3. ROUGE and
BERTScore values are average, while SummaC
SZS value is negative, which would imply that sum-
maries actually contradict the more than they are
entailed by it (Laban et al. (2022) report scores of
≃ 0.7 for both Summa-C metrics (SZS and SConv)).
Vigogne summaries seem slightly more reliable
than those of ChatGPT, but further from the refer-
ence.

For ChatGPT, summaries generated using a
prompt asking for a smaller number of words per-
formed slightly better than longer summaries, with
a more noticeable effect on the ROUGE scores
(ROUGE-1 ≃ 34, ROUGE-2 ≃ 11, ROUGE-L ≃ 25
for summaries with a constraint of 20 words). There
was no significant effect of temperatures on the per-
formances of the model. For Vigogne summaries,
there were no differences on performances with
temperature and length. Despite neither model ex-
actly matching the assigned number of words to
use for generating a summary, differences in the
distribution of lengths are observable. This effect
was especially more prominent with ChatGPT, with
only a slight difference in distributions of the number
of generated tokens for Vigogne.

5.3. Using Summaries to Locate
Important Information given by a
Speaker

We finally turn to the prediction of moments of infor-
mation transfers in the conversation. We consider
that the similarities values obtained with the vari-
ous methods are akin to probabilities of whether an
utterance contains information related to a given
summary sentence.

Predicting a label based on similarities Since
we obtained similarity values for each sentence
summary s × utterance s pair, for various summary
length and temperatures, we first need to aggregate
the results so as to be able to label each utterance
individually. We compare two aggregation strate-
gies. The first one simply takes the max value of a
similarity metric for a given utterance. The second
method relies on two hypotheses: that the summary
will have filtered out the less informative parts of the
conversation, and summary sentences for longer
summaries will gradually yield lower and lower in-
formation, much like the way annotators labelled
utterances as more informative and more related to
the topic at the beginning of the conversation, than
turns that come later. We use a weighted average
with decreasing weights to summarize the values
from the different sentences for a given tempera-
ture and summary length, then take the average
value for the utterance over those parameters. We
then order the utterances from highest to lowest
aggregated similarity and label them based on the
class ratios for each annotator. Doing so allows us
to obtain better results with individual metrics than
using classifiers (LDA, SVC) to predict labels us-
ing all similarity metrics. The results obtained with
these methods are displayed in Table 4. Detailed
results by classes are added in Appendix F. Both
strategies perform similarly, but the second method
yields a slight improvement in prediction accuracy.

In terms of comparison of the different metrics we
defined in Section 4.3, the best results were most of-
ten obtained with the SEmbxPOS similarity. Out of
the three metrics obtained using BERTScore (pre-
cision, recall and f1-score), BERTScore-precision
was closest to human judgment and came 2nd com-
pared with other methods. SEntu→s came third.
Using a voting method between these three met-
rics did not improve the results.

All methods performed much better than a ran-
dom baseline (obtained using scikit-learn’s
DummyClassifier), with stronger improvements for
labels which are easiest to annotate (1,3).

In terms of agreement with the synthetic annota-
tors, the metrics matched anns (defined as more
generous in annotating utterances as containing
information) more easily on "informative" classes



annotator thematic labeling method subset κ3 κ2segmentation
anns manual annotator ratio max similarity all summaries 0.382 0.545

max similarity n_words=220 0.377 0.548
sentence order all summaries 0.394 0.548+ max similarity

classification LDA 5-fold CV 0.408
annc manual annotator ratio max similarity all summaries 0.358 0.489

ChatGPT max similarity all summaries 0.184 0.262

Table 4: Best results obtained in terms of agreement with the synthetic annotators by using the similarity
methods.

and annc (more conservative) more easily on "non-
informative" labels, resulting in a higher agreement
score with anns than annc. The maximum agree-
ment reached with these annotations is slightly
under the agreement of these sets with humans
(κ3 ≃ 0.58, κ2 ≃ 0.65)

We observed no differences in our results de-
pending on whether summaries were generated
using ChatGPT or Vigogne, proving that despite
differences in summarizing style and issues or hallu-
cinations that might be detected in individual sum-
maries, generating and combining several sum-
maries smoothes out the performances.

Summary length and temperature variation
Longer summaries obtained from ChatGPT gener-
ation seemed to contain more information to help
boost the prediction of non-informative labels in
their later sentences, as decreasing the weight
given to those decreased the performances of
these summaries for classification. Overall, longer
summaries performed better for the classification
of informative vs. non-informative utterances, while
middle-sized summaries were more useful to clas-
sify relevant ({1}) vs. informative but less relevant
({2}) utterances. Combining results from different
length in the analysis thus slightly improves perfor-
mances.

There was no effect of temperature on perfor-
mance of labeling utterances for information trans-
fers.

Variations in Thematic Segmentation Consid-
ering that the annotation of information levels was
obtained on the manually segmented themes, we
check the viability of our complete pipeline by also
obtaining summaries and similarity values for con-
versation utterances using theme boundaries ob-
tained from ChatGPT. Indeed, it is important to
evaluate how changes in the segmentation might
affect the prediction of the location of information
exchanges, as summaries obtained for themes with
different boundies might reflect different moments
of a conversation. We observed a clear drop in the
accuracy of the prediction of these locations of in-

terest, underlining the dependency to conversation
organisation to select informative content.

These results however highlight a dependency to
the construction of the summary for results. Since
we match utterances of diverse lengths and com-
plexity to summary sentences, shorter utterances
will most likely be discarded as being less informa-
tive than longer utterances, when that conciseness
could be an effect of the conversation process (im-
plied information, etc.). Shorter utterances will also
most likely be combined into different propositions
in summary sentences, making them less likely
to be matched. Experiments with the NLI model
used showed that IPUs matching the beginning of a
summary sentence rather than its end would more
likely be classified as contradictory to the summary
sentence, which could explains this metric yielded
lower performances than others and why the pre-
cision component in BERTScore performs better
than others. Future works might look into discourse
simplification tools such as Niklaus et al. (2023) to
try and mitigate those effects.

5.4. Comparison to Entropy Metrics

We compared locations of information transfer we
obtained to entropy values and peaks locations ob-
tained in previous works. We could not find any
correlation between entropy values and manual an-
notation nor the values of similarity of any measure
used; the distribution of entropy values by infor-
mation content label were almost indistinguishable.
Similarly, locations predicted as "informative" by
peak values in entropy did not match with annota-
tors’ judgments. Those peak locations are fewer
in number and mostly fall in the "non-informative"
(label {3}) bin. This confirms one of the paper’s
qualitative estimations that despite seemingly hap-
pening close to theme changes, those peak values
were often artifacts of the model, which had been
fine-tuned on speech corpora but were not most
often fell in the label {3} bin.



6. Conclusion

With this paper we explored the possibility to use
the zero-shot capabilities of novel models to lo-
cate information transfers in natural conversations,
using thematic segmentation and summaries on
previously non-annotated corpora. This work relied
on two main hypotheses.

First, that ChatGPT aligned with human judge-
ment well enough and consistently enough to be
used on more peculiar tasks than is usually the
case, such as thematic segmentation of natural
conversation. We demonstrate that this is indeed
the case, enabling us to speed up the annotation
of new corpora by relying on automated methods
that perform better than previously used, special-
ized algorithms such as TextTiling that performed
difficulty on natural conversation.

Secondly, we hypothesized that summaries
could be used as a pointer for information transfer
in natural conversations. We established a first
definition on how to annotate the question of in-
formation transfer in conversation, and provided a
small reference for algorithms to be compared to.
The different similarity metrics showcased seem
to indicate the viability of such a method, though
more work is necessary to finesse our method. Fu-
ture work will also focus on methods to assess and
investigate the link between conversation and sum-
mary, and summary and utterances, in terms of
coverage of information and explainability of model
information selection.

Overall, we demonstrate the ability to use LLM
pipelines to generate new, unconventional, "sub-
jective" annotations that still correlate strongly with
labels that would be obtained from human annota-
tors.
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A. Human Information Annotation

We computed inter-annotator agreement between
all human annotators on our corpus, and with the
computed sets of annotation anns and annc. De-
tailed values of inter-annotator agreement are given
in Table 5. Overall, annotators can be grouped
based on how conservative (i.e., how easily they
label an utterance as being "informative") they are,
with intra-group agreement being high, and inter-
group agreement being lower. Synthetic annotators
achieve high inter-annotator agreement, as well as
overall higher agreement with individual annotators
than any other subgroup.

A further analysis of the distribution of labels over
the conversation shows that the distribution of the
{3} label is uniform over the conversation. For la-
bels 1 and 2, it varies slightly with the annotator
but {1} values mostly appear at the beginning of
the theme and {2} values later in the conversation
(see Figure 2). The distribution is however skewed
when comparing length of utterances with respect
to their labels, with sentences containing informa-
tion often being longer than utterances containing
no information.

Number of Agreement κ3 κ2annotators
4 0.340 0.454
3 best subset 0.382 0.498

3 average 0.334 0.447
± 0.035 ± 0.046

2 1rst best 0.493 0.706
2 2nd best 0.383 0.524
2 3rd best 0.327 0.417

2 average 0.326 0.439
± 0.101 ± 0.152

2 anns, annc 0.792 0.784

2 average ann1..4 0.581 0.654
with annc ± 0.13 ± 0.15

2 average ann1..4 0.597 0.657
with anns ± 0.08 ± 0.08

Table 5: Inter-annotators agreement. κ3 is the
agreement with classes defined as described in
3.3. κ2 only considers agreement on whether or
not an IPU contains information ({1,2} labels vs
{3}). The first rows focus on human inter-annotator
agreement, while the last part considers synthetic
sets of annotations (anns and annc)

Figure 2: Distribution of class labels over the span
of a conversational theme.

B. Model prompts

All prompting was done in the target language,
which for this corpus was French. So as to give
the model more context and avoid obtaining long
descriptions of the situation in the results, the de-
scription "this is a conversation between [speaker1]
and [speaker2]" was passed into the prompts.

B.1. Thematic Segmentation
This text is an excerpt of a conversa-
tion between AA and OR. When a new
speaker takes a turn, their name is in-
dicated between chevron (for instance
<AA>). Can you give me the various
themes in the conversation and quote the
sentence with which they start? for in-
stance: "theme 1: [theme] (introductory
sentence: [conversation excerpt]"
conversation: ``` [include the conversa-
tion] ```

B.2. Theme Summary
Sumarise in [n] words the conversation
between [speaker1] and [speaker2]: ```
[include the conversation] ```

C. Model Issues

C.1. Thematic Segmentation
On average, out of the 21 temperatures tested (0.0
to 2.0 with a step of 0.1) for thematic segmentation,
12.4 ± 2.7 were parsed without any issues.

Hereinafter are examples of variations in the re-
sponse from LLM that resulted (responses 1 to 3)
in failures in parsing:

0. Correctly parsed theme

thème 0: Organisation des bibliothèques
universitaires (phrase d’introduction:
"<CG> peut-être par région...si tu as mis
ton domicile à Marseille").

1. Simple deviations from the pattern, affecting
the parsing from the regular expression (us-
ing a different scheme for answering, giving a
theme label without associating it to any utter-
ances or vice-versa, etc.)

- thème 1: expériences personnelles avec
des étudiants en droit(corruption ou pas,
introspection quoi’) "Après je suis enfin
peut-être..."



2. Translations

Thème 2: Tours/ working wit teams(last
twenty phrases bear relevance)

3. Gibberish (can span over 2000 characters, in-
cluding HTML-like / byte-like segments)

thème 3: Expérience personnelle de pas-
sage de concours (phrase d’introduction:
"<cinomen>J avc aila convo gfdpit t’luho
vart jnasjbyjh F><CG>Bon là du coup
c’est vrai que j’ai pas pensé au autres).

C.2. Theme Summary
Variations and deviations from the expected behav-
ior also appeared in the prompting for summaries.
Basic filters were applied to remove summaries
that were not deemed usable. Since hallucinations
are not easily detectable, those cover responses
not made in the target language or taking a form
that wasn’t adequate for a summary (list-shaped or
complete rephrasing of a conversation). As shown
in Table 6, those issues mostly arose with Chat-
GPT responses, despite similar temperatures being
used for both models.

Source ChatGPT Vigogne
Not French 4,9% 0,1%
Too Long 28,2% 1,6%
List or Fake Dialog 0,2% 0,8%
Total 33,3% 2,5%

Table 6: Percentage of summaries filtered out, out
of the 5175 (ChatGPT) and 6716 (Vigogne) gener-
ated under all configurations

Despite the observed number of summaries ex-
ceeding the threshold in accepted number of to-
kens, the model overall respected the constraint of
lengths with writing summaries, with summaries ob-
tained with the prompt of "50 words" being shorter
than those for "100 words" and "220 words".

A qualitative analysis of summaries also showed
a curious behavior of the model, which was trying
to make sense of the names of the speakers and
hallucinating names or descriptions matching the
speakers initials.

D. Similarity Metrics

D.1. Filtering out PoS tags for SEmbxPOS

We made use of the HuggingFace trans-
former pipeline library to obtain PoS tags
and Vigogne embeddings. PoS tags were
obtained using a CamemBERT version fine-
tuned for classification (qanastek/pos-
french-camembert). We then excluded

from the similarity computation the following
list of tags: ’SYM’, ’PUNCT’, ’YPFOR’,
’COCO’, ’PREP’, ’DET’, ’PPER3MS’,
’DINTFS’, ’PPOBJMS’, ’PPOBJMS’,
’DETFS’, ’DINTMS’, ’DETMS’, ’PPOB-
JMS’, ’PINDMS’, ’XFAMIL’

E. Thematic segmentation evaluation

A detail account of ChatGPT Thematic Segmenta-
tion performances compared to manual annotation
and TextTiling is given in Table 7. Lower tempera-
tures overall give better and more consistent results,
but the possibility of failures with these tempera-
tures justifies the need to use higher temperatures
to get a complete overview of the thematic distri-
bution of the conversation. We obtained our final
segmentation based on how unanimously the differ-
ent temperatures were predicting a theme changed;
we observed that while most manually annotated
boundaries matched the local maximum of the ker-
nel density estimation function used, some manu-
ally annotated also fell in the local minimum of the
function, meaning all temperatures were in agree-
ment that no boundary were to be defined there.

F. Information Transfer prediction
evaluation

While the similarity values obtained for each (s,u)
pair were uncorrelated for most metrics (with the ex-
ception of the three values returned by BERTScore:
precision, recall and f1-score), the predicted output
between metrics, computed with Cramer’s V, was
highly correlated, hence yielding results with very
little variation in accuracy across metrics. More in-
formation on predictions by label are given in Table
8.
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