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Invariant kernels on the

space of complex covariance matrices
Cyrus Mostajeran and Salem Said

Abstract

The present work sets forth the analytical tools which make it possible to construct and compute invariant kernels

on the space of complex covariance matrices. The main result is the L1– Godement theorem, which is used to obtain

a general analytical expression that yields any invariant kernel which is, in a certain natural sense, also integrable.

Using this expression, one can design and explore new families of invariant kernels, all while incurring a rather

moderate computational effort. The expression comes in the form of a determinant (it is a determinantal expression),

and is derived from the notion of spherical transform, which arises when the space of complex covariance matrices

is considered as a Riemannian symmetric space.

Index Terms

kernel method, symmetric space, covariance matrix, Bochner’s theorem, Godement’s theorem, spherical function

I. INTRODUCTION

In order to successfully bring kernel learning methods to bear on data which belong to non-Euclidean spaces,

it seems necessary to meet two objectives.

First, the ability to construct and compute sufficiently rich families of kernels. Preferably, one should not be

limited to a handful of “canonical" kernels (such as the heat kernels and its various cousins), but should be able

to design and explore new families of kernels, at will. In addition, evaluation of these new kernels should be

numerically straightforward.

Second, it should be a requirement that these kernels have to be compatible with the fundamental geometric

properties of the space at hand. For example, if the data belong to a symmetric (or just a homogeneous) space,

then the kernels have to be invariant.

The present work sets out to achieve these two objectives, for the case of data which belong to the space of

complex covariance matrices.

Section II provides general background used to formulate the main results. It identifies the space M of complex

covariance matrices as a Riemannian symmetric space under the action of the group G of invertible complex

matrices. The main objects of study being the invariant kernels K : M × M → C (invariant means under the

action of G), Proposition 1 shows that there is a straightforward equivalence between these invariant kernels and

U -invariant positive definite functions f : M → C (U -invariant means under the action of the group of unitary

matrices, a subgroup of G). Thus, functions K of two variables are replaced with functions f of one variable.



2

Section III is concerned with the spherical transform. This provides an expansion of any integrable U -invariant

function, in terms of so-called spherical functions (integrable means with respect to the Riemannian volume of M )

[1] [2]. Spherical functions are eigenfunctions of the Laplace-Beltrami operator which arises from the Riemannian

geometry of M . These functions generalise the Schur polynomials, which play a key role across group theory,

multivariate statistics and random matrix theory [3] [4] [5]. The spherical transform of f : M → C is a symmetric

function f̂ : RN → C (M is the space of N ×N complex covariance matrices). To say that f̂ is symmetric means

f̂ remains unchanged after any permutation of its N real arguments.

Proposition 2 shows that the spherical functions on M admit an explicit determinantal expression (Formula (9),

here called the Gelfand-Naimark formula). Proposition 3 uses this expression to write down the spherical transform,

as well as its inverse transform, in the form of a multivariate integral. A worked example is then presented, which

shows how, in certain cases, the analytical expression of these integrals can be found using the Andréief identity,

widely used in random matrix theory [6].

Section IV opens with Theorem 1, the L1– Godement theorem. A somewhat more restricted statement of this

theorem was given in [7]. It is here extended to the case at hand, of the space of complex covariance matrices.

As explained in [7], the L1– Godement theorem is based on the celebrated Godement theorem, which is a

genralisation of the classical Bochner’s theorem to the context of symmetric spaces [8].

According to Theorem 1, U -invariant positive definite functions can be obtained by taking inverse spherical

transforms of positive symmetric functions. These inverse spherical transforms are evaluated in Proposition 4.

As a result, one can generate new U -invariant positive definite functions, simply by choosing suitable positive

symmetric functions and plugging them into Proposition 4. In fact, Theorem 1 sets up a bijective correspondence

between the set of integrable U -invariant positive definite functions, and a certain set of positive symmetric functions.

In turn, Proposition 4 gives a general analytical expression for any integrable U -invariant positive definite function.

In this sense (via Proposition 1), it gives the general expression of any integrable invariant kernel.

Section IV closes with two worked examples, which showcase how Proposition 4 can be used in order to

design and explore new families of invariant kernels, and also to recover any old ones (e.g. the heat kernel).

Section V provides final remarks, summarising the main results of the present work, and indicating their possible

future extensions. In particular, it explains how the approach based on Theorem 1 and Proposition 4 can still be

applied to other spaces of covariance matrices, not just complex, but possibly real, quaternion, or even block-

Toeplitz. It also explains the general mathematical context which makes this approach feasible, in the first place.

An explicit determinantal expression (similar to the Gelfand-Naimark formula (9)) for the spherical functions is

readily available on any symmetric space whose group of isometries (here, the group G of invertible complex

matrices) is a complex Lie group. Symmetric spaces with this property are called symmetric spaces of type IV [9].

The symmetric spaces of type IV are precisely (a) spaces of complex covariance matrices (b) spaces of complex

covariance matrices which are also orthogonal (c) spaces of complex covariance matrices which are also symplectic

(d) certain other so-called exceptional spaces. These are the non-compact analogues (the technical word is duals)

of the compact Lie groups (unitary, orthogonal, symplectic, and exceptional).
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II. GENERAL BACKGROUND

A. Positive definite functions

Denote by M the space of N×N complex covariance matrices. Specifically, these are N×N Hermitian positive

definite matrices. Moreover, denote by G the group of N ×N invertible complex matrices, and by U the group of

N ×N unitary matrices, a subgroup of G.

Recall that G acts transitively on M in the following way : g ·x = gxg† for g ∈ G and x ∈ M (where † denotes

the conjugate-transpose) [10] [11]. For this action, U is the stabiliser of the identity matrix id ∈ M . In other words,

g · id = id if and only if g ∈ U .

A kernel K is a continuous function K : M ×M → C, such that for any x1, . . . , xn ∈ M (here, n = 2, 3, . . .),

the n× n matrix with elements K(xi, xj) is Hermitian positive semidefinite. The focus of the present work is on

invariant kernels. These are kernels which satisfy K(g · x, g · y) = K(x, y) for all g ∈ G and all x, y ∈ M [7] [12].

It is convenient to study invariant kernels indirectly, by studying U -invariant positive definite functions [7].

A function f : M → C is called U -invariant if f(u · x) = f(x) for all u ∈ U and x ∈ M . This means that

f(x) = fo(ρ) where fo is a symmetric function and ρ = (ρ1, . . . , ρN) are the eigenvalues of x : fo(ρ) remains

unchanged after any permutation of (ρ1, . . . , ρN).

If f is continuous, then it is called positive definite if, for any x1, . . . , xn ∈ M (where n = 2, 3, . . .), the n× n

matrix with elements f(x−1/2

i xjx
−1/2

i ) is Hermitian positive semidefinite.

The two concepts (invariant kernel and U -invariant positive definite function) are equivalent.

Proposition 1: If K is an invariant kernel, then the function f(x) = K(x, id) is U -invariant and positive definite.

If f is a U -invariant and positive definite function, K(x, y) = f(y−1/2xy−1/2) defines an invariant kernel.

Proof : let f(x) = K(x, id). If u ∈ U , then f(u · x) = K(u · x, id) = K(u · x, u · id) because u · id = id. However,

if K is invariant, then K(u · x, u · id) = K(x, id). Therefore, f(u · x) = f(x) and f is U -invariant. To see that f

is positive definite, it is enough to note that

f(y−1/2xy−1/2) = K(y−1/2 · x, id) = K(x, y1/2 · id) = K(x, y)

where the first equality follows from the definition of g · x, by taking g = y−1/2, and the second equality because

K is invariant. Thus, for any x1, . . . , xn ∈ M , the matrix with elements f(x−1/2

i xjx
−1/2

i ) is the same as the matrix

with elements K(xj , xi), which is positive semidefinite because K is a kernel. In addition, continuity of f follows

from continuity of K, and this ensures f is positive definite.

Conversely, let f be U -invariant and positive definite. This clearly implies that K(x, y) = f(y−1/2xy−1/2)

is a kernel. To see that this K is invariant, note that K(x, y) = fo(ρ) where ρ = (ρ1, . . . , ρN) are the

eigenvalues of y−1/2xy−1/2. These are the same as the eigenvalues of y−1x because the two matrices are similar :

y−1x = y−1/2(y−1/2xy−1/2)y1/2 . By the same argument, K(g · x, g · y) = fo(ρ
′) where ρ′ = (ρ′1, . . . , ρ

′
N) are the

eigenvalues of (g · y)−1(g · x). However, this last matrix is similar to y−1x,

(g · y)−1(g · x) = (g†)−1(y−1x)(g†)

Therefore, ρ′ = ρ and K(g · x, g · y) = K(x, y), as required. ■
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B. Riemannian geometry

An explicit description of U -invariant positive definite functions relies on the Riemannian geometry of M .

Precisely, it relies on the fact that M is a Riemannian symmetric space [9] [2].

Note that M is an open subset of H , the real vector space of N × N Hermitian matrices. Therefore, M is a

differentiable manifold with its tangent space at any x ∈ M naturally isomorphic to H . Now, with this in mind,

consider the Riemannian metric on M ,

⟨v, w⟩x = Re [tr(x−1vx−1w)] v, w ∈ H (1)

where Re denotes the real part and tr the trace. This is the affine-invariant metric, which was made popular by [13].

For any g ∈ G, the map x 7→ g ·x is an isometry of the metric (1). The same is true for inversion x 7→ x−1. These

two facts together show that M satisfies the definition of a Riemannian symmetric space (for details, see [11]).

The class of U -invariant functions behaves in a special way with respect to the metric (1). For example, let vol

denote the Riemannian volume element of this metric. If f : M → C is an integrable U -invariant function [11],∫
M

f(x)vol(dx) =
CN

N !

∫
RN

+

fo(ρ)(V (ρ))2
N∏

k=1

ρ−N

k dρk (2)

where f(x) = fo(ρ) is a symmetric function of the eigenvalues (ρ1, . . . , ρN) of x, and where V stands for

the Vandermonde polynomial. Here, and throughout the following, CN denotes a positive constant that only depends

on N and whose value is allowed to differ from one formula to another.

Moreover, if L is the Laplace-Beltrami operator of the metric (1), and f is smooth and U -invariant, then [1] [2],

Lf =

N∑
k=1

ρ2k
∂2fo
∂ρ2k

+ 2
∑
k<ℓ

ρkρℓ
ρk − ρℓ

(
∂fo
∂ρk

− ∂fo
∂ρℓ

)
+N

N∑
k=1

ρk
∂fo
∂ρk

(3)

Formulas (2) and (3) arise systematically from the Riemannian geometry of M , but they are also familiar in certain

problems of multivariate statistics and random matrix theory [14] [3] [4] (this is further discussed in Section III).

To close the present section, consider a special case of the integral formula (2). Assume that fo(ρ) factors into

fo(ρ) = w(ρ1) . . . w(ρN) where w is an integrable function such that∫ ∞

0

|w(ρ)|ρNdρ < ∞

Then, the volume integral in (2) is convergent and admits a determinantal expression∫
M

f(x)vol(dx) = CN det

[∫ ∞

0

w(ρ)ρk+ℓ−Ndρ

]N−1

k,ℓ=0

(4)

This is an application of the Andréief identity, widely used in random matrix theory, and was pointed out in [15].

Example : the expression (4) can be used to compute the Gaussian integral of [16] [17]

Z(σ) =

∫
M

exp

[
−d2(x, id)

2σ2

]
vol(dx) (5)

where d(·, ·) denotes the Riemannian distance induced on M by the metric (1). In (4), this integral corresponds to

w(ρ) = exp[− log2(ρ)/2σ2], which yields

Z(σ) = CN det
[
σe(σ

2/2)(k+ℓ−N+1)2
]N−1

k,ℓ=0
(6)

a formula due to [15].
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III. THE SPHERICAL TRANSFORM

The key ingredient which will be employed in constructing and computing U -invariant positive definite functions

is the spherical transform. Roughly, this provides an expansion of any well-behaved U -invariant function, in terms

of eigenfunctions of the Laplace-Beltrami operator (3), which are known as spherical functions [1] [2].

The set of all spherical functions is described as follows [2]. Consider first the power function, ∆s : M → C

where s = (s1, . . . , sN) belongs to CN . This is

∆s(x) = (∆1(x))
s1−s2(∆2(x))

s2−s3 . . . (∆N(x))
sN (7)

where ∆k(x) is the k-th leading principal minor of x ∈ M . A spherical function is a function of the form

Φλ(x) =

∫
U

∆λ+δ(u · x)du (8)

where λ ∈ CN and δk = 1
2 (2k −N − 1), while du denotes the normalised Haar measure on the unitary group U .

Two functions Φλ and Φλ′ are identical if and only if (λ1, . . . , λN) is a permutation of (λ′
1, . . . , λ

′
N).

Each Φλ is U -invariant and an eigenfunction of the Laplace-Beltrami operator (3), with eigenvalue (λ, λ)−(δ, δ).

Here, (µ, µ) =
∑N

k=1 µ
2
k for µ ∈ CN [2] (Theorem XIV.3.1).

The first claim of the present section is that the spherical functions Φλ , while initially given by the integral

formula (8), admit the following determinantal expression.

Proposition 2: If λ ∈ CN and Φλ is given by (8), then

Φλ(x) =

N−1∏
k=1

k!×
det

[
ρλℓ+(N−1)/2

k

]N
k,ℓ=1

V (λ)V (ρ)
(9)

where (ρ1, . . . , ρN) are the eigenvalues of x and V stands for the Vandermonde polynomial.

The proof of Proposition 2 will be given in Appendix A. Formula (9) will be called the Gelfand-Naimark

formula, as it is a generalisation of the formula introduced by Gelfand and Naimark [18], in 1950. The reason why

the spherical functions (8) admit the determinantal expression (9) is that the group G is here a complex Lie group.

This fact will be discussed again in Section V, and is the foundation of the proof in Appendix A.

Now, let f : M → C be an integrable U -invariant function (integrable means with respect to vol, as in (2)).

Its spherical transform is the function f̂ : RN → C,

f̂(t) =

∫
M

f(x)Φ−it(x)vol(dx) (10)

where i =
√
−1 [2]. An inversion theorem for the spherical transform (10) is given in [2] (Theorem XIV.5.3).

Specifically, if f̂ satisfies the integrability condition∫
RN

|f̂(t)|(V (t))2dt < ∞ (11)

then the following inversion formula holds,

f(x) = CN

∫
RN

f̂(t)Φ it(x)(V (t))2dt (12)

After substituting (2) and (9) into (10) and (12), the following is obtained.
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Proposition 3: For the spherical transform pair (10)–(12),

f̂(t) =
CN

V (−it)
× 1

N !

∫
RN

+

fo(ρ)V (ρ) det
[
ρ−itℓ−(N+1)/2

k

]
dρ (13)

f(x) =
CN

V (iρ)
× 1

N !

∫
RN

f̂(t)V (t) det
[
ρitℓ+(N−1)/2

k

]
dt (14)

where f(x) = fo(ρ) is a symmetric function of the eigenvalues (ρ1, . . . , ρN) of x.

The proof of this proposition will not be given in detail, as it merely consists in performing straightforward

algebraic simplifications.

It is remarkable that the spherical transform does not involve all the spherical functions Φλ but only the functions

Φ it where t ∈ RN . These functions have in common the property that they correspond to real, negative eigenvalues

of the Laplace-Beltrami operator (3) : each Φ it corresponds to the eigenvalue −(t, t)−(δ, δ). The spherical functions

that do not appear in the spherical transform are interesting in their own right. For instance, if λ + δ = m where

(m1, . . . ,mN) are positive integers arranged in decreasing order, then one has

Φλ(x) =

N−1∏
k=1

k!× Sm(ρ)/V (λ) (15)

where Sm denotes the Schur polynomial corresponding to (m1, . . . ,mN). Schur polynomials are very important in

the study of circular and unitary-invariant random matrix ensembles [3] [4]. Mathematically, this is because they

provide the irreducible characters of the unitary group [4] [5].

Example : continuing the previous example (at the end of Paragraph II-B), consider the integrals

Z(σ, λ) =

∫
M

exp

[
−d2(x, id)

2σ2

]
Φλ(x) vol(dx) (16)

where Φλ was defined in (8). If λ = −δ then Z(σ, λ) is just Z(σ) from (5). On the other hand, note that

Z(σ,−it) = f̂(t) where f(x) = exp[−d2(x, id)/2σ2]. As in the previous example, fo(ρ) = w(ρ1) . . . w(ρN) where

w(ρ) = exp[− log2(ρ)/2σ2]. Replacing this into (13), it is possible to apply the Andréief identity (as stated in [6],

Chapter 11), which yields

f̂(t) =
CN

V (−it)
× det

[∫ ∞

0

w(ρ)ρδk−itℓ−1dρ

]N
k,ℓ=1

(17)

In particular, recalling that w(ρ) is here given by a log-normal function,

Z(σ,−it) =
CN

V (−it)
× det

[
σ exp

(
(σ2/2)(δk − itℓ)

2
)]N

k,ℓ=1
(18)

In fact, all of the integrals Z(σ, λ) in (16) are convergent, and can be expressed by analytic continuation of (18)

(simply by replacing −itℓ with λℓ ).

IV. CONSTRUCTING INVARIANT KERNELS

The L1– Godement theorem was introduced in [7]. Roughly, this theorem shows that U -invariant positive definite

functions can be obtained by taking inverse spherical transforms of positive symmetric functions.

Theorem 1: Let f : M → C be an integrable U -invariant function (integrable means with respect to vol). Then,

f is positive definite if and only if

f(x) =

∫
RN

g(t)Φ it(x)(V (t))2dt (19)
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where the function g : RN → R is positive (g(t) ≥ 0 for all t), symmetric, and satisfies the integrability condition∫
RN

g(t)(V (t))2dt < ∞ (20)

Moreover, this function g is then unique — recall that g is said to be symmetric if g(t) remains unchanged after

any permutation of (t1, . . . , tN).

The proof of Theorem 1 will be given in Appendix B.

As explained in [7], the L1– Godement theorem is based on the celebrated Godement theorem, which generalises

Bochner’s theorem to the context of symmetric spaces [8]. In [7], the only-if part of this theorem was used to

check whether a given function f is positive definite or not. Here, the if part will be used to construct and compute

positive definite functions.

To do so, note that (19) is essentially an inverse spherical transform as in (12), with g(t) instead of f̂(t). Therefore,

just as in (14), it is possible to rewrite (19),

f(x) =
1

V (iρ)
× 1

N !

∫
RN

g(t)V (t) det
[
ρitℓ+(N−1)/2

k

]
dt (21)

where (ρ1, . . . , ρN) are the eigenvalues of x. To obtain a positive definite function f , it is then enough to choose

a suitable positive function g and then evaluate the integral (21). This is considered in the following proposition.

Proposition 4: Let g : RN → R satisfy the conditions of Theorem 1.

(a) assume that g(t) factors into g(t) = γ(t1) . . . γ(tN), where γ is a positive function. It follows from (21) that

f(x) =
(det(x))(N−1)/2

V (iρ)
× det

[∫
R
γ(t)tk−1eitsℓ dt

]
(22)

whenever the integrals under the determinant exist. Here, sℓ = log(ρℓ) for ℓ = 1, . . . , N .

(b) assume that the inverse Fourier transform

g̃(s) =

∫
RN

g(t)ei(s,t)dt (s1, . . . , sN) ∈ RN

is smooth. It follows from (21) that

f(x) =
(det(x))(N−1)/2

V (ρ)
× V

(
− ∂

∂s

)
g̃(s)

∣∣∣∣
sℓ=log(ρℓ)

(23)

where V (∂/∂s) is the Vandermonde operator V (∂/∂s) =
∏

i<j(∂/∂sj − ∂/∂si).

The proof of Proposition 4 is given in Appendix C.

Example : as an application of Proposition 4 (a), choose g(t) = γ(t1) . . . γ(tN) where γ(t) = (κ/2) exp(−κ|t|)

for κ > 0. Replacing into (22) and using elementary properties of the Fourier transform,

f(x) =
(det(x))(N−1)/2

V (ρ)
× det

[
−γ̃(k−1)(log(ρℓ))

]
(24)

where γ̃(k−1) is the (k − 1)-th derivative of γ̃(s) = (κ2 + s2)−1 . Theorem 1 now says that this f is a positive

definite function. In fact, (24) provides a whole family of positive definite functions, parameterised by κ.
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Example: while it looks a bit too complicated, Proposition 4 (b) can be used to compute the heat kernel of M in

closed form [1] [19]. This corresponds to g(t) = exp[−κ((t, t) + (δ, δ))] with κ > 0. Now, for this choice of g(t),

one has the following inverse Fourier transform

g̃(s) =
(
(π/κ)N/2e−κ(δ,δ)

)
exp [−(s, s)/4κ]

and one may use a beautiful identity from [19] (Chapter XII, Page 405)

V

(
− ∂

∂s

)
exp [−(s, s)/4κ] = (1/2κ)N(N−1)/2V (s) exp [−(s, s)/4κ] (25)

Replacing this into (23) yields the heat kernel (rather, f(x) = K(x, id) where K is the heat kernel)

f(x) = Cκ (det(x))
(N−1)/2 × (V (log(ρ))/V (ρ)) exp

[
−| log(ρ)|2/4κ

]
(26)

where Cκ > 0 is a constant and | log(ρ)|2 = (log(ρ), log(ρ)). Of course, this f is a positive definite function

for each κ > 0, thanks to Theorem 1.

V. FINAL REMARKS

The motivation of the present work was to introduce a set of analytical tools which would make it possible to

construct and compute invariant kernels on the space of complex covariance matrices. These tools are afforded by

Theorem 1 and Proposition 4, stated in the previous Section IV.

Recall from Proposition 1 that there is a straightforward equivalence between invariant kernels and U -invariant

positive definite functions. Theorem 1 sets up a bijective correspondence between the set of integrable U -invariant

positive definite functions, and the set of positive symmetric functions which satisfy the integrability condition (11).

Proposition 4 then makes it possible to explore the whole set of integrable U -invariant positive definite functions,

simply by plugging suitable positive symmetric functions into (22) or (23).

The invariant kernels obtained from (22) or (23) can still be used on other spaces of covariance matrices

(real, quaternion, block-Toeplitz, etc.). A space of covariance matrices may always be embedded into a space

of complex covariance matrices (eventually of larger matrix size), in a way which preserves all the fundamental

symmetry and invariance properties. It is then enough to compose kernels obtained from (22) or (23) with the correct

embedding into a space of complex covariance matrices (in general, this embedding is rather easy to compute).

Theorem 1 and Proposition 4 rely heavily on Proposition 2, which provides the determinantal expression (9)

for the spherical functions (8). In general, this kind of determinantal expression is readily available on any symmetric

space whose group of isometries (that is the group G in the notation of Sections II and III) is a complex Lie group

(see Formula (32), Appendix A). All the results obtained in the above can accordingly be generalised to symmetric

spaces which have this property, called symmetric spaces of type IV in [9]. The symmetric spaces of type IV

are precisely (a) spaces of complex covariance matrices (b) spaces of complex covariance matrices which are

also orthogonal (c) spaces of complex covariance matrices which are also symplectic (d) certain other so-called

exceptional spaces. These are the non-compact analogues (the technical word is duals) of the compact Lie groups

(unitary, orthogonal, symplectic, and exceptional).
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APPENDIX A

PROOF OF PROPOSITION 2

The proof starts from (8) and shows that it is equivalent to (9). The first step is to reduce to the case where

x has unit determinant. Let x = rx̄ where det(x̄) = 1. By a direct calculation, it follows from (7) that

∆s(x) = r(1,s)∆s(x̄) where (1, s) =
∑N

k=1 sk . In particular, s = λ + δ implies that ∆s(x) = r(1,λ)∆s(x̄),

because (1, δ) = 0. Replacing into (8) yields the following identity

Φλ(x) = r(1,λ)Φλ(x̄) (27)

Now, returning to (8), note that

Φλ(x̄) =

∫
U

∆λ+δ(u · x̄)du (28)

This integral can be restricted to SU , the special unitary subgroup of U (SU is the set of u ∈ U with det(u) = 1).

Indeed, replacing u by eiθu (with θ real) does not change u · x̄. Moreover, the normalised Haar measure on U

descends to the normalised Haar measure on SU [?] (see Theorem 8.32). Therefore, (28) is equivalent to

Φλ(x̄) =

∫
SU

∆λ+δ(u · x̄)du (29)

The next step of the proof is to show that (29) is the same as the following Harish-Chandra integral [1] (Page 418)

Φλ(x̄) =

∫
SU

exp [(2λ− 2δ, log a(uρ̄1/2))] du (30)

Here, ρ̄ = (ρ̄1, . . . , ρ̄N) are the eigenvalues of x̄, and a(uρ̄1/2) is the diagonal matrix with positive entries, such

that uρ̄1/2 = na(uρ̄1/2)h where the matrix n is upper triangular with ones on its diagonal, and h belongs to SU

(vectors such as ρ̄ will be identified with diagonal matrices, in a self-evident way, whenever that is convenient).

Because Φλ is U -invariant, it is enough to prove (30) when x̄ = ρ̄. It will be helpfull to apply the identity

Φλ(x) = Φ−λ(x
−1) [2] (Theorem XIV.3.1). For short, let a = a(uρ̄1/2), so u · ρ̄ = (uρ̄1/2) · id is equal to na2n†.

Using the identity just mentioned,

Φλ(ρ̄) = Φ−λ(ρ̄
−1) =

∫
SU

∆−λ+δ

(
u · ρ̄−1

)
du =

∫
SU

∆−λ+δ

(
(n†)−1 · a−2

)
du (31)

where the second equality follows from (29) and the third equality holds because u·ρ̄−1 = (u·ρ̄)−1 and u·ρ̄ = na2n†.

However, since (n†)−1 is lower triangular with ones on its diagonal, it is easy to see that ∆−λ+δ

(
(n†)−1 · a−2

)
=

∆−λ+δ

(
a−2

)
. Then, from (7) and the fact that a is diagonal,

∆−λ+δ

(
(n†)−1 · a−2

)
=

N∏
k=1

a
2(λk−δk)
k = exp [(2λ− 2δ, log a)]

and (30) follows immediately by replacing this into (31). The final step of the proof exploits the fact that G is a

complex Lie group. In this case, the Harish-Chandra integral (30) admits a closed-form expression [1] (Page 432),

Φλ(x̄) =
Π(−δ)

Π(λ)
×

∑
w∈SN

ε(w)e(λ,wρ̄)∑
w∈SN

ε(w)e(δ,wρ̄)
(32)

Here, Π(µ) =
∏

k<ℓ(µk − µℓ) for µ ∈ CN , SN is the symmetric group (group of permutations of N objects),

and ε(w) is the signature of the permutation w, while wρ̄ denotes the action of that permutation on (ρ̄1, . . . , ρ̄N).
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Clearly, the polynomial Π is the Vandermonde polynomial, up to sign, while the sums in the second fraction

are Leibniz expansions of certain determinants. Using these observations, and performing some basic simplifications,

Φλ(x̄) =

∏N−1
k=1 k!

V (−λ)
×

det
[
ρ̄λℓ

k

]
det

[
ρ̄N−ℓ
k

] =

∏N−1
k=1 k!

V (−λ)
×

det
[
ρ̄λℓ

k

]
V (−ρ̄)

=

N−1∏
k=1

k!×
det

[
ρ̄λℓ

k

]
V (λ)V (ρ̄)

(33)

Now, (9) can be retrieved from (27) and (33). To do so, it is enough to note that ρ = rρ̄ and that this implies

(recall ρ = (ρ1, . . . , ρN) are the eigenvalues of x)

r(1,λ) det
[
ρ̄λℓ

k

]
= det

[
ρλℓ

k

]
and V (ρ̄) = r−N(N−1)/2V (ρ)

Then, since rN = det(x) (which is the product of the eigenvalues ρk),

r(1,λ)
det

[
ρ̄λℓ

k

]
V (ρ̄)

= rN(N−1)/2

det
[
ρλℓ

k

]
V (ρ)

=
det

[
ρλℓ+(N−1)/2

k

]
V (ρ)

(34)

Therefore, performing the multiplication in (27), with the help of (33) and (34), yields the required (9).

APPENDIX B

PROOF OF THEOREM 1

if part : roughly, the idea of the proof is to show that the spherical functions Φ it are positive definite functions.

Then, (19) says that the function f is a positive linear combination of these Φ it and is therefore positive definite.

For x ∈ M , let x = exp(s)x̄ where s = logdet(x) so that det(x̄) = 1. From (27) (putting λ = it and τ = (1, t)),

Φ it(x) = eiτsΦ it(x̄) (35)

Thinking of s and x̄ as functions of x, let φτ (x) = eiτs and φ̄(x) = Φ it(x̄), so that Φ it(x) = φτ (x)φ̄(x). Now,

recalling the well-known fact that a product of positive definite functions is positive definite, it is enough to show

that φτ and φ̄ are both positive definite. For any x1, . . . , xn ∈ M , note that

φτ (x−1/2

i xjx
−1/2

i ) = eiτ(sj−si) (36)

where si = logdet(xi). Therefore, the matrix with elements φτ (x−1/2

i xjx
−1/2

i ) is the same as the matrix with

elements eiτ(sj−si), which is Hermitian positive semidefinite (of rank 1). This shows that φτ is positive definite.

To see that φ̄ is also positive definite, note that

φ̄(x−1/2

i xjx
−1/2

i ) = Φ it(x̄
−1/2

i x̄j x̄
−1/2

i ) (37)

However, according to [1] (Page 484), the restriction of Φ it to the unit-determinant hypersurface (that is to the set

of x ∈ M with det(x) = 1), which is given by the Harish-Chandra integral (30), is a positive definite function.

In particular, the matrix whose elements appear in (37) is Hermitian positive semidefinite. This shows that φ̄ is

positive definite. Thus, being a product of positive definite functions, Φ it is positive definite (for any t) as required.

To conclude, recall Godement’s theorem [7] [8] (in particular, Formula (2.4) in [7]). This gives a rigorous justification

of the claim that f is positive definite because it is a positive linear combination of positive definite functions.

The last step of the proof is thus a direct application of Godement’s theorem.
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only-if part : as stated in [7], the L1– Godement theorem says that an integrable function f is positive definite if and

only if its spherical transform is positive and integrable (details can be found in [7], Section 2 and Appendix A).

In [7], it is required from the outset that the underlying symmetric space M should be of non-compact type

(in particular, the group G should be semisimple). This requirement is clearly not satisfied, in the present context.

The aim here is to explain that the L1– Godement theorem can still be applied.

In [7], the requirement that M should be of non-compact type was introduced only in order to ensure that spherical

functions on M are given by Harish-Chandra integrals (integrals of the form (30) in the proof of Proposition 2).

The proof of the L1– Godement theorem (see [7], Appendix A) relies on Godement’s (much older) theorem [8],

which applies to any symmetric space and in particular to the space M of complex covariance matrices. Specifically,

the convolution product of two compactly-supported continuous U -invariant functions on M is commutative [2]

(Proposition XIV.4.1), and this is the only hypothesis needed for Godement’s theorem.

With this in mind, the proof is just an application of the L1– Godement theorem as stated in [7]. Precisely, f is

positive definite only if f̂ is positive and integrable (which here means it satisfies the integrability condition (11)).

Then, f is given by the inversion formula (12), which is the same as (19) with g = CN f̂ .

To finish the proof, note that uniqueness of g follows by injectivity of the inverse spherical transform (the linear

map that takes f̂ to f according to (12)).

APPENDIX C

PROOF OF PROPOSITION 4

Part (a) : in order to prove (22), it is enough to show that, on the right-hand side of (21),

1

N !

∫
RN

g(t)V (t) det
[
ρitℓ+(N−1)/2

k

]
dt = (det(x))(N−1)/2 det

[∫
R
γ(t)tk−1eitsℓ dt

]
(38)

where g(t) = γ(t1) . . . γ(tN) and sℓ = log(ρℓ). Note first that

det
[
ρitℓ+(N−1)/2

k

]
=

N∏
k=1

ρ(N−1)/2

k × det
[
ρitℓk

]
= (det(x))(N−1)/2 × det

[
ρitℓk

]
This implies that (38) is equivalent to

1

N !

∫
RN

g(t)V (t) det
[
ρitℓk

]
dt = det

[∫
R
γ(t)tk−1eitsℓ dt

]
or, what is the same if V (t) is expressed as a determinant,

1

N !

∫
RN

g(t) det
[
tk−1
ℓ

]
det

[
ρitℓk

]
dt = det

[∫
R
γ(t)tk−1eitsℓ dt

]
(39)

Here, using the Andréief identity [6] (Chapter 11, Page 75), the left-hand side is equal to

1

N !

∫
RN

det
[
tk−1
ℓ

]
det

[
ρitℓk

] N∏
ℓ=1

γ(tℓ)dtℓ = det

[∫
R
γ(t)tk−1ρitℓ dt

]
which is the same as the right-hand side (by definition of sℓ). Thus, (39) (equivalent to (38)) has been proven true.

Part (b) : comparing (21) and (23), it becomes clear that one must show

1

N !

∫
RN

g(t)V (t) det
[
ρitℓ+(N−1)/2

k

]
dt = (det(x))(N−1)/2 iN(N−1)/2 V (−∂/∂s) g̃(s) (40)
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However, as in the proof of Part (a), this is equivalent to

1

N !

∫
RN

g(t)V (t) det
[
ρitℓk

]
dt = iN(N−1)/2 V (−∂/∂s) g̃(s) (41)

After writing the Leibniz expansion of the determinant, the left-hand side is equal to

1

N !

∑
w∈SN

ε(w)

∫
RN

g(t)V (t)

N∏
k=1

ρ
itw(k)

k dt =
1

N !

∑
w∈SN

ε(w)

∫
RN

g(t)V (t)ei(s,wt)dt

Here, SN is the group of permutations of {1, . . . , N} and ε(w) is the signature of the permutation w. Moreover,

on the right-hand side sℓ = log(ρℓ) and wt denotes the action of the permutation w on (t1, . . . , tN). By introducing

a new variable of integration u = wt in each one of the integrals under the sum,

1

N !

∑
w∈SN

ε(w)

∫
RN

g(t)V (t)ei(s,wt)dt =
1

N !

∑
w∈SN

ε(w)

∫
RN

g(w−1u)V (w−1u)ei(s,u)du

But the function g is symmetric, while the Vandermonde polynomial V is alternating — for any permutation w,

g(wu) = g(u) and V (wu) = ε(w)V (u). Therefore, the above sum is equal to

1

N !

∑
w∈SN

∫
RN

g(u)V (u)ei(s,u)du =

∫
RN

g(u)V (u)ei(s,u)du

and it now follows that the left-hand side of (41) is

1

N !

∫
RN

g(t)V (t) det
[
ρitℓk

]
dt =

∫
RN

g(u)V (u)ei(s,u)du (42)

Finally, recalling the definition of the inverse Fourier transform g̃(s), and differentiating under the integral, one has

V (∂/∂s)g̃(s) = iN(N−1)/2

∫
RN

g(u)V (u)ei(s,u)du

which can be replaced back into (42) to obtain

1

N !

∫
RN

g(t)V (t) det
[
ρitℓk

]
dt = (−i)N(N−1)/2 V (∂/∂s)g̃(s) = iN(N−1)/2 V (−∂/∂s)g̃(s)

which is identical to (41), as required.


