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(Dated: March 15, 2024)

Despite enormous efforts devoted to the study of the many-body localization (MBL) phenomenon, the nature
of the high-energy behavior of the Heisenberg spin chain in a strong random magnetic field is lacking consensus.
Here, we take a step back by exploring the weak interaction limit starting from the Anderson localized insulator.
Through shift-invert diagonalization, we find that below a certain disorder threshold ℎ∗, weak interactions
necessarily lead to ergodic instability, whereas at strong disorder the AL insulator directly turns into MBL. This
agrees with a simple interpretation of the avalanche theory for restoration of ergodicity. We further map the
phase diagram for the generic XXZ model in the disorder ℎ – interaction Δ plane. Taking advantage of the total
magnetization conservation, our results unveil the remarkable behavior of the spin-spin correlation functions: in
the regime indicated as MBL by standard observables, their exponential decay undergoes a unique inversion of
orientation 𝜉𝑧 > 𝜉𝑥 . We find that the longitudinal length 𝜉𝑧 is a key quantity for capturing ergodic instabilities,
as it increases with system size near the thermal phase, in sharp contrast to its transverse counterpart 𝜉𝑥 .

Introduction. Understanding the subtle interplay between dis-
order and interactions in quantum systems is a major challenge
in condensed matter physics. In particular, the many-body lo-
calization (MBL) problem remains a disputed issue, despite
almost two decades of study [1–13]. Key debates revolve
around the (existence of an) ergodicity-breaking transition at
high energies, its possible universality class and associated
finite-size behavior [14–24], as well as the microscopic mech-
anisms driving the restoration of ergodicity [25–31]. In this
context, it is instructive to first recall the original concern
of the field [3, 4, 32]: what is the fate of the Anderson lo-
calized (AL) insulator against weak interactions ? Although
this question is well posed, most numerical work has focused
instead on the strongly interacting random-field Heisenberg
chain (RFHC) [6, 14, 23, 33–41], with few exceptions [42–
49]. Over the past decade, the RFHC has gone from being the
standard model of MBL to an increasingly controversial topic,
primarily due to finite-size effects in the numerics [37, 39–
41, 50, 51], but also as very slow dynamics has been ob-
served [35, 38, 52–55] in a regime previously thought to be
deeply localized. This then led to very different conclusions,
such as the absence of a genuine MBL phase [56, 57], regard-
less of mathematical arguments [9, 58] in favor of its existence
in a related model, and clear signatures of non-thermal behav-
ior in various related experiments [59–66].

Main results. In this Letter, we consider the XXZ spin chain
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in its easy-plane version Δ ∈ [0, 1] (Δ = 1 being the RFHC),
and random fields uniformly drawn in [−ℎ, ℎ]. HΔ conserves
𝑆𝑧tot =

∑
𝑖 𝑆

𝑧
𝑖
, which will be highly exploited in this work. The

high-energy phase diagram of this model is shown in Fig. 1,
building on mid-spectrum shift-invert diagonalization [14, 68]
of periodic chains of sizes 𝐿 ∈ [10 . . . 21]. Before giving a de-
tailed description, we first sketch our main findings. (i) Along
the non-interacting line Δ = 0, we argue, and numerically ver-
ify, that there is a disorder threshold ℎ∗ for the AL insulator
below which any finite interaction restores ergodicity, while

FIG. 1. Disorder (ℎ) – interaction (Δ) phase diagram of the XXZ
chain Hamiltonian Eq. (1) at high energy (middle of many-body
spectrum 𝜖 = 0.5 [14]) in the 𝑆𝑧tot = 0 sector (1/2 for odd sizes).
Symbols indicate the ergodic to MBL transition points obtained from
standard observables (see legend and main text) by extrapolation of
the crossings (see also Figs. 2 and 3, [67]). The transition line starts
from the Anderson insulator (Δ = 0) at a finite disorder strength ℎ∗.
At stronger disorder, the heatmap shows the ratio of the transverse
to longitudinal mid-chain correlation lengths, fitted on sizes 𝐿 =

10, 12, 14, 16, starting with 𝜉𝑥/𝜉𝑧 ≈ 2 at Δ = 0. The region where
𝜉𝑥/𝜉𝑧 ≲ 1 gives a rough approximation of the instability regime in
which 𝜉𝑧 (𝐿) increases with 𝐿 (see also Fig. 3 and main text for a
discussion of this instability).

at strong disorder, AL turns into MBL. (ii) For finite Δ, we
provide an extrapolation (𝐿 → ∞) of the MBL transition line
using standard estimates (Fig. 1, gray region). (iii) Spin-spin
correlation functions (longitudinal 𝑧𝑧 and transverse 𝑥𝑥, with
respect to the random field) and their associated correlation
lengths 𝜉𝑥, 𝑧 present remarkably contrasted behaviors on the
MBL side: the dominant orientation 𝜉𝑥 > 𝜉𝑧 (inherited from
AL) changes to 𝜉𝑥 < 𝜉𝑧 across the phase diagram (see color
map in Fig. 1). At intermediate disorder, this is accompanied
by a growth of 𝜉𝑧 with 𝐿, while 𝜉𝑥 barely changes. We in-
terpret these observations as a qualitative sign of increasing
ergodic instabilities, based on the different behavior of these
correlators in the ergodic phase. (iv) For larger ℎ, both AL and
MBL regimes show very short and size-independent 𝜉𝑧,𝑥 ≪ 1,
suggesting that an ergodic instability is very unlikely.
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Ergodic instability at weak interactions. The most discussed
theoretical framework describing the restoration of ergodic-
ity from the MBL phase is provided by the avalanche theory
(AT) [27, 28]. In a nutshell, the AT starts from strong disorder
and considers a possible runaway delocalizing instability trig-
gered by rare ergodic seeds. This mechanism is predicted to
occur when the length scale 𝜁 , which controls the exponential
decay of the effective coupling between the ergodic bubble and
the surrounding localized spins, exceeds a certain O(1) critical
threshold 𝜁avl. [69]. A good starting point for estimating 𝜁 is the
non-interacting AL limit, since this length scale can be iden-
tified [70] by the exponentially localized Anderson orbitals,
controlled by the disorder-dependent average AL length [71]
𝜉AL = 1/ln

[
1 + (ℎ/ℎ0)2] [72]. A naive application of AT in

the vanishing interaction limit [70], where 𝜁 ∼ 𝜉AL, predicts
the existence of a finite disorder strength below which an insta-
bility condition is met. Since the localization length typically
increases with the interaction strength [73–75], an interaction-
driven ergodic instability seems inevitable below a certain
threshold disorder strength ℎ∗. Conversely, at higher disorder,
a completely different scenario emerges in which the localized
regime remains stable against weak interactions. These simple
ideas will be compared with numerical simulations below.

Phase diagram from standard observables. Using shift-invert
diagonalization of finite chains, we obtain mid-spectrum eigen-
states of Eq. (1), and first verify the existence of an ergodic
instability at weak disorder in the small Δ limit. Fig. 2 displays
results for vertical scans at ℎ = 1, 2 (where 𝜉AL ≈ 1.9, 0.7).
The top panels display two standard markers for the transition:
mid-chain entanglement entropy (EE), and a measure of the
spectral statistics based on the Kullback-Leibler divergence
between the gap ratio distribution and the Poisson statistics
KL[𝑃 (𝑟 ) |Poisson] [67]. The bottom panels demonstrate a very
clear drift of the crossing positions for even and odd sizes with
increasing system lengths, thus showing that Δ𝑐 (𝐿) → 0 for
ℎ = 1 and ℎ = 2. For stronger disorder, the system is in a
finite-size crossover regime, yielding very large errors and a
very strong drift for Δ𝑐 (𝐿) at ℎ = 3, making the extrapolation
difficult [67] (see Fig. 1). Although this makes it challenging
to extract a precise numerical value for the non-interacting
threshold ℎ∗, our data clearly point to a finite and not too small
value 2 ≤ ℎ∗ ≤ 3, corresponding to a rather short AL length
0.7 ≥ 𝜉∗AL ≥ 0.5.

In Fig. 1, we report this ergodic instability of the Anderson
insulator at vanishing interaction strength, using two further
measures: the eigenstate ergodicity in the Hilbert space quan-
tified by the participation entropy (PE) [14, 33, 36, 76], and the
extreme statistics of the local magnetizations (EM) [23, 71].
These results bring insight to the observations in Ref. [77], as
well as into the results of Ref. [46], where the reported onset of
quantum chaos is indeed naturally explained by the fact that the
study was performed in at low disorder (ℎ ≈ 0.57, 𝜉 ≈ 5). A
similar scenario occurs in the disordered interacting Majorana
chain, where an immediate ergodic instability arises when the
non-interacting localization length exceeds a threshold [48].

Moving away for the AL line, we investigate the extent of
the ergodic regime at finite interaction, building on the same
four standard observables. The top panels of Fig. 3 report the
behavior of PE for various sizes as a function of the disorder
ℎ for fixed Δ = 0.5 and Δ = 1 (RFHC). In agreement with
previous observations, the ergodic regime is clearly underesti-
mated by small system sizes, leading to systematic finite-size
drifts for the ergodic-to-MBL crossovers towards larger disor-
der strengths [67], as clearly shown in the top insets of Fig. 3.
However, using linear fits with 1/𝐿 as in the RFHC case [37],
we find that these drifts all consistently converge to finite val-
ues ℎ𝑐, clearly indicating a broad but finite extent of the ergodic
regime, as shown by the various symbols in Fig. 1.

It should be noted that the extrapolated critical disorder ob-
tained from the spectral statistics transition ℎGR

𝑐 systematically
yield the largest critical disorder strengths. For Δ = 1, our
estimate ℎGR

𝑐 = 5.6(5) is consistent with the numerical land-
mark ℎmg ≈ 5.7 proposed by Morningstar et al. [41], where
the smallest gap starts to deviate from Poisson expectations.

FIG. 2. Constant fields ℎ = 1 and ℎ = 2 data: critical interaction
strength Δ𝑐 above which ergodicity occurs, as estimated from mid-
chain entanglement entropy (EE) and gap ratio (GR) statistics. At
finite sizes, upon decreasing the interaction Δ, (a) EE changes from a
volume-law at large Δ to an area law at small Δ, and (b) the Kullback-
Leibler divergence between the gap ratio distribution and the Poisson
statistics goes from ≈ 0.1895 to 0 (in practice, to a finite value set by
the precision of the numerical distribution) [67]. Panels (c) and (d)
show the drifts of the critical interaction strength from both EE and
GR crossings of even (crosses, solid fits) and odd (circle, dashed fits)
sizes, with 𝐿avg indicating the mean of the two sizes. The best fits
yield a quadratic dependence with 1/𝐿avg.
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FIG. 3. Overview of the ergodic, instable and MBL regimes, a function of the disorder ℎ and the interaction Δ. In the four left panels, the
gray area indicates the transition extrapolated from four standard observables (insets). (a) and (b) At Δ = 0.5 and Δ = 1, the PE scaling with
the logarithm of the Hilbert space dimension 𝐷1 lnN + 𝑏1 shows a crossing point which corresponds to a change of sign for the subleading
correction 𝑏1. (c) to (g) Mid-chain correlations and corresponding correlation lengths. (c) and (d) Mid-chain correlation lengths at Δ = 0.5
and Δ = 1 compared to the AL case, extracted from fits on even sizes of the typical value of the mid-chain connected correlations Eq. (2). Right
panels show the associated characteristic decay: (e) at ℎ = 1,Δ = 1 in the ergodic regime, compared to the correlations for a random vector
(dashed lines); (f) at ℎ = 6,Δ = 0.02 in the MBL regime and at ℎ = 6,Δ = 1 in the regime showing instabilities, compared to the correlations
in the Anderson case for the same disorder strength. (g) As a function of the interaction strength at ℎ = 6, the longitudinal correlation length
shows a square-root like behavior. In all cases, the AL values are extracted from fits on 𝐿 = 14 · · · 20.

New insights from spin-spin correlations. In order to provide
a real-space view of how ergodicity is reached from the strong
disorder regime, we now focus on spin correlations for mid-
spectrum eigenstates of HΔ. Although introduced early on as
possible indicators of the MBL transition for the RFHC [6],
they have been the subject of surprisingly little work for U(1)
symmetric models [6, 78–82], leading nonetheless to the ob-
servation of their non-trivial distributions in both ETH and
MBL regimes [79] or that they may signal an intermediate
critical phase driven by rare events [78].

Here we show that pairwise spin correlation functions pro-
vide remarkable insights, for several reasons (see also Ref. [83]
for further results and detail). First, exponentially decaying
correlators allow one to connect to the non-interacting Ander-
son limit, where the localization and spin correlation lengths
are all proportional (at least for not too weak disorder, typ-
ically above ℎ ∼ 2). Moreover, correlation lengths remain
well-defined in the MBL regime at strong disorder. Finally,
considering correlations at the largest possible distance in peri-
odic chains can probe early onsets of thermalization processes
through system-wide resonances. For this, we examine the
mid-chain connected correlation functions [84]

𝐶𝛼𝛼
𝐿/2 =

���⟨𝑆𝛼
𝑖 𝑆

𝛼
𝑖+𝐿/2⟩ − ⟨𝑆𝛼

𝑖 ⟩⟨𝑆𝛼
𝑖+𝐿/2⟩

��� . (2)

Fig. 3 (e-f) illustrates the two limiting cases for the character-
istic decays with 𝐿 of the typical average of the longitudinal
(𝛼 = 𝑧) and transverse (𝛼 = 𝑥) components. In the ergodic
phase, where the eigenstate thermalization hypothesis (ETH)
applies [85–87], eigenstates are well described by featureless
random states, which yield an absence of spatial variation for
both components 𝑥 and 𝑧 [83]. However, we expect strongly
contrasted dependences on the length 𝐿: while ETH implies an
exponential vanishing with the system size for 𝐶𝑥𝑥

𝐿/2 ∼ N−1/2

(with N ≈ 2𝐿 the size of the Hilbert space), the total magne-
tization conservation (𝑆𝑧tot = constant) leads to a much slower
algebraic decay of the longitudinal component𝐶𝑧𝑧

𝐿/2 ∼ (4𝐿)−1.
In Fig. 3 (e), ED results deep in the ergodic regime reproduce
such very different behaviors, approaching the exact calcula-
tion performed with 𝑆𝑧tot = 0 random states.

Conversely, although the magnetization conservation still
holds, the strong disorder regime shows exponential decays
for both 𝑥 and 𝑧 components, as shown for ℎ = 6 and weak
enough interaction in Fig. 3(f), see also panel (g). It is therefore
natural to define the typical mid-chain correlations lengths 𝜉𝑥
and 𝜉𝑧 [88] as follows

ln𝐶𝛼𝛼
𝐿/2 =: − 𝐿

2𝜉𝛼
+ O(1), (3)
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where (. . .) stands for disorder averaging. We first make a few
key observations for the large-ℎ, presumably localized regime.

(i) In the non-interacting AL limit (Δ = 0) the 𝑧-component
of the spins are pinned by strong random fields, yielding rather
short correlation lengths and dominant quantum fluctuations
in the transverse channel. As a result, we observe at ℎ = 6,
𝜉AL
𝑥 = 0.80(2) > 𝜉AL

𝑧 = 0.41(1). This factor of 2 appears to
be robust along almost the entire AL line, at least for ℎ > 2
(see Fig. 1), providing a hallmark for this regime.

(ii) Remarkably, even a very weak interaction above the AL
line leads to a strong qualitative change for the longitudinal
correlations with a sharp increase of the correlation length
𝜉𝑧 , while the transverse part remains essentially unaffected,
as clearly visible in Fig. 3(f-g). In particular, we observe in
Fig. 3(g) a very rapid, square-root-like increase of 𝜉𝑧 with Δ,
while 𝜉𝑥 remains approximately at its non-interacting value.

(iii) For larger interactions, the trend has strongly intensified
so that 𝜉𝑧 crosses 𝜉𝑥 around Δ ∼ 0.5, and eventually becomes
larger as illustrated by the Heisenberg point at Δ = 1, ℎ = 6.

Interaction-driven instabilities. This striking reversal in the
orientation of the dominant correlations, already visible at
small size in the color plot provided over the entire phase dia-
gram, is even more apparent with larger 𝐿 in Fig. 3 (c-d) where
one observes crossing between 𝜉𝑥 and 𝜉𝑧 for two representative
horizontal cuts (Δ = 0.5, 1). In addition, both plots show that
the transverse correlation length 𝜉𝑥 has a very weak size de-
pendence and remains finite and small everywhere. The only
significant interaction effect appears in the ergodic regime be-
low ℎ ≈ 2.5, where 𝜉𝑥 deviates from the divergence of 𝜉AL

𝑥

and decays to its ETH value 1/ln 2. Quite differently, Fig. 3(c-
d and g) show that the longitudinal correlation length 𝜉𝑧 is
much more sensitive and displays very pronounced variations
both with Δ (in all regimes) and with 𝐿 (in the ergodic phase).
The latter is easily understood from the distinction between
the algebraic and exponential decay of the typical 𝐶𝑧𝑧

𝐿/2 vs.
𝐶𝑥𝑥
𝐿/2 in the ergodic regime, where effectively 𝜉𝑥/𝜉𝑧 → 0 as 𝐿

increases.
In the opposite case of strong disorder and weak interac-

tion, the situation is qualitatively very close to AL, with the
observed hierarchy 𝜉𝑥 > 𝜉𝑧 . This suggests that MBL and
AL are connected in this part of the phase diagram [71, 89],
where furthermore no finite-size effects are observed for ei-
ther 𝜉𝑧 or 𝜉𝑥 . However, as the disorder is gradually reduced,
though still well before the presumed ergodic transition, an
instability is observed via a systematic growth with 𝐿 of our
numerical estimates of 𝜉𝑧 . This is clearly visible in Fig. 3
where one sees such instabilities, for example as soon as ℎ < 7
for Δ = 0.5 (panel c) or above Δ ≈ 0.1 for ℎ = 6 (panel g),
both cases corresponding to a regime where all other standard
finite-size observables show well-converged MBL-like behav-
ior. This striking finding is a stronger signal than the observed
𝜉𝑥 = 𝜉𝑧 crossing, even though it occurs in roughly the same
regime. Indeed, such a crossing simply reflects the fact that
𝜉𝑧 increases faster than 𝜉𝑥 , but the additional growth of 𝜉𝑧
with 𝐿 is a remarkable indication of an anomalous response

of the diagonal correlations in a regime of disorder where one
would have rather expected MBL physics. Based on the very
different scaling with 𝐿 of 𝐶𝑧𝑧

𝐿/2 in the two opposite regimes,
we may therefore interpret these observations as a qualitative
marker of emerging ergodic instabilities in models conserving
the total magnetization.

Summary and discussion. In this Letter, we first provided
evidence for the direct instability of the Anderson insulator to-
wards ergodic behavior in the small interaction, weak disorder
limit, ℎ < ℎ∗ ∼ 2 − 3. This prediction is directly testable ex-
perimentally in platforms where interactions can be controlled,
such as with Feschbach-resonances in cold-atoms [59, 90]. In
a second part, we took advantage of the magnetization / par-
ticle number conservation (often met in experiments) to un-
veil a finite-size growing instability of 𝜉𝑧 (𝐿), in a part of the
phase diagram where other finite-size indicators point to an
MBL regime. Our main results, summarized in Fig. 1, will
be further detailed and expanded in a forthcoming companion
paper [83]. The system-wide response probed by 𝐶𝑧𝑧

𝐿/2 and
its two-body nature can be linked to the end-to-end mutual
information [91], which was recently used as a landmark to
detect system-wide resonances [41]. Two remarks are in order
though: by averaging over eigenstates and disorder realiza-
tions, ln𝐶𝑧𝑧

𝐿/2 reflects the typical behavior whereas Ref. [41]
studied the extreme statistics of the maximal (over all eigen-
states) mutual information. Second, the connected correlator
𝐶𝑧𝑧 is routinely accessible as a density-density correlation in
most MBL experimental platforms, see e.g. Ref. [63], which
indeed observe an increase of 𝜉𝑧 as disorder is decreased in the
MBL regime, albeit in a different setup than ours (correlations
after a quench in a quasi-periodic potential versus correlators
in eigenstates in a random potential).

Could the growing 𝜉𝑧 with 𝐿 be further considered as a
smoking gun of avalanches ? Our eigenstates analysis does not
allow to conclude on this, but we remark that ergodic inclusions
(potential seeds for avalanches) naturally favor an enhancement
of diagonal correlations. Indeed, typical 𝑧𝑧 correlations barely
decay across ergodic regions, yielding an effective growth of
𝜉𝑧 , that may be a key quantity to further investigate avalanche
instabilities in realistic microscopic models (for a recent study
of dynamical correlations in this context, see [92]). Neverthe-
less, one of the most difficult remaining questions concerns the
status of the intermediate region showing finite-size instabili-
ties.Will the growth of 𝜉𝑧 (𝐿) continue on larger length scales,
giving rise to an ergodic regime, or a novel intervening glassy
state [49], or will it instead saturate, corresponding to an MBL
phase ? We hope that our work will motivate further explo-
rations in particle number-conserving theoretical models or in
experimental platforms susceptible to host an MBL transition.
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Supplemental material
Here, we provide some details in support of the main text. In Sec. S1, we discuss two obervables : the Kullback-Leibler
divergence of the gap ratio distribution, and the extreme magnetization. In Sec. S2, we give more details regarding the location
of the crossing pointsand their drift. Finally, in Sec. S3, we give the detail of the number of samples and eigenstates kept for each
size.

S1. OBSERVABLES

A. Kullback-Leibler divergence of the gap ratio distributions

Perhaps the most standard observable to distinguish between chaotic and integrable systems is the level statistics (see for
instance [2, 6, 11, 100–102] and references therein). The gap ratio involves three consecutive energy levels and is defined as [101]

𝑟𝑖 = min
(
𝑠𝑖

𝑠𝑖−1
,
𝑠𝑖−1
𝑠𝑖

)
, (S1)

where 𝑠𝑖 = 𝐸𝑖 − 𝐸𝑖−1 is the spacing between two consecutive levels.
In the case of an integrable system, the gap ratio follows a distribution related to Poisson statistics:

𝑃Poisson (𝑟) =
2

(1 + 𝑟)2 . (S2)

By contrast, in a system satisfying the eigenstate thermalization hypothesis (ETH), the distribution is given by the RMT spectrum
in the GOE ensemble [103]

𝑃GOE (𝑟) =
27
4

𝑟 + 𝑟2

(1 + 𝑟 + 𝑟2)5/2 . (S3)

FIG. S1. Distribution of the gap ratios for Δ = 1 for a system of size 𝐿 = 20, with 41 bins and two different samplings. The dashed lines
represent the Poisson and the GOE statistics.

As illustrated in Fig. S1, the gap ratio distribution in the Heisenberg chain goes from 𝑃GOE at weak disorder to 𝑃Poisson at
strong disorder. The standard approach to evaluate this qualitative change in a single quantitative number is to use the average
gap ratio [6]

𝑟avg =

∫ 1

0
𝑟𝑃(𝑟)d𝑟.
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This is however numerically challenging to use in the limit of strong disorder or weak interactions because a lot of the weight
of the integral is not useful to discriminate between the Poisson distribution and the numerical distribution. It was suggested to
use instead the integral of the gap ratio distribution from 𝑟 = 0 to 𝑟 = 1/4 [102] in order to take advantage of the region where
the two distributions differ the most, and to provide a probe that remains easy to evaluate experimentally. In a similar spirit,
taking advantage of the full distribution, an alternative would be to use the normalized integral of the difference between the
distributions up to some value 𝑟max [2],

𝜂 =

∫ 𝑟max
0 (𝑃(𝑟) − 𝑃GOE (𝑟)) d𝑟∫ 𝑟max

0 (𝑃Poisson (𝑟) − 𝑃GOE (𝑟)) d𝑟
.

Here, with a similar aim of taking full advantage of the two distributions, and further trying to ensure a large dynamics close
to the Poisson regime, we decided to use the Kullback-Leibler divergence [104] between the numerical gap ratio distribution and
the Poisson statistics from Eq. (S2). We find that it is more stable numerically to compute the KL divergence of the latter with
respect to the former, rather than the opposite:

KL𝑃 |Poisson =

∫ 1

0
𝑃(𝑟) ln

(
𝑃(𝑟)

𝑃Poisson (𝑟)

)
d𝑟. (S4)

The KL divergence therefore goes from KL𝑃GOE |Poisson ≈ 0.1895 in the ETH regime, to zero in the localized regime. In practice,
the value is lower bounded by the numerical precision we can achieve based on the histograms obtained from our samples. The
main challenge is to obtain errors on this gap ratio statistics. In practice, we do this computing 30 times the KL divergence for
different samplings of the GR data (using 20k ratios sampled randomly among the data if 𝐿 < 12 and 30k ratios otherwise), with
two different number of bins. Numerically, the form in Eq. (S4) ensure that an empty bin gets correctly assigned a weight zero.
The corresponding histograms are illustrated in Fig. S1 for Δ = 1. The results obtained from this procedure at constant field are
shown in Fig. 2 of the main text. In Fig. S3, left panel, we display how the crossings behave at constant interaction Δ = 0.25.

B. Extreme magnetization

FIG. S2. Typical minimal deviations for odd sizes at Δ = 0.75 (a) as a function of the disorder strength for various system sizes; (b) the same
data presented as a function of the size, showing a clear power-law decay with system size as in Eq. (S8).

We use a simple probe for the most polarized (“most classical”) site in the chain : the extreme magnetization (EM), characterized
by the minimal deviation 𝛿min [23, 71] For a given sample and eigenstate, the minimal deviation is given by

𝛿min = min
𝑖

(
1/2 − |⟨𝑆𝑧

𝑖
⟩|
)
, (S5)

where 𝑖 indexes the sites and where the expectation value is taken in the given eigenstate. In the Anderson case, the typical
minimal deviation goes to zero as a power law of the system size

𝛿
typ
min ∼ 𝐿−𝛾AL (ℎ) (S6)
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where the power-law exponent

𝛾AL (ℎ) ≈
1

2𝜉AL ln 2
(S7)

is controlled by the (typical) Anderson localization length.
Numerically, this behavior is also observed at strong enough disorder in the Heisenberg chain [23], and in the XXZ chain as

can be seen in Fig. S2 for Δ = 0.75. This defines the disorder- (and interaction-) dependent exponent 𝛾:

𝛿
typ
min ∼ 𝐴𝐿−𝛾 (S8)

In contrast, in the ergodic regime, the typical minimal deviation goes to 1/2, as imposed by the ETH, and for finite sizes the
effective exponent can take negative values. It is expected that this exponent shows a jump at the transition [23] from its critical
value 𝛾𝑐 to zero, but the value of 𝛾𝑐 is unknown, and it is unclear whether it is constant at the transition.

To determine the critical disorder strength, there are several possibilities. In Ref. [23], a scaling approach was performed for
the behavior of ln(𝛿typ

min) vs 𝐿 (in the MBL regime) and vs the Hilbert space size N (in the ergodic regime) yielding the critical
disorder strength ℎ𝑐 (Δ = 1) ∼ 4.2(5). We note also that in Ref. [71], it was shown that the KL divergence between the minimal
deviation distributions in the Heisenberg and the XX chains show a crossing that signals an extreme value transition, but it is
yet to be clarified whether this is directly probing the MBL transition. In our systematic exploration of the phase diagram, we
turn to a simpler approach. Since it is a priori unclear whether 𝛾𝑐 is constant accross the transition out of the ergodic regime,
we can not use this value as a criterion. As an alternative, we use the crossings between the different sizes for 𝛿typ

min (ℎ) as a
criterion. This roughly corresponds to looking for the change of sign in the effective 𝛾, which means that for each finite size,
the crossing obtained tends to underestimate the extent of the ergodic phase – a challenge common to all standard probes in this
model. However, we note that at Δ = 1, the obtained critical value ℎEM

c = 4.8 ± 0.16 is slightly larger than the result of Ref. [23]
(see Table I). We also observe (e.g. in Fig. 1 and 3 of the main text and in Fig. S4 of this supplemental material) that the resulting
drift yields results compatible with other standard observables such as the EE.

S2. DRIFTS OF THE CROSSINGS AND ATTEMPT AT AN EXTRAPOLATION

The results for the crossings at constant interactions are summarized in Table I

Observable Δ = 0.25 Δ = 0.5 Δ = 0.75 Δ = 1

PE 3.44(28) 3.98(16) 4.44(23) 4.77(26)
EE 3.67(20) 4.21(14) 4.50(18) 4.91(20)
GR 4.05(28) 4.9(3) 5.28(37) 5.68(46)
EM 3.80(21) 4.25(17) 4.47(25) 4.87(16)

TABLE I. Extrapolated crossings for the various values of the interaction Δ for the standard observables: participation entropy (PE),
entanglement entropy (EE), gap ratio (GR), extreme magnetization (EM)

As an example of extracting the crossings, in Fig. S3 we details the KL divergence of the gap ratio at ℎ = 2. For the extraction
of the crossings at constant interactions, we present results at Δ = 0.25 for the minimal deviation in Fig. S3.

In both cases, the procedure is the following for each pair of sizes :

1. Select the gray area where the crossing seems to occur for each pair of sizes.

2. Bootstrap procedure to evaluate the crossings : Perform 𝑛 = 1000 fits on the data (appropriate with the type of observable
and the cut), where each fit is done removing 2 points arbitrarily (if allowed by the number of points) and taking errors
into account; obtain the crossing of these fits.

3. The resulting crossings are shown as red crosses in Fig. S3. If the standard deviation is less than the spacing between data
points, we take this spacing as the error.

Once the crossings are obtained with errors, we attempt to extract the critical disorder (resp. interaction) as 𝐿 → ∞. For constant
interaction (resp. disorder), we find that the fit that works best with most of the data is as a function of 1/𝐿avg (resp. 1/𝐿2

avg), as
depicted in Figs. S4 and S5. The extrapolation in 1/𝐿 for constant interaction was already used in Ref. [37]. The behavior in
1/𝐿2

avg is mostly a phenomenological observation.
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FIG. S3. Extracting the critical line. Left: critical disorder strength at constant Δ = 0.25 from the Kullback-Leibler divergence of the gap
ratio. Right: critical interaction strength at constant disorder ℎ = 2 from the extreme magnetization. The gray area indicates the data which is
used to extract a crossing. The crossing for a system size is denoted in red. The extracted crossings are then plotted against 1/𝐿 or 1/𝐿2 (𝐿
begin 𝐿avg in all cases). In those plots, the numerous lines indicate several fits performed to evaluate the errorbars on the extracted result. All
the bootstrap procedures are performed with 𝑛 = 1000 fits.

FIG. S4. Crossings for the four main observables and their drift with increasing system sizes for three different values of the field. Note the
very differant ranges for the interaction axis.
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FIG. S5. Extrapolation as a function of 1/𝐿avg of the crossings for the four observables.

The fits to extract the 𝐿 → ∞ limit are performed on even and odd sizes separately, and then on all data. In each case, the
errors are evaluated from a bootstrap procedure. The final result is the best fit considering the largest sizes, but we check that
the even and odd data fits are in agreement with this result within errors. The thre panels of Fig. S4 show the overall drift of the
crossings for ℎ = 1, 2 and 3. The order of the extrapolated critical value of the interaction from ergodic to MBL seems to be
quite systematically PE, EM or EE, GR. This is in agreement with what we observe at constant interaction for the critical value
of the disorder strength, where PE seems to be consistently underestimating the extent of the ergodic region as compared to the
other observables.

Finally, Fig. S5 shows the extrapolation of ℎ𝑐 (𝐿) for the four observables PE, EE, EM and GR for Δ = 0.25 and Δ = 0.75
(similar to the insets of Fig. 3 in the main text).

S3. SIMULATIONS PARAMETERS

The number of kept eigenstates (E) and number of disorder realisations (S) are as follows for each size (Table II). In all cases,
𝑁0.005 indicates the number of states that are within 𝛿𝜖 = 0.005 relative energy compared to 𝜖 = 0.5, i.e. we consider ≤ 1% of
the spectrum.

𝐿 E S 𝐿 E S

8 3 3500 14 & 16 min(60, 𝑁0.005) ≥ 2500
9 min(10, 𝑁0.005) 3500 17 min(60, 𝑁0.005) ≥ 2500
10 min(10, 𝑁0.005) ≥ 2500 18 min(60, 𝑁0.005) ≥ 1500
11 min(30, 𝑁0.005) ≥ 2500 19 min(60, 𝑁0.005) ≥ 1000
12 min(30, 𝑁0.005) ≥ 2500 20 min(60, 𝑁0.005) ≥ 900
13 min(40, 𝑁0.005) ≥ 2500 21 min(60, 𝑁0.005) ≥ 750

TABLE II. Details of the number of eigenstates kept and number of disorder samples for each size.


