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Abstract. With the advent of modern chatbots, automatic summariza-
tion is becoming common practice to quicken access to information. How-
ever the summaries they generate can be biased, unhelpful or untruthful.
Hence, in sensitive scenarios, extractive summarization remains a more
reliable approach. In this paper we present an original extractive method
combining a GNN-based encoder and a RNN-based decoder, coupled
with a user-friendly interface that allows for interactive summarization.
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Graph Neural Network · Recurrent Neural Network · User Interface.

1 Introduction

One of the most common uses for modern chatbots is automatic summarization
[1]. While the abstractive summaries generated by these tools can be relevant,
the language models they’re based on might be biased, e.g. politically biased [9]
or gender biased [5], they can sometimes be untruthful because large language
models are prone to hallucinate [6], or they can simply be unhelpful, as chatbots
might fail to follow instructions correctly [8]. This limits their reliability and can
make them ill-suited to summarize sensitive documents, like scientific articles,
encyclopedic articles or press articles, among others, where information shouldn’t
be altered. A viable alternative under this scenario is extractive summarization,
which consists in composing the summary from actual sentences picked from the
original document. In this paper, we first present an original method for extrac-
tive summarization, by combining two existing methods. The implementation of
the model is available here: https://github.com/baragouine/radsum. Next, we
present an interface that allows users to interactively summarize documents, the
code of which is available here: https://github.com/baragouine/radsum_app/.
For a video demonstration, see https://youtu.be/vBenEaCIwkI.

2 Summarization Method

We combine two existing methods, namely (i) HeterSUMGraph [11], which we
slightly modify and only use for the encoding part of our architecture, and (ii)
SummaRuNNer [7], which we use for the decoding part only. Fig. 1 illustrates
the overall methodology. The rational behind combining these methods is to
have a more expressive encoder while having an interpretable decoder.

https://github.com/baragouine/radsum
https://github.com/baragouine/radsum_app/
https://youtu.be/vBenEaCIwkI
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Fig. 1. Overall architecture of the implemented summarization method.

Document Encoding. We convert the input document to a graph as in Heter-
SUMGraph [11]. It is a bipartite graph with two kinds of vertices: word vertices
and sentence vertices. More precisely there is one vertex per unique word in the
document and one vertex per sentence in the document, connected according to
the composition of the sentences. Edges are weighted with tf -idf scores measured
at the sentence level, meaning tf is calculated as the number of times the word
occurs in the sentence, while idf is defined as the inverse of the degree of the
word vertex. Word embeddings are propagated with a 2-layer graph neural net-
work to obtain sentence representations. Whereas HeterSUMGraph uses GAT
layers [10], we implement more expressive GATv2 layers [2], with an attention
mechanism that accounts for discretized tf-idf weights via edge embeddings.

Summary Decoding. We pass the sentence representations to a recurrent neu-
ral network based on the GRU cell [3] to further contextualize them and proceed
similarly to SummaRuNNer in classifying sentences sequentially, following their
order in the document. The probability to keep the ith sentence is calculated in
terms of 5 scores:

– content score: a linear function of the representation of this sentence,
Wchi;

– salience score: a bilinear function of the representation of this sentence and
the representation of the whole document, h⊤

i Wsd;
– novelty score: a bilinear function of the representation of sentence i and

the representation of the document up to sentence i− 1, h⊤
i Wr tanh (si);

– absolute position score: a linear function of the embedding of the absolute
position of the sentence, Wappa

i ;
– relative position score: a linear function of the embedding of the relative

position of the sentence, Wrppr
i .
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The probability to keep the ith sentence in the summary is calculated as follows:

p(1|hi, si,d) = σ
(
Wchi + h⊤

i Wsd + h⊤
i Wr tanh (si) + Wappa

i + Wrppr
i

)
,

(1)
where d is the representation of the whole document obtained by averaging all
the hidden states {h1,h2, . . . ,hn}, and si is the representation of the document
up to the previous sentence, a weighted average of {h1, . . . ,hi−1}:

si =
i−1∑
j=1

hjp(1|hj , sj ,d). (2)

3 User Interface

Table 1. Performance on the NYT corpus. The gain over SummaRuNNer is given after
the + sign.

ROUGE-1 ROUGE-L

SummaRuNNer 45.3 34.65
HeterSUMGraph 46.76 +2.0% 35.21 +1.6%
RadSum 46.91 +2.4% 35.35 +2.0%

For the purpose of the demonstration, we train our method, RadSum, on the
New York Times annotated corpus [4]. Its performance in terms of ROUGE-1
and ROUGE-L scores is reported in Table 1, along with the scores achieved by
SummaRuNNer and HeterSUMGraph. Fig. 2 shows the default interface of the
proposed application. The left side of the windows allows to input the document
to summarize and adjust general settings. The right side of the window shows
the summary extracted from that document. For each sentence, the contribution
of the 5 scores to the overall probability is depicted with a bar chart. Each
sentence is colored according to the dominant score (scaled between 0 and 1 with
the sigmoid function). When inputting a press article about the Nobel Prize in
Physics awarded in October 2023, it produces a 4-sentence long summary that
focuses on the laureates and the implications of their discovery by picking the 1st
sentence, particularly for its position in the document, and sentences 4-6 mostly
because of their content and salience. Fig. 3 shows how one could leverage the app
to tailor the summary according to its needs. Another 4-sentence long summary
focusing on the discovery itself is obtained by selecting sentences 19, 28, 29 and
31 solely based on the salience score (using the filter button). It also shows how
one can manually filter the sentences: here, sentence 31 has been removed from
the summary, which resulted in the automatic addition of sentence 30 (the next
most salient sentence) to keep the summary at a length of 4 sentences.
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Fig. 2. Default interface. The P column (in yellow) corresponds to the probability to
keep the sentence.

Fig. 3. Example of interaction: the user has selected salience as the only score and has
removed sentence 31 from the summary.
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