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Abstract. Knowledge graph embedding models (KGEMs) developed
for link prediction learn vector representations for entities in a knowl-
edge graph, known as embeddings. A common tacit assumption is the
KGE entity similarity assumption, which states that these KGEMs retain
the graph’s structure within their embedding space, i.e., position similar
entities within the graph close to one another. This desirable property
make KGEMs widely used in downstream tasks such as recommender
systems or drug repurposing. Yet, the relation of entity similarity and
similarity in the embedding space has rarely been formally evaluated.
Typically, KGEMs are assessed based on their sole link prediction ca-
pabilities, using ranked-based metrics such as Hits@K or Mean Rank.
This paper challenges the prevailing assumption that entity similarity in
the graph is inherently mirrored in the embedding space. Therefore, we
conduct extensive experiments to measure the capability of KGEMs to
cluster similar entities together, and investigate the nature of the under-
lying factors. Moreover, we study if different KGEMs expose a different
notion of similarity. Datasets, pre-trained embeddings and code are avail-
able at: https://github.com/nicolas-hbt/similar-embeddings/.

Keywords: Knowledge Graph · Embedding · Representation Learning
· Entity Similarity

1 Introduction

Knowledge Graphs (KGs) such as DBpedia [3] and YAGO [31] represent facts as
triples (s, p, o) consisting of a subject s and an object o connected by a predicate
p defining their relationship. Common learning tasks with KGs include entity
clustering, node classification, and link prediction.

These tasks are predominantly tackled using Knowledge Graph Embedding
Models (KGEMs), which generate dense vector representations for entities and
relations of a KG, a.k.a. Knowledge Graph Embeddings (KGEs). The dense nu-
merical vectors that are learnt for entities and relations are expected to preserve
the intrinsic semantics of the KG [38].

As KGEMs take into account the semantic relationship between two entities
to learn embeddings, it is often taken for granted that the resulting embeddings

https://github.com/nicolas-hbt/similar-embeddings/
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capture both the semantics and attributes of entities and their relationships in
the KG. Embeddings are thus widely used to measure the semantic similarity
between entities and relations, facilitating data integration through entity or
relation alignments [7,17]. They are also used in various similarity-based tasks
including entity similarity [33] and conceptual clustering [9].

However, the widespread assumption that KGEMs create semantically mean-
ingful representations of the underlying entities (i.e., project similar entities
closer than dissimilar ones) has been challenged recently [14]. Jain et al. [14]
demonstrate that entity embeddings learnt with KGEMs are not well-suited to
identify the concepts or classes for a vast majority of KG entities, while sim-
ple statistical approaches provide comparable or better performance. Concerned
with word embeddings, Ilievski et al. [13] also point out that KGEMs are consis-
tently outperformed by simpler heuristics for similarity-based tasks. The authors
argue that many properties on which KGEMs heavily rely on are not useful for
determining similarity, which introduces noise and subsequently decreases perfor-
mance. Our work falls within this line of thought. More specifically, we formulate
the following research question:

RQ1. To what extent does proximity in the embedding space align with the
notion of entity similarity in the KG?

We call this the KGE entity similarity assumption. Notably, there is no univer-
sally accepted definition for entity similarity. In this work, we follow a straight-
forward approach: two entities in a KG are similar if we make similar statements
about them. This aligns with the assumption of distributional semantics: words
appearing in similar contexts are semantically similar. Answering RQ1 requires
remembering that most embedding-based models are trained to maximize rank-
based metrics for link prediction, which disregards semantics. One could then
argue that maximizing such metrics is at least partially decoupled from the task
of learning similar vectors for similar entities. However, as related entities are
more likely to appear in similar triples (e.g., featuring the same predicate), it is
reasonable to believe that semantically close entities – especially those connected
to other entities through a shared set of predicates – are also more likely to be
assigned similar vectors [23]. This raises our second research question:

RQ2. How do traditional rank-based metrics correlate with entity similarity?

In other words, we ask whether KGEMs with good link prediction performance
w.r.t. metrics such as Mean Reciprocal Rank (MRR) and Hits@K necessarily
group similar entities close in the embedding space. If so, it would be sensible to
study which of the two is most likely to influence the other, and whether a form
of causality (rather than just correlation) between these two aspects exists.

To delve further, it is worth noting that many link prediction train sets
have been shown to suffer from extremely skewed distributions, especially in
the occurrence of a subset of predicates [26]. Rossi et al. [26] demonstrate that
relying on global metrics (e.g. Hits@K and MRR) over such heavily skewed dis-
tributions hinders our understanding of KGEMs. Consequently, we ultimately
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distance ourselves from analyzing rank-based metrics, and dive deeper into en-
tity embeddings with the sole consideration of studying how and why they may
differ between models. In line with Rossi et al. [26] findings that a given sub-
set of predicates is often likely to heavily influence entity representations – we
formulate our last research question as follows:

RQ3. Do different KGEMs focus on different predicates to capture the notion
of similarity in the embedding space?

The top-K neighbors in the embedding space for a given entity may differ be-
tween KGEMs. However, this does not tell us much about why this is the case.
We posit that studying the distribution of predicates in the K-hop subgraph cen-
tered around each neighboring entity can provide insights into the relevance of
certain predicates for particular KGEMs. In other words, the subset of predicates
that Rossi et al. [26] found out to influence entity representations and KGEM
performance w.r.t. rank-based metrics might not just be dataset-dependent. Dif-
ferent KGEMs might also implicitly overweigh different subsets of predicates.

The main contributions of our work are summarized as follows.

– We show that different KGEMs fulfill the KGE entity similarity assump-
tion only to a limited extent. Notably, even for a given KGEM, results can
vary substantially on a per-class basis. Moreover, the semantics of classes is
inequally captured by different KGEMs, thereby highlighting that different
KGEMs expose different notions of similarity.

– We show that in most cases, performance in link prediction does not correlate
with a model’s adherence to the KGE entity similarity assumption. This
demonstrates that rank-based metrics cannot be used as a reliable proxy for
assessing the semantic consistency of the embedding space.

– We show that different KGEMs turn their attention to different predicate
subsets for learning similar embeddings for related entities. This suggests
that the notion of similarity in the embedding space is partially influenced
by the predicate distribution in the close neighborhood around KG entities.

The remainder of the paper is structured as follows. Related work about
KGEMs and their use in semantic-related tasks is presented in Section 2. Sec-
tion 3 elaborates on our approach for measuring similarity. Section 4 details our
experimental setting. Results are provided and discussed in Section 5. Lastly,
Section 6 summarizes the key findings and outlines directions for future research.

2 Related Work

Knowledge graph embeddings. KGEMs have garnered significant attention
in recent years due to their capacity to represent structured knowledge within
a continuous vector space. The seminal translational model TransE [6] repre-
sents entities and relations as low-dimensional vectors and establishes the rela-
tionship between a head, a relation, and a tail through a translation operation
in the embedding space. Subsequent KGEMs have primarily aimed to address
its limitations and enhance the representational expressiveness of knowledge



4 N. Hubert et al.

graph embeddings [38]. Representative models are DistMult [40], ComplEx [37],
ConvE [8], and TuckER [4]. The embeddings learnt by these KGEMs have shown
potential applications in tasks such as like link prediction [38], entity cluster-
ing [12], and node classification [12].

Using KGEs for semantic-related tasks. As relational models, KGEMs are
widely used for predicting links in KGs [38,25]. However, the vector representa-
tions learnt by these models can also be used for other tasks [16]. For example,
pretrained language models with knowledge graphs have been used for Named
Entity Recognition (NER) [32,19]. Other tasks aiming at discovering rich infor-
mation about entities through their embeddings include entity typing [20] and
entity alignment [34]. Many works also explore the use of KGEs for drug repur-
posing [30] and recommender systems [10]. These works are based on the premise
that the distance between entities in the embedding space should reflect their
intrinsic similarity, and can be leveraged, e.g. for recommending a common set
of items to similar users [10].

Analzying the KGE entity similarity assumption. While many of the ap-
proaches implicity rely on the KGE entity similarity assumption to hold, there
are only few works actually explicitly validating this assumption. Portisch et
al. [23] provide anecdotic examples for a few embedding approaches, also sug-
gesting that the underlying notions of similarity might differ, but do not conduct
any formal evaluation. Jain et al. [14] analyze KGEMs on the basis of class as-
signments, showing that the original class assignments can only be reconstructed
to a limited extent with classification and clustering methods, which rather ques-
tions the assumption of similar entities being close in the vector space. A similar
study is conducted by Alshargi et al. [2], also concluding that “the current qual-
ity of the embeddings for ontological concepts is not in a satisfactory state”.
While Portisch et al. provide anecdotic examples, and Jain et al. and Alshargi et
al. only look at class assignments, this work is the first one to empirically study
the relation of entity similarity and similarity in the KGE space. Moreover, our
study is more fine-grained than the previous ones, which end at the class level:
while those only inspect whether entities of the same class have similar embed-
dings (e.g., two movies are embedded closer than a movie and a person), we
also consider similarity within a class (e.g., analyze whether similar movies are
embedded closer than less similar ones).

3 Approach

In this section, we detail our proposal for quantifying the KGE entity similarity
assumption. While similarity in embedding spaces is usually measured using
cosine similarity, there is no uniform definition of entity similarity in KGs. In
Section 3.1, we elaborate on the metrics used to capture the notion of similarity
between entities in the KG. Section 3.2 discusses how the aforementioned notions
of similarity can be compared. It is worth noting that the line of research closest
to ours is the one of Jain et al. [14]. Both [14] and our work question common
assumptions that are taken for granted in the KG community. However, [14] looks
at the capability of KGEMs to learn the semantics of classes, and considers the
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specific tasks of entity classification and clustering. In contrast, we are concerned
with similarity measures of different embedding models and how they reflect
entity similarity. As such, even though our work fits within an existing literature
on the concept of semantic capture in embeddings, to the best of our knowledge
this paper is the first one to present an approach to thoroughly investigate the
extent to which entity similarity in KGs is mirrored in the embedding space.

3.1 Towards a Graph-based Notion of Similarity

In this section, we detail our attempt at capturing the notion of similarity in
the original KG. Unlike the notion of similarity in the embedding space, which
is typically measured as the cosine similarity of two vectors, it should be noted
that graph-based similarity cannot be measured in a single, uniform way. As
previsouly said, there is no universal definition for entity similarity in KGs.
Multiple metrics and approaches can be used, and the choice between one or
another largely depends on the particular aspect to be measured. In what follows,
we intend to explain the rationale behind our modeling choices, and briefly
mention alternatives that we ultimately discarded.

To measure the similarity between two entities e1 and e2 in one KG, we (1)
determine the set of common statements about e1 and e2, i.e., relations to other
entities that e1 and e2 have in common. While many entities will have such
relations in common with central entities (i.e., those with many ingoing and
outgoing edges), we also (2) need to make sure that centrality does not skew our
similarity measure. Finally, (3) since an entity cannot be fully described by its
immediate neighbors, indirect dependencies also need to be captured.

To satisfy our first desideratum (1), we compare the subgraphs around e1
and e2. We experiment with the 1-hop only vs. 2-hop subgraph neighborhood.
The latter option addresses desideratum (3), as we also consider indirect de-
pendencies. In Fig. 1, we give a concrete example of the 1-hop and 2-hop sub-
graphs for entities Bob (e1) and Julie (e2).

4 The similarity of e1 and e2 can
now be measured by the similarity of their respective subgraphs. Graph Edit
Distance (GED) [28] has been used for this intent. However, GED is NP-hard
and thus computationally demanding, it comes with the need for arbitrarily
defining weights for vertex and edge insertion/deletion/substitution, and we ex-
perimentally found it was sensitive to subgraphs’ sizes, which is dentrimental to
desideratum (2). We considered other metrics such as Katz centrality and the
common-neighbors metric. However, as the name suggests, Katz is a measure
of centrality, not similarity. Besides, it takes into account all the paths between
two entities and is therefore sensitive to the absolute number of paths. Common
neighbors does not consider predicates and is only suited for unlabeled graphs.5

In our experiments, we use the Jaccard coefficient is used to measure the
overlap in the 1-hop and 2-hop subgraphs of entities. In particular, its value

4 We consider both ingoing and outgoing edges to define those neighborhoods.
5 Given, e.g., (SAP, headquarter, Germany), (BOSCH, headquarter, Germany),

(Berlin, capitalOf, Germany), with common neighbors, SAP, BOSCH, and Berlin

would be equally similar.
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denotes how similar the respective subgraphs of two entities are, which gives us
insight into how much two entities are related based on graph-based information.
The central entity (e1 or e2) is replaced by a unique token, e.g. :dummy. Triples
forming the 1-hop neighborhood are extracted as is, while for the 2-hop paths
the intermediate entity is ignored (written as □ below).

More formally: let T1(A) be the set of all triples {(A, p, o)∪ (s, p,A)}, where
A is replaced by a dummy identifier. Then, J1(e1, e2) is the Jaccard overlap of

T1(e1) and T1(e2), i.e., |T1(e1)∩T1(e2)|
|T1(e1)∪T1(e2)| .

Let T2(A) be the set of all paths {(A, p1,□, p2, o) ∪ (s, p1,□, p2, A)}, where
A is replaced by a dummy identifier. Then J2(e1, e2) is the Jaccard overlap of

T2(e1) and T2(e2), i.e., |T2(e1)∩T2(e2)|
|T2(e1)∪T2(e2)| .

Following Fig. 1, triples in the two 1-hop subgraphs are:

Bob Julie

(:dummy, plays, Guitar) (:dummy, plays, Guitar)

(:dummy, livesIn, Mannheim) (:dummy, livesIn, Karlsruhe)

(:dummy, friend, Anna) (:dummy, friend, Roger)

When considering 2-hop information, we also consider the following paths
which are shared between Bob’s and Julie’s subgraphs (reverse edges included):

(:dummy, livesIn, □, inCountry, Germany)

(:dummy, livesIn, □, inRegion, Baden-Württemberg)

(:dummy, friend, □, staffMember
−1

, Vodafone)

The similarity of Bob and Julie considering the 1-hop subgraphs only is
J1(Bob, Julie) = 0.2 (since they share one out of five triples). Considering the 2-
hop neighborhood graphs: J2(Bob, Julie) = 0.5 (since they share three out of six
two-hop paths). For instance, we consider (:dummy, livesIn, □, inCountry,

Germany) as the full path. This allows for capturing indirect dependencies, such
as both Julie and Bob live in a city in Germany, or both Julie and Bob know
someone who works for Vodafone. This approach better fits the general and com-
monsense idea that two entities should already be similar if they share relations
to entities which are similar themselves according to their respecitve 1-hop sub-
graphs. Moreover, keeping the intermediate entity in the path would overweigh
information already counted as part of the 1-hop subgraph, especially if the in-
termediate entity were a high degree entity (desideratum (3)). For any entity
in the 1-hop neighborhood of a central entity, its own 1-hop neighborhood is
known and fixed. Consequently, whenever there is a match between triples in
the 1-hop neighborhood of two central entities being compared, there would be
as many matches in their respective 2-hop subgraphs as there are relations con-
necting their shared 1-hop neighbors. For example, if Bob and Julie were living
in the same city, e.g. Mannheim, this information would be counted multiple
times – in (:dummy, livesIn, Mannheim, inCountry, Germany), (:dummy,
livesIn, Mannheim, inRegion, Baden-Württemberg), etc.. The resulting re-
latedness between Bob and Julie would thus be overly influenced by that single
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Bob

Anna

Vodafone

Guitar

Mannheim

Germany

Baden-
Württemberg

plays

friend

staffMember

livesIn

inCountry

inRegion

Julie

Roger

Vodafone

Guitar

Karlsruhe

Germany

Baden-
Württemberg

plays

friend

livesIn

inCountry

inRegion

1-hop 1-hop
2-hop2-hop

staffMember

Fig. 1. 1-hop and 2-hop subgraphs for Bob and Julie.

fact. Similarly, if they were living in distinct cities – which is the case in our
example – their relatedness score would be unduly penalized.

3.2 Embedding vs. Graph: a Different Notion of Similarity?

Based on a given entity e, it is possible to get its N closest neighbors in the
KG (using the J1 and J2 metrics defined above) and in the embedding space
(using cosine similarity). To assess if the two notions of similarity are different,
we need to measure how much the two lists of closests neighbors between these
two approaches actually overlap.

A common measure to compare two ranked lists is Kendall’s Tau [18]. How-
ever, it suffers from two important caveats: the two lists should be of the same
size and they should contain the same set of items. Considering our experimental
purposes, the latter limitation is undesirable, as there is no reason why these two
lists (of the top N similar entities according to J1 or J2, and in the embedding
space) should share the same set of entities.

Consequently, we use the Rank-Biased Overlap (RBO) [39] to compare the
similarity of two ranked lists. Unlike Kendall’s Tau which is correlation-based,
RBO is intersection-based. Most importantly, RBO can handle lists containing
different items. It also allows for the weighting of rankings, giving higher impor-
tance to items at the top of the lists through tweaking the persistence parameter
p. A small value for p will only consider the first few items, whereas a larger value
will encompass more items. However, we experimentally found that results are
very sensitive to the choice of p. Besides, when comparing two ranked lists, we
want to consider all of their items. Consequently, we stick to the default param-
eter strategy p = 1 as proposed in an open-source implementation of RBO6 that
we used in our experiments. Formally, RBO is expressed as follows.

Let S and T be two ranking lists, and let Si (resp. Ti) be the element at rank
i in list S (resp. T ). Then, Sc:d (resp. Tc:d) denotes the set of the elements from
position c to position d in list S (resp. T ). At each depth d, the intersection of
lists S and T to depth d is defined as IS,T,d = S1:d ∩ T1:d, and their overlap up

6 https://github.com/changyaochen/rbo/

https://github.com/changyaochen/rbo/
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to depth d is the size of the intersection, i.e. |IS,T,d|. RBO relies on the notion
of agreement between S and T to depth d:

AS,T,d =
|IS,T,d|

d
(1)

In the case whre the persistence parameter p = 1, the RBO formula is expressed
as follows:

RBO(S, T, k) =
1

k

k∑
d=1

AS,T,d (2)

where k is the size of the two lists S and T being compared. For the case where
p ̸= 1, we refer the reader to [39].

In Fig. 2, we illustrate how RBO@5 is calculated for two lists of top-5 neigh-
bors, where one relies on similarity in the embedding space whereas the other
one depends on the Jaccard overlap between entities’ subgraphs. We see that (i)
RBO can be calculated on lists with different sets of entities, (ii) RBO weighs
more matches that occur at the top of the lists, and (iii) RBO is sensitive to the
order of matching entities in the respective lists.

Rome Berlin France Paris London

Rome Berlin Germany Vienna Italy

France Paris London Rome Berlin

Germany Vienna Italy Rome Berlin

France Paris London Rome Berlin

Germany Vienna Italy Berlin Rome

Rome Berlin France Paris London

RomeBerlin Germany Vienna Italy

(a)

(b)

(c)

(d)

Fig. 2. Illustration of RBO@5 values in four cases.

4 Experiments

In this section, we detail our experimental setting, i.e. the KGEMs (Section 4.1)
and datasets (Section 4.2) used in the experiments.

4.1 Knowledge Graph Embedding Models

In our experiments, we use seven popular KGEMs from different families of
models: geometric-based (TransE [6], TransD [15], BoxE [1]), multiplicative
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(RESCAL [22], DistMult [40], TuckER [4]), and convolutional-based (ConvE [8])
models. Other models have been considered, e.g. ComplEx [37] and RotatE [35].
However, these models generate complex-valued embeddings, which requires a
different approach than using simple cosine similarity. We trained these KGEMs
using PyKEEN7 with the provided configuration files, when available. For those
datasets with no reported best hyperparameters, we used the hyperparameters
reported in the original paper (e.g. for YAGO4-19K, with best hyperparame-
ters found in [11]) or performed manual hyperparameter search and kept the
sets of hyperparameters leading to the best results on the validation sets (e.g.
for AIFB). We also trained RDF2Vec [24], which is a versatile embedding ap-
proach that can be adapted for different downstream applications and that relies
on path-based information to encode entities (only). Even though RDF2Vec is
not specifically designed to handle the link prediction task and is not evaluated
w.r.t. it, its entity embeddings are expected to reflect their similarity or relat-
edness in the KG to some extent [23]. We used the implementation provided by
pyRDF2Vec8 with the default hyperparameters reported in [23]: embeddings of
dimension 200, with 2, 000 walks maximum, a depth of 4, a window size of 5, and
25 epochs for training word2vec [21] with the continuous skip-gram architecture.

4.2 Datasets

Since we also want to analyze results on a per-class basis, we consider only
benchmark datasets which also come with a schema of multiple classes and
relations. We use the following datasets in our evaluation: AIFB [5], Codex-
S and Codex-M [27], DBpedia50 [29], FB15K-237 [36], and YAGO4-19K [11].
Entity types are not directly available in the original repository of DBpedia509

and FB15k-23710. However, we ran SPARQL queries against DBpedia to get
entity types for DBpedia50. The resulting class hierarchy is a subset of the
DBpedia ontology, with a maximum depth of 8, an average fan-out (branching
factor) of 3.40, and each entity being typed with an average of 4.55 classes.
For FB15K-237, we reused the entity-typed version presented in [11]. Table 1
provides finer-grained statistics for these datasets.

5 Results and Discussion

5.1 Different Notions of Similarity (RQ1)

Table 2 reports results w.r.t. rank-based metrics (MRR, Hits@K) and RBO@K
for all the KGEMs and datasets considered in this work. Similar to MRR and
Hits@K, RBO is computed for all entities in a KG and the average is reported.

When retaining 1-hop subgraphs (from R1@3 to R1@100 in Table 2), in most
cases TuckER has the highest RBO values. In other words, it appears to fulfill

7 https://github.com/pykeen/pykeen/
8 https://github.com/IBCNServices/pyRDF2Vec/
9 https://github.com/bxshi/ConMask/

10 https://www.microsoft.com/en-us/download/details.aspx?id=52312/

https://github.com/pykeen/pykeen/
https://github.com/IBCNServices/pyRDF2Vec/
https://github.com/bxshi/ConMask/
https://www.microsoft.com/en-us/download/details.aspx?id=52312/
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Table 1.Datasets used in the experiments. Column header from left to right: number of
entities, relations (predicates), classes, train triples, validation triples, and test triples.

Dataset |E| |R| |C| |Ttrain| |Tvalid| |Ttest|

AIFB 2, 389 16 18 14, 170 745 785
Codex-S 2, 034 42 502 32, 888 1, 827 1, 827
Codex-M 17, 050 51 1, 503 185, 584 10, 310 10, 311
DBpedia50 24, 624 351 285 32, 388 123 2, 098
FB15k237 14, 541 237 643 272, 115 17, 535 20, 466
YAGO4-19k 18, 960 74 1, 232 27, 447 485 463

the KGE entity similarity assumption best, having the highest tendency to posi-
tion similar entities closer in the vector space. When moving to 2-hop subgraphs,
DistMult and TuckER are the models with the best alignment capabilities (Ta-
ble 2). BoxE, RDF2Vec, RESCAL, and TransD fare worse than other models.
The substantially lower RBO values for RDF2Vec can be related to the fact that
the vector distance in RDF2vec space mixes similarity and relatedness, where
the latter does not show a strong overlap in common paths [23]. For example,
it will position USA close to Washington D.C., but they have only few common
paths starting/ending in the respective entities.

A crucial observation from our study is that the behavior of KGEMs varies
not only across datasets but also across different classes within these datasets.
Table 3 illustrates this insight on classes that were selected to provide a more
intuitive understanding of how different KGEMs are differently able to cap-
ture similarities between instances of the same class. In particular, we clearly
see that on YAGO4-19K, TransE captures the notion of SpanishMunicipality
quite well compared to other models, but does not do well for MusicPlaylist
entities (highlighted in blue). This means that different models are better suited
for capturing the nuances of specific classes. Jain et al. [14] demonstrated that
semantic representation in embeddings is not consistent across all KG entities,
but is restricted to a small subset of them. Our results point in the same direction
and suggest that KGEMs are not equipped with consistent capabilities to learn
similar embeddings for entities within the same class. This problem appears at
two different levels: First, we noted a general misalignment in the representation
of certain classes across various datasets, regardless of the KGEM used. Second,
there is noticeable inconsistency within specific classes, where entities might
align well with their graph-based proximity in one KGEM but not in another.

To generalize this observation, we computed correlation matrices for RBO
values across models and datasets, focusing on class-specific performance. Our
analysis, averaging these matrices, gives us a broader view of how different
KGEMs perceive similarity on a per-class basis. Fig. 4 shows the rank corre-
lations between models when considering 2-hop subgraphs, averaged over all
datasets and RBO values. Notably, RDF2Vec stands out as it seems to capture a
distinct notion of similarity compared to other KGEMs (cf. [23]). It demonstrates
that RDF2Vec fares better on different classes than other KGEMs. We also ob-
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Table 2. Rank-based and RBO results. As RDF2Vec is not designed for link predic-
tion, it is not evaluated w.r.t. rank-based metrics. H@3 and H@10 stand for Hits@3
and Hits@10, respectively. RBO is abbreviated as R, while the number directly fol-
lowing it denotes whether 1-hop subgraphs or 2-hop subgraphs are considered. Bold
fonts indicate which KGEM performs best for a given configuration (dataset-metric).
Underlined results denote the second-best performing model.

FB15K-237 YAGO4-19K

MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100 MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100

RDF2Vec – – – 0.023 0.033 0.063 0.014 0.021 0.054 – – – 0.126 0.154 0.177 0.164 0.170 0.183

TransE 0.240 0.264 0.404 0.132 0.178 0.228 0.035 0.050 0.108 0.762 0.836 0.895 0.247 0.301 0.360 0.368 0.362 0.260

TransD 0.184 0.205 0.378 0.176 0.220 0.259 0.065 0.083 0.135 0.763 0.895 0.915 0.197 0.252 0.365 0.181 0.237 0.137

DistMult 0.226 0.247 0.392 0.194 0.245 0.343 0.103 0.131 0.222 0.809 0.838 0.870 0.310 0.350 0.407 0.378 0.372 0.225

RESCAL 0.279 0.305 0.447 0.239 0.269 0.284 0.064 0.081 0.138 0.676 0.692 0.754 0.176 0.215 0.176 0.298 0.271 0.103

TuckER 0.341 0.373 0.516 0.321 0.364 0.411 0.099 0.121 0.205 0.897 0.901 0.910 0.362 0.461 0.498 0.385 0.362 0.228

ConvE 0.300 0.327 0.474 0.341 0.370 0.357 0.083 0.102 0.153 0.905 0.907 0.916 0.328 0.368 0.365 0.336 0.313 0.168

BoxE 0.299 0.326 0.477 0.221 0.261 0.313 0.060 0.081 0.166 0.895 0.902 0.914 0.136 0.146 0.113 0.244 0.231 0.096

Codex-S Codex-M

MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100 MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100

RDF2Vec – – – 0.030 0.043 0.096 0.021 0.036 0.099 – – – 0.013 0.019 0.042 0.011 0.017 0.041

TransE 0.293 0.331 0.526 0.201 0.266 0.451 0.154 0.210 0.345 0.227 0.260 0.371 0.082 0.101 0.153 0.058 0.076 0.105

TransD 0.226 0.294 0.515 0.252 0.322 0.462 0.136 0.178 0.297 0.215 0.281 0.420 0.155 0.188 0.263 0.055 0.070 0.117

DistMult 0.261 0.298 0.409 0.452 0.511 0.616 0.163 0.205 0.339 0.209 0.233 0.356 0.173 0.212 0.312 0.144 0.178 0.256

RESCAL 0.283 0.307 0.475 0.135 0.193 0.336 0.132 0.176 0.274 0.149 0.159 0.253 0.067 0.084 0.115 0.025 0.036 0.057

TuckER 0.393 0.442 0.618 0.461 0.511 0.615 0.154 0.209 0.339 0.282 0.310 0.424 0.198 0.239 0.328 0.120 0.153 0.222

ConvE 0.414 0.466 0.611 0.450 0.495 0.574 0.146 0.195 0.306 0.290 0.319 0.425 0.315 0.343 0.384 0.098 0.119 0.158

BoxE 0.398 0.453 0.622 0.312 0.366 0.486 0.118 0.179 0.291 0.290 0.318 0.431 0.241 0.272 0.334 0.084 0.106 0.152

AIFB DBpedia50

MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100 MRR H@3 H@10 R1@3 R1@10 R1@100 R2@3 R2@10 R2@100

RDF2Vec – – – 0.089 0.131 0.223 0.137 0.174 0.210 – – – 0.04 0.053 0.179 0.059 0.082 0.189

TransE 0.469 0.524 0.699 0.413 0.456 0.571 0.304 0.349 0.455 0.397 0.490 0.567 0.109 0.123 0.297 0.214 0.246 0.282

TransD 0.472 0.689 0.817 0.472 0.507 0.617 0.305 0.330 0.382 0.260 0.376 0.442 0.111 0.136 0.318 0.126 0.187 0.244

DistMult 0.500 0.568 0.763 0.423 0.463 0.588 0.358 0.406 0.495 0.384 0.423 0.478 0.131 0.144 0.348 0.241 0.275 0.299

RESCAL 0.440 0.486 0.628 0.345 0.387 0.454 0.245 0.273 0.322 0.225 0.240 0.295 0.063 0.079 0.276 0.142 0.171 0.197

TuckER 0.797 0.824 0.888 0.693 0.712 0.726 0.375 0.380 0.394 0.424 0.442 0.502 0.151 0.166 0.418 0.235 0.271 0.305

ConvE 0.779 0.799 0.870 0.454 0.505 0.567 0.263 0.292 0.321 0.434 0.456 0.536 0.137 0.146 0.324 0.201 0.228 0.253

BoxE 0.806 0.841 0.904 0.570 0.587 0.614 0.343 0.374 0.437 0.456 0.480 0.556 0.137 0.147 0.351 0.214 0.247 0.278

serve a high degree of variation between models of the same family: TransE and
TransD expose a different notion of similarity (0.64), as RESCAL and TuckER
do (0.6). Strong rank correlations are observed between DistMult and BoxE
(0.85), DistMult and TransE (0.84), and BoxE and TransE (0.84) (Fig. 4). This
demonstrates that while some KGEMs exhibit a close conceptualization of entity
similarity, this is not universally the case. Therefore, RQ1 can be answered as
follows: proximity in the embedding space does not consistently align with the
notion of entity similarity in the KG, since this property substantially differs
between models and datasets. Consequently, careful consideration is necessary
when using KGEs for drawing conclusions about similar entities (e.g. for recom-
mending items to similar users).



12 N. Hubert et al.

Table 3. RBO@10 values per model for selected classes. Numbers in parenthesis indi-
cate the rank of a class for a given model.

Dataset Class RDF2Vec TransE TransD BoxE RESCAL DistMult Tucker ConvE

AIFB
Book 0.383 (1) 0.560 (1) 0.314 (7) 0.551 (1) 0.613 (1) 0.621 (1) 0.374 (5) 0.214 (13)
inProceedings 0.048 (13) 0.419 (3) 0.227 (11) 0.461 (3) 0.412 (2) 0.453 (3) 0.332 (11) 0.326 (3)

Codex-S
Republic 0.000 (26) 0.556 (3) 0.236 (12) 0.463 (5) 0.363 (3) 0.339 (10) 0.399 (9) 0.311 (12)
NationalAcademy 0.000 (27) 0.558 (2) 0.217 (14) 0.446 (8) 0.383 (2) 0.323 (11) 0.366 (12) 0.301 (14)

Codex-M
UrbanDistrict 0.002 (66) 0.538 (9) 0.178 (40) 0.482 (11) 0.057 (66) 0.494 (14) 0.504 (8) 0.327 (12)
CollegeTown 0.000 (88) 0.615 (2) 0.205 (30) 0.653 (2) 0.133 (30) 0.670 (1) 0.640 (2) 0.337 (27)

DBpedia50
Album 0.134 (52) 0.336 (33) 0.270 (23) 0.351 (30) 0.300 (9) 0.310 (42) 0.387 (27) 0.315 (29)
EthnicGroup 0.028 (136) 0.469 (9) 0.227 (36) 0.452 (9) 0.400 (1) 0.458 (9) 0.434 (16) 0.388 (12)

FB15k237
Periodicals 0.002 (414) 0.115 (109) 0.255 (64) 0.150 (163) 0.124 (181) 0.139 (280) 0.590 (11) 0.638 (3)
BaseballPlayer 0.001 (420) 0.146 (78) 0.336 (31) 0.236 (93) 0.143 (160) 0.277 (104) 0.631 (4) 0.598 (12)

YAGO-19k
MusicPlaylist 0.233 (35) 0.325 (94) 0.322 (37) 0.411 (10) 0.350 (41) 0.366 (83) 0.627 (4) 0.554 (7)
SpanishMunicipality 0.226 (40) 0.636 (1) 0.460 (4) 0.327 (33) 0.236 (95) 0.531 (20) 0.551 (20) 0.505 (17)

RBO@3 RBO@10 RBO@100

BoxE

ConvE

DistMult

RESCAL

TransD

TransE

TuckER

0.19 0.78 -0.08

0.28 0.94 0.21

0.22 0.84 0.13

0.51 0.82 0.10

0.31 0.66 0.35

0.51 0.85 0.40

0.64 0.92 0.59

1-Hop

RBO@3 RBO@10 RBO@100

0.19 0.27 0.87

0.23 0.24 0.97

0.05 0.26 0.91

0.07 0.48 0.91

0.02 0.30 0.61

0.40 0.51 0.93

0.30 0.58 0.96

2-Hop

Fig. 3. Correlations between MRR and RBO values with 1-hop and 2-hop subgraphs.

5.2 Correlation between Rank-based Metrics and RBO (RQ2)

As previously mentioned, some KGEMs fare better than others in terms of RBO
values, e.g. DistMult and TuckER. It is important to note that RBO values are
designed to measure how well a KGEM entity embedding aligns with the concept
of proximity within the original KG. This goal is distinct from the aim of rank-
based metrics, which assess how effectively a KGEM assigns higher plausibility
scores to ground-truth triples. In what follows, we aim study the relationship
between these two types of metrics: how does KGEM performance in rank-based
metrics correlate with RBO values?

We analyzed this using Pearson’s correlation coefficient, comparing MRR and
RBO values for 1-hop and 2-hop subgraphs across our 6 datasets, as depicted in
Fig. 3. The results revealed notable disparities among the models. For instance,
TransE and TuckER consistently show moderate to high correlation between
MRR and RBO values. This implies that for these models, higher plausibility
scoring of triples often aligns with better representation of entity proximity in
the KG. However, this trend is not uniform across all models, and we do not
observe general trends across families of models: while TransE and TransD are
both translational models, correlation results are quite different.
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RDF2Vec BoxE ConvE DistMult RESCAL TransD TransE

BoxE

ConvE

DistMult

RESCAL

TransD

TransE

TuckER

0.19

0.15 0.76

0.17 0.85 0.79

0.16 0.77 0.68 0.74

0.24 0.67 0.77 0.70 0.58

0.13 0.84 0.72 0.84 0.69 0.64

0.24 0.77 0.79 0.79 0.60 0.80 0.75

Fig. 4. Rank correlations between KGEMs averaged over all datasets and all RBO
metrics (K = 3, 10, 100).

From a coarse-grained viewpoint, we note that MRR generally does not corre-
late well with RBO values. Two specific cases are that MRR is heavily (and pos-
itively) correlated with RBO@10 (1-hop) and RBO@100 (2-hop), which means
that MRR can be seen as a reliable proxy measure for those two metrics (and
vice versa). However, it still remains to be explained why the correlation between
MRR and RBO@10 (1-hop) is so high, while a substantial drop in correlation
between MRR and RBO@100 (1-hop) is observed. Another result to be assessed
is why MRR correlates more with RBO@K with lower K values when consid-
ering 1-hop subgraph and higher K values when considering 2-hop subgraphs.
Therefore, RQ2 cannot be answered in a conclusive way: while in the general
case, the correlation between performance in grouping similar entities and link
prediction performance is moderate at best, some metrics show a higher corre-
lation. This has a severe practical implication: the commonly observed practice
to pick a KGE model which is good at link prediction for a task heavily relying
on entity similarity has to be considered a suboptimal strategy.

5.3 Analyzing Predicate Importance (RQ3)

We previously highlighted that different KGEMs are equipped with different
notions of similarity in their respective embedding spaces. We also demonstrated
that the adherence to the KGE entity similarity assumption can vary a lot
between classes: for a given combination of dataset and model, how much the top-
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K neighbors of an entity in the embedding space align with its top-K neighbors
in the graph largely depends on which class this entity belongs to.

To examine this behavior further, we pick random classes and count the
predicates in the common triples of the top-K neighbors (in the embedding
space) for entities of this class differs between models.

Table 4. Top 5 predicates for entities of classes MusicComposition and MusicGroup

on YAGO4-19K, along with their importance score.

MusicComposition MusicGroup

K=3 K=10 K=3 K=10

RDF2Vec isPartOf (0.52) isPartOf (0.46) genre (0.53) genre (0.60)
inLanguage (0.18) inLanguage (0.30) foundingLocation (0.38) foundingLocation (0.32)

hasPart (0.17) hasPart (0.15) award (0.10) award (0.07)
composer (0.09) composer (0.07) memberOf (0.00) memberOf (0.01)

lyricist (0.02) lyricist (0.02) byArtist (0.00) byArtist (0.00)

TransE isPartOf (0.40) isPartOf (0.36) genre (0.79) genre (0.85)
hasPart (0.28) hasPart (0.27) foundingLocation (0.17) foundingLocation (0.12)

inLanguage (0.16) inLanguage (0.26) award (0.04) award (0.02)
composer (0.09) composer (0.06) memberOf (0.00) memberOf (0.00)
citation (0.05) citation (0.04) byArtist (0.00) knowsLanguage (0.00)

TransD isPartOf (0.40) inLanguage (0.37) genre (0.84) genre (0.87)
inLanguage (0.24) isPartOf (0.31) foundingLocation (0.13) foundingLocation (0.11)

hasPart (0.23) hasPart (0.23) award (0.03) award (0.02)
composer (0.08) composer (0.06) memberOf (0.00) memberOf (0.00)
citation (0.03) citation (0.03) byArtist (0.00) knowsLanguage (0.00)

RESCAL isPartOf (0.42) inLanguage (0.33) genre (0.74) genre (0.81)
inLanguage (0.23) isPartOf (0.33) foundingLocation (0.22) foundingLocation (0.16)

hasPart (0.21) hasPart (0.25) award (0.03) award (0.02)
composer (0.09) composer (0.06) memberOf (0.01) memberOf (0.00)
citation (0.04) citation (0.02) knowsLanguage (0.00) knowsLanguage (0.00)

DistMult isPartOf (0.38) inLanguage (0.39) genre (0.81) genre (0.86)
hasPart (0.26) isPartOf (0.29) foundingLocation (0.14) foundingLocation (0.11)

inLanguage (0.22) hasPart (0.22) award (0.04) award (0.02)
composer (0.08) composer (0.05) memberOf (0.00) memberOf (0.00)
citation (0.05) citation (0.03) knowsLanguage (0.00) knowsLanguage (0.00)

TuckER isPartOf (0.38) inLanguage (0.37) genre (0.85) genre (0.90)
hasPart (0.25) isPartOf (0.30) foundingLocation (0.11) foundingLocation (0.08)

inLanguage (0.24) hasPart (0.23) award (0.04) award (0.02)
composer (0.08) composer (0.05) memberOf (0.01) memberOf (0.00)
citation (0.04) citation (0.03) byArtist (0.00) byArtist (0.00)

BoxE isPartOf (0.48) isPartOf (0.40) genre (0.73) genre (0.83)
hasPart (0.29) hasPart (0.30) foundingLocation (0.23) foundingLocation (0.15)

inLanguage (0.11) inLanguage (0.19) award (0.04) award (0.02)
composer (0.10) composer (0.07) byArtist (0.00) byArtist (0.00)

lyricist (0.02) citation (0.02) memberOf (0.00) memberOf (0.00)

ConvE isPartOf (0.39) isPartOf (0.33) genre (0.83) genre (0.86)
hasPart (0.25) inLanguage (0.31) foundingLocation (0.14) foundingLocation (0.12)

inLanguage (0.22) hasPart (0.25) award (0.02) award (0.02)
composer (0.08) composer (0.06) memberOf (0.01) memberOf (0.00)
citation (0.04) citation (0.04) byArtist (0.00) byArtist (0.00)

Results for two picked classes are reported in Table 4, where each predicate is
weighted in accordance to its frequency in the set of common triples between the
2-hop subgraphs of top-K neighbors in the embedding space (for K = 3 and K =
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10) and a given entity of class MusicComposition and MusicGroup (YAGO4-
19K). A class-based analysis reveals that predicates are differently ranked, i.e.
different KGEMs may rely on different sets of predicates. For example, for K =
10 and entities of the class MusicComposition, either isPartOf or inLanguage
appears as the most frequent predicate depending on the KGEM considered.

We additionally observe that even when the ranking is the same between
KGEMs – especially since the predicate distribution can be severely skewed to-
wards one or few predicates – the relative importance of predicates can still
differ. For instance, although genre is consistently ranked as the most frequent
predicate for MusicGroup entities, results for RDF2Vec suggest a more balanced
predicate distribution and a lesser emphasis put on this single predicate (high-
lighted in blue in Table 4). It is the only model to put a signficant emphasis
on award (i.e., considers two MusicGroups as similar if they have won the same
(1-hop) or similar (2-hop) awards). In some cases, a few KGEMs seem to as-
sign a lower relevance to specific predicates. For instance, under BoxE the top-3
and top-10 neighbors of entities that are MusicCompositions contain the pred-
icate inLanguage at a much lesser frequency in their subgraphs’ intersection
(highlighted in brown in Table 4), compared to other models. Answering RQ3,
we observe that the different notions of entity similarity reflected by different
KGEMs are comparable, as most of them put a focus on the same set of predi-
cates when determining entity similarity.

6 Conclusion and Outlook

This work delved into the intricate relationship between entity similarity in KGs
and their respective embeddings in KGEMs, questioning the widespread KGE
entity similarity assumption. Contrary to this belief, we showed that the choice
of KGEM significantly influences the notion of entity similarity encoded in the
resulting vector space. This finding has profound implications for a variety of
downstream tasks where accurate entity similarity is crucial, e.g. recommender
systems and semantic searches. For instance, if the proximity of graph embed-
dings does not align with our proposed metric for measuring entity similarity, the
tacit assumption of downstream systems exploiting embeddings for recommender
systems does not hold and caution is needed when deploying such systems.

A common practice is to evaluate KGEMs by their performance in link pre-
diction, then picking the one with the best performance for a downstream task
relying on entity similarty. A critical takeaway from our study is that this prac-
tice might not yield the best results in terms of capturing true entity similar-
ity. Instead, our results advocate for cautiousness. Moreover, in scenarios where
the similarity of specific classes of entities is of paramount importance, a per-
class analysis becomes essential. This approach allows for a tailored selection of
KGEMs that are more adept at capturing the nuances and semantics of partic-
ular classes, thereby ensuring a more accurate and meaningful representation of
entity similarity.
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