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# FUNDAMENTAL SOLUTIONS TO <br> KOLMOGOROV-FOKKER-PLANCK EQUATIONS WITH ROUGH COEFFICIENTS: EXISTENCE, UNIQUENESS, UPPER ESTIMATES 

PASCAL AUSCHER, CYRIL IMBERT, AND LUKAS NIEBEL


#### Abstract

We show the existence and uniqueness of fundamental solution operators to Kolmogorov-Fokker-Planck equations with rough (measurable) coefficients and local or integral diffusion on finite and infinite time strips. In the local case, that is to say when the diffusion operator is of differential type, we prove $\mathrm{L}^{2}$ decay using Davies' method and the conservation property. We also prove that the existence of a generalized fundamental solution with the expected pointwise Gaussian upper bound is equivalent to Moser's $\mathrm{L}^{2}-\mathrm{L}^{\infty}$ estimates for local weak solutions to the equation and its adjoint. When coefficients are real, this gives the existence and uniqueness of such a generalized fundamental solution and a new and natural way to obtain pointwise decay.
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## 1. Introduction

In a previous work [4], through a study of embeddings for appropriate weak kinetic spaces, we provided a full theory for existence and uniqueness of weak solutions to the kinetic Cauchy problem for Kolmogorov-Fokker-Planck equations with local or integral diffusion and rough (measurable) coefficients of the variables $(t, x, v) \in$ $I \times \mathbb{R}^{d} \times \mathbb{R}^{d}, I$ being a finite or infinite time interval $(0, T),(0, \infty)$ or $\mathbb{R}$. The equation is of the form

$$
\begin{equation*}
\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S \tag{1.1}
\end{equation*}
$$

[^0]and there is a square integrable (in $x, v$ ) initial data $\psi$ at time 0 except when $I=\mathbb{R}$. We allowed $S$ to be in large classes of source spaces. We review definitions, assumptions and our results in Section 2, see in particular Theorem 2.2.

In the first part of this article (Section 3), we show that our results give rise to the existence and uniqueness of an evolution family $\Gamma(t, s)$ of bounded operators on $\mathrm{L}_{x, v}^{2}$ playing the role of a fundamental solution at operator level. This is our first main result, Theorem 3.5. It goes through a synthetic and workable definition of what should be fundamental solution operators, to be distinguished from the definition of Green operators (also called propagators in the literature). Green operators are the operators solving the homogeneous initial value problem. Fundamental solution operators are the ones representing weak solutions to inhomogeneous Cauchy problems with zero initial data. The main observation is that they must coincide and that weak solutions at all times $t \geq 0$ are given by

$$
\begin{equation*}
f(t)=\Gamma(t, 0) \psi+\int_{0}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{1.2}
\end{equation*}
$$

which is in accordance with the superposition principle in physics. We mention at this stage that results of this nature are the first ones for kinetic equations with integral (non-local) rough diffusion.
This approach is reminiscent of the work presented in Lions' book [15] for parabolic equations: see the remark on page 108 saying that this formula holds in all the examples treated there. An explicit construction and proof of representation working in the local case at the highest level of generality is given by M. Egert and the first author in [3]. Using the language of distributions, the Schwartz kernels $\Gamma(t, x, v, s, y, w)$ of $\Gamma(t, s)$ can be thought of as the fundamental solution but, of course, it is not necessarily a function, unless more conditions are assumed.

In the kinetic context, we use ideas from [3] in order to prove that the representation (1.2) is true for all weak solutions when working at this level of generality. In particular, we explain the meaning of the integral, starting from the notion of Green operators. See Theorem 3.6 below and its variants in Section 3.5. We stress that we do not use approximations by operators with regular coefficients to do that.

In the second part of this article (Section 4), we turn to the case of local diffusions discussing the properties of our fundamental solution operators. To simplify matters and explanations of ideas, we restrict to Fokker-Planck equations with pure second order operators; the methods allow us to have lower-order terms with bounded coefficients but we shall not provide details. In this case, the elliptic part is given by

$$
\begin{equation*}
\mathcal{A} f(t, x, v)=-\nabla_{v} \cdot\left(\mathbf{A} \nabla_{v} f\right)(t, x, v) \tag{1.3}
\end{equation*}
$$

where $\mathbf{A}=\mathbf{A}(t, x, v)$ is a bounded and measurable coercive matrix. We import Davies's exponential argument [5] to kinetic equations and show in our second main result, Theorem 4.1, that this fundamental solution operator always enjoys $L^{2}$ decay, measured in the distance induced by the underlying Galilean group law as it should be. Furthermore, we prove the conservation property (Theorem 4.5) also at this level of generality.

In these arguments, keeping in mind that kinetic models are naturally real-valued, $\mathcal{A}$ could even be a complex-valued operator (and even a system). Of course, the motivation coming from nonlinear kinetic equations (such as the Landau equation) only involves real coefficients and real solutions. We note that handling complex coefficients opens the door to analytic perturbation results looking at the dependency of the solutions or the fundamental solution with respect to the coefficients of $\mathcal{A}$ in $\mathrm{L}^{\infty}$ topology.

The next natural question is whether the fundamental solution operator has an integral representation with a kernel having pointwise kinetic Gaussian upper estimates as when $\mathcal{A}=-\Delta_{v}$. There are known methods for real coefficients, assuming a priori the existence of the fundamental solution and not using the regularity of the coefficients quantitatively, see below for the literature review. Nevertheless, our third main result, Theorem 4.12, shows that the integral representation holds and that upper estimates for its kernel can be derived using as a black box scale-invariant $L^{2}-L^{\infty}$ Moser estimates for local weak solutions in the sense defined in Section 4.3 of the equation and of the adjoint equation. This is obtained by adapting an argument of S. Hofmann and S. Kim [10] done in a parabolic context. In fact, Moser's estimates are also necessary. These are, therefore, equivalent statements. In particular, combining this with the work of F. Golse, C. Mouhot, A. F. Vasseur and the second author in [7], the conclusion is the existence of a generalized fundamental solution with the expected properties when $\mathcal{A}$ has real measurable coefficients (Theorem 4.15). We also show uniqueness, which tells us that our construction subsumes all other ones done under supplementary hypotheses, making therefore all various results and methods of the literature on fundamental solutions fully available.

We finish this introduction by reviewing the main contributions on these topics. They are only concerned with real coefficients. In the local case, existing results on Moser $\mathrm{L}^{2}-\mathrm{L}^{\infty}$ estimates can explicitly be found for the first time in a work of A. Pascucci and S. Polidoro [17] for a notion of weak solutions with $\left(\partial_{t}+v \cdot \nabla_{x}\right) f \in \mathrm{~L}_{\mathrm{loc}}^{2}$ in all variables, which has no reason to hold in the case of rough coefficients. Assuming symmetry of the coefficients (but this is not necessary), this restriction was lifted by F. Golse, C. Mouhot, A. F. Vasseur and the second author in [7, Lemma 11] and Moser's estimate was proved for weak solutions locally in $\mathrm{L}_{t}^{\infty} \mathrm{L}_{x, v}^{2} \cap \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{1}$ using energy inequalities for sub-solutions. A Harnack inequality was also proved there ([7, Theorem 3]). See also the works of J. Guerand, C. Mouhot and the second author [8,9] for further developments.

As far as Gaussian upper and lower pointwise estimates of the fundamental solution are concerned, they were first obtained in the local case assuming its a priori existence and working with the class of weak solutions of [17]. We mention three works along this direction. A. Pascucci and S. Polidoro [16] proved upper estimates for a larger class of ultra-parabolic equations with Hölder continuous coefficients. A. Lanconelli and A. Pascucci obtained upper estimates in [13] by the Nash method for real measurable coefficients. Under the same assumptions as in [13], lower bounds are obtained by A. Lanconelli, A. Pascucci and S. Polidoro in [14].

Recently, for larger classes of weak solutions, F. Anceschi and A. Rebucci [1] prove the existence of a fundamental solution in the sense of [14] for real and symmetric
measurable coefficients under a further technical integrability condition: their construction uses regularisation of the coefficients and bounds for fundamental solutions when coefficients are Hölder continuous; they also derive Gaussian upper and lower bounds under a general existence assumption.

In the parabolic case with non-local real diffusions, the article of M. Kassmann and M. Weidner [12] and the references therein yield the most recent update on works providing upper and lower pointwise estimates, using Davies' or Aronson's methods. This should provide insight for further developments in the kinetic context.

## 2. Weak solutions to Kolmogorov-Fokker-Planck equations

For the comfort of the reader and also to prepare the grounds for the construction of fundamental solutions, we summarize the theory developed in [4]. In particular, we recall the functional spaces we will work with, the assumption on the diffusion operator $\mathcal{A}$, the definition of weak solutions and the results concerning their existence in various settings.

For $\beta \in \mathbb{R}$, we denote the inhomogeneous and homogeneous Sobolev norms on $\mathbb{R}^{d}$ in the $v$-variable by

$$
\|f\|_{\dot{\mathrm{H}}_{v}^{\beta}}=\left\|D_{v}^{\beta} f\right\|_{\mathrm{L}_{v}^{2}}, \quad\|f\|_{\mathbf{H}_{v}^{\beta}}^{2}=\left\|\left(I-\Delta_{v}\right)^{\beta / 2} f\right\|_{\mathrm{L}_{v}^{2}}^{2}=\|f\|_{\dot{\mathrm{H}}_{v}^{\beta}}^{2}+\|f\|_{\mathrm{L}_{v}^{2}}^{2}
$$

where $D_{v}=\left(-\Delta_{v}\right)^{1 / 2}$. For $\beta \in \mathbb{R}$, the Sobolev space $\mathrm{H}_{v}^{\beta}$ is the space of tempered distributions with $\|f\|_{H_{v}^{\beta}}<\infty$. For $\beta<d / 2$, the homogeneous Sobolev space is the space of tempered distributions such that $f=D_{v}^{-\beta} g$ for some $g \in \mathrm{~L}_{v}^{2},\|f\|_{\dot{\mathrm{H}}_{v}^{\beta}}^{2}=\|g\|_{\mathrm{L}_{v}^{2}}$. For $\beta \geq d / 2$, the homogeneous norm always makes sense if one assumes, qualitatively, $f \in \mathrm{~L}_{v}^{2}$, that is $f \in \mathrm{H}_{v}^{\beta}$.

For a given interval $I$ of $\mathbb{R}$, we assume that $I \times \mathbb{R}^{d} \ni(t, x) \mapsto a_{t, x}$ is a family of continuous sesquilinear forms

$$
a_{t, x}: \mathrm{H}_{v}^{\beta} \times \mathrm{H}_{v}^{\beta} \rightarrow \mathbb{C}
$$

such that there exists $\Lambda<\infty, 0 \leq c^{0}<\infty$ such that for all $f, g \in \mathrm{H}_{v}^{\beta}$, the function $(t, x) \mapsto a_{t, x}(f, g)$ is measurable and satisfies

$$
\begin{equation*}
\left|a_{t, x}(f, g)\right| \leq \Lambda\left(\|f\|_{\dot{\mathrm{H}}_{v}^{\beta}}+c^{0}\|f\|_{\mathrm{L}_{v}^{2}}\right)\left(\|g\|_{\dot{\mathrm{H}}_{v}^{\beta}}+c^{0}\|g\|_{\mathrm{L}_{v}^{2}}\right) \tag{2.1}
\end{equation*}
$$

uniformly in $(t, x) \in I \times \mathbb{R}^{d}$. We set

$$
\begin{equation*}
\forall f, g \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}, \quad a(f, g)=\iint_{I \times \mathbb{R}^{d}} a_{t, x}(f, g) \mathrm{d} t \mathrm{~d} x . \tag{2.2}
\end{equation*}
$$

For short, we have written $a_{t, x}(f(t, x), g(t, x))$ as $a_{t, x}(f, g)$. From (2.1), we deduce that $a$ is a continuous sesquilinear form on $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$. As $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{-\beta}$ identifies with the dual of $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ in the duality extending the $\mathrm{L}_{t, x, v}^{2}$ inner product, we can set $\mathcal{A}: \mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta} \rightarrow$ $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{-\beta}$ the bounded operator associated to $a$ by

$$
\langle\mathcal{A} f, g\rangle=a(f, g), \quad f, g \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{\beta} .
$$

If $c^{0}=0$, we may replace the inhomogeneous $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ norm by its homogeneous version $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ in the definition of the form and $\|\mathcal{A} f\|_{\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{-\beta}} \leq \Lambda\|f\|_{\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}}$ for functions $f$
for which the right-hand side makes sense. If we assume coercivity in the sense that there exists $\lambda>0, c_{0} \geq 0$ such that for all $(t, x) \in I \times \mathbb{R}^{d}$ and all $f \in \mathrm{H}_{v}^{\beta}$,

$$
\begin{equation*}
\operatorname{Re} a_{t, x}(f, f) \geq \lambda\|f\|_{\dot{\mathrm{H}}_{v}^{\beta}}^{2}-c_{0}\|f\|_{\mathrm{L}_{v}^{2}}^{2}, \tag{2.3}
\end{equation*}
$$

then we get from the Lax-Milgram lemma that $\mathcal{A}+c$ is an isomorphism for $c>c_{0}$. In the special case where $c_{0}=c^{0}=0,\|\mathcal{A} f\|_{\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{-\beta}} \geq \lambda\|f\|_{\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}}$ and $\mathcal{A}$ is an isomorphism from $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ onto $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{-\beta}$. Note that one can circumvent the constraint $\beta<d / 2$ by using the homogeneous norms for appropriate distributions and not the homogeneous space per se. In the notation $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$, we do not indicate the time interval. We do it for the other mixed spaces of the same type. It will be clear from the context.
For the next definition, we only need to have $\mathcal{A}$ defined and bounded as above.
Definition 2.1 (Weak solutions to the kinetic Cauchy problem). Let $0<T<$ $\infty$. Let $S \in \mathcal{D}^{\prime}\left((0, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and $\psi \in \mathrm{L}_{x, v}^{2}$. Assume that the distribution $S$ extends to a continuous linear functional on $\mathcal{D}\left([0, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. A distribution $f \in \mathcal{D}^{\prime}\left((0, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ is said to be a weak solution to

$$
\left\{\begin{array}{l}
\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S,  \tag{2.4}\\
f(0)=\psi,
\end{array}\right.
$$

if $f \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ and for all $h \in \mathcal{D}\left([0, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$,
$-\iiint f\left(\partial_{t}+v \cdot \nabla_{x}\right) \bar{h} \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v+a(f, h)=\langle S, h\rangle+\iint_{\mathbb{R}^{2 d}} \psi(x, v) \bar{h}(0, x, v) \mathrm{d} x \mathrm{~d} v$.
The sources $S$ in our result have a clear extension, so we do not insist on the definition of this extension in full generality. When $T=\infty$, there is a possible formulation in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ provided $\mathcal{A}$ is defined on this space. If we work with $I=\mathbb{R}$, then there is no initial value $\psi$ and only the equation

$$
\begin{equation*}
\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S \tag{2.5}
\end{equation*}
$$

There is no need to extend $S$ and test functions belong to $\mathcal{D}\left(\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. Working on $\mathbb{R}$ can also be thought of as a kinetic Cauchy problem on $[-\infty, \infty]$ with initial condition 0 at $-\infty$.

The following theorem summarizes the results in [4].
Theorem 2.2 (Construction of weak solutions to the kinetic Cauchy problem). Let $0<T<\infty$. Assume that the sesquilinear form a satisfies (2.1) and (2.3) on $(0, T) \times$ $\mathbb{R}^{d} \times \mathbb{R}^{d}$. Let $S \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{-\beta}+\mathrm{L}_{t, v}^{2} \mathrm{H}_{x}^{-\frac{\beta}{2 \beta+1}}+\mathrm{L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$ and $\psi \in \mathrm{L}_{x, v}^{2}$. There exists a unique weak solution $f \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ to

$$
\left\{\begin{array}{l}
\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S  \tag{2.6}\\
f(0)=\psi
\end{array}\right.
$$

in the sense of Definition 2.1. Moreover, $f \in \mathrm{~L}_{t, v}^{2} \mathrm{H}_{x}^{\frac{\beta}{2 \beta+1}} \cap \mathrm{C}\left([0, T] ; \mathrm{L}_{x, v}^{2}\right)$, $f(t)$ converges to $\psi$ in $\mathrm{L}_{x, v}^{2}$ as $t \rightarrow 0$, and

$$
\begin{align*}
\sup _{t \in[0, T]}\|f(t)\|_{\mathrm{L}_{x, v}^{2}}+\left\|D_{v}^{\beta} f\right\|_{\mathrm{L}_{t, x, v}^{2}} & +\left\|D_{x}^{\frac{\beta}{2 \beta+1}} f\right\|_{\mathrm{L}_{t, x, v}^{2}}+\|f\|_{\mathrm{L}_{t, x, v}^{2}} \\
& \lesssim\|S\|_{\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{-\beta}+\mathrm{L}_{t, v}^{2} \mathrm{H}_{x}^{-\frac{\beta}{2 \beta+1}}+\mathrm{L}_{t}^{1} \mathrm{~L}_{x, v}^{2}}+\|\psi\|_{\mathrm{L}_{x, v}^{2}} \tag{2.7}
\end{align*}
$$

for an implicit constant depending on $d, \beta, \lambda, \Lambda, c_{0}, c^{0}, T$. Furthermore, $f$ satisfies the energy equality for all times $0 \leq s<t \leq T$

$$
\begin{align*}
& \|f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2}+2 \operatorname{Re} \int_{s}^{t} \int_{\mathbb{R}^{d}} a_{\tau, x}(f, f) \mathrm{d} x \mathrm{~d} \tau= \\
& \text { 2.8) } \quad\|f(s)\|_{\mathrm{L}_{x, v}^{2}}^{2}+2 \operatorname{Re} \int_{s}^{t}\left(\int_{\mathbb{R}^{d}}\left\langle S_{1}, f\right\rangle \mathrm{d} x+\int_{\mathbb{R}^{d}}\left\langle S_{2}, f\right\rangle \mathrm{d} v+\iint_{\mathbb{R}^{2 d}} S_{3} \bar{f} \mathrm{~d} x \mathrm{~d} v\right) \mathrm{d} \tau \tag{2.8}
\end{align*}
$$

for any decomposition $S=S_{1}+S_{2}+S_{3}$ with $S_{1} \in \mathrm{~L}_{t, x}^{2} \mathrm{H}_{v}^{-\beta}, S_{2} \in \mathrm{~L}_{t, v}^{2} \mathrm{H}_{x}^{-\frac{\beta}{2 \beta+1}}$ and $S_{3} \in \mathrm{~L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$.

If $\mathcal{A}$ is replaced by $\mathcal{A}+c, c>c_{0}$, then we may take $T=\infty$. If $c_{0}=c^{0}=0$, we may take $T=\infty$ with $\mathcal{A}$ and homogeneous norms for existence, uniqueness being in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ if $\beta<d / 2$ and in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta} \cap \mathrm{L}_{\mathrm{loc}, t}^{2} \mathrm{~L}_{x, v}^{2}$ if $\beta \geq d / 2$. In both cases we also have $\lim _{t \rightarrow+\infty}\|f(t)\|_{L_{x, v}^{2}}=0$.

The same modifications apply when working on $\mathbb{R}$ and $\lim _{t \rightarrow \pm \infty}\|f(t)\|_{L_{x, v}^{2}}=0$.
We recall that the theorem on $[0, T]$ proceeded from a similar one on $[0, \infty)$ by restriction (by taking what we called the canonical extension of $\mathcal{A}$, see the proof of Theorem 5.7 in [4]) and that the study on $[0, \infty)$ proceeded by a modification of the argument on $\mathbb{R}$ to incorporate the initial condition and use of the causality principle. So the last assertions in the above theorem were in fact proved first when $\beta<d / 2$. We describe their specificities in several remarks.

Remark 2.3 (Case of $\mathbb{R}$ with inhomogeneous operators and spaces). The equation $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f+c f=S$ with $c>c_{0}$ in (2.3) has a unique weak solution $f$ in $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ with the same estimates as in (2.7) on $\mathbb{R}$ and energy equality (2.8). Moreover, it satisfies $\lim _{t \rightarrow \pm \infty}\|f(t)\|_{L_{x, v}^{2}}=0$. In other words, this proves the invertibility of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}+c$ and that its inverse, that we denote by $\mathcal{K}_{\mathcal{A}+c}$, has the continuity properties given by the estimates on $f$.

Remark 2.4 (Case of $[0, \infty)$ with inhomogeneous operators and spaces). The kinetic Cauchy problem on $[0, \infty)$ for the operators $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}+c$ with $c>c_{0}$ in (2.3) and data $(\psi, S)$. There exists a unique weak solution $f$ in $\mathrm{L}_{t, x}^{2} \mathrm{H}_{v}^{\beta}$ with the same estimates as in (2.7) on $(0, \infty)$ and energy equality (2.8) on $[0, \infty)$. Moreover, $\lim _{t \rightarrow+\infty}\|f(t)\|_{\mathrm{L}_{x, v}^{2}}=0$. In other words, the $\operatorname{map}(\psi, S) \mapsto f$ is an inverse of the operator defined by the equation $\left(\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}+c\right) f=S$ inside the domain with boundary condition $f(0)=\psi$. In addition, when $\psi=0, f=\mathcal{K}_{\mathcal{A}+c} S_{0}$ where $S_{0}$ is the zero extension of $S$ and $\mathcal{K}_{\mathcal{A}+c}$ is defined in Remark 2.3.

Remark 2.5 (Case of $\mathbb{R}$ with homogeneous operators and spaces). When $c_{0}=c^{0}=0$ in (2.1) and (2.3) on $\mathbb{R} \times \mathbb{R}^{d}$, one works with homogeneous Sobolev spaces $\dot{\mathrm{H}}_{v}^{\beta}, \dot{\mathrm{H}}_{x}^{\frac{\beta}{2 \beta+1}}$ and their duals, and proves an invertibility of the homogeneous operator $\left(\partial_{t}+v \cdot \nabla_{x}\right)+$ $\mathcal{A}$. Given $S$ in the corresponding homogeneous spaces, there exists a weak solution satisfying the homogeneous estimates corresponding to (2.7) on $\mathbb{R}$ (eliminate the $\mathrm{L}_{t, x, v}^{2}$ estimate on $f$ and use homogeneous spaces for the source terms), energy equality on $\mathbb{R}$ and $\lim _{t \rightarrow \pm \infty}\|f(t)\|_{L_{x, v}^{2}}=0$. This solution is unique in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ if $\beta<d / 2$ (this is due to the definition of the homogeneous Sobolev space $\left.\dot{\mathrm{H}}_{v}^{\beta}\right)$ and in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta} \cap \mathrm{L}_{\mathrm{loc}, t}^{2} \mathrm{~L}_{x, v}^{2}$ if $\beta \geq d / 2$. In other words, we proved invertibility of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$. Its inverse, that we denote $\mathcal{K}_{\mathcal{A}}$, has the continuity properties given by the estimates on $f$.

Remark 2.6 (Case of $[0, \infty)$ with homogeneous operators and spaces). When $c_{0}=$ $c^{0}=0$ in (2.1) and (2.3) on $(0, \infty) \times \mathbb{R}^{d}$, one works with homogeneous Sobolev spaces $\dot{\mathrm{H}}_{v}^{\beta}, \dot{\mathrm{H}}_{x}^{\frac{\beta}{2 \beta+1}}$ and their duals for the Cauchy problem on $[0, \infty)$ for the homogeneous operator $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$. Given $S$ in the corresponding homogeneous spaces, there exists a weak solution satisfying the homogeneous estimates corresponding to (2.7) on $(0, \infty)$, energy equality on $[0, \infty)$ and $\lim _{t \rightarrow \infty}\|f(t)\|_{L_{x, v}^{2}}=0$. This solution is unique in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta}$ if $\beta<d / 2$ (this is due to the definition of the homogeneous Sobolev space $\dot{\mathrm{H}}_{v}^{\beta}$ ) and in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{H}}_{v}^{\beta} \cap \mathrm{L}_{\text {loc, } t}^{2} \mathrm{~L}_{x, v}^{2}$ if $\beta \geq d / 2$. Moreover, when $\psi=0$, the causality principle says that $f=\mathcal{K}_{\mathcal{A}} S_{0}$ where $S_{0}$ is the zero extension of $S$ and $\mathcal{K}_{A}$ is as in Remark 2.5.

Remark 2.7 (Homogeneous local case). When $\beta=1$ and $d \geq 1$, one can work in Remarks 2.5 and 2.6 with $\dot{\mathrm{W}}^{1,2}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right) ; \nabla f \in \mathrm{~L}^{2}\left(\mathbb{R}^{d}\right)\right\}$ (replacing $\dot{\mathrm{H}}_{v}^{1}$ ), when $c_{0}=c^{0}=0$ in (2.1) and (2.3). The weak solution in Remark 2.5 is unique modulo a constant in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{~W}}_{v}^{1,2}$ and the one in Remark 2.6 is unique in $\mathrm{L}_{t, x}^{2} \dot{\mathrm{~W}}_{v}^{1,2}$.

Remark 2.8 (The backward Cauchy problem). Consider the adjoint problem in $[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d}$,

$$
\left\{\begin{array}{l}
-\left(\partial_{t}+v \cdot \nabla_{x}\right) \tilde{f}+\mathcal{A}^{*} \tilde{f}=\widetilde{S}  \tag{2.9}\\
\tilde{f}(T)=\tilde{\psi}
\end{array}\right.
$$

where $\mathcal{A}^{*}$ is the adjoint of $\mathcal{A}$. We refer to it as the backward kinetic Cauchy problem on $[0, T]$ and its weak solutions are defined similarly. The analogous existence and uniqueness theorems hold on $[0, T]$, half-infinite intervals $(-\infty, T]$ and real line $\mathbb{R}$. See Remarks 5.4 and 5.8 in [4].

## 3. Construction of the fundamental solution

In this section, we put ourselves in the conditions of Theorem 2.2 on a finite interval $[0, T]$. The situation on infinite intervals will be described in Section 3.5.

Before we come to definitions, statements and proofs, we notice that one can of course shift the initial time and work on $[s, T]$ with $0 \leq s<T$. The same remark applies to the backward kinetic Cauchy problems for $-\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$ on intervals $[0, t]$ with $0<t \leq T$. This leads us to the following definition.

### 3.1. Green operators. This terminology comes from Lions' book [15].

Definition 3.1 (Green operators). Assume $s, t \in[0, T]$ with $s \leq t$, and $\psi, \tilde{\psi} \in \mathrm{L}_{x, v}^{2}$.
(i) Define $G(t, s) \psi$ as the value at time $t$ in $\mathrm{L}_{x, v}^{2}$ of the weak solution $f$ to the kinetic Cauchy problem $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=0$ with initial value $f(s)=\psi$.
(ii) Define $\widetilde{G}(s, t) \tilde{\psi}$ as the value at time $s$ in $\mathrm{L}_{x, v}^{2}$ of the weak solution $\tilde{f}$ to the backward kinetic Cauchy problem $-\left(\partial_{t}+v \cdot \nabla_{x}\right) \tilde{f}+\mathcal{A}^{*} \tilde{f}=0$ with final value $\tilde{f}(t)=\tilde{\psi}$.
The families $G=(G(t, s))_{0 \leq s \leq t \leq T}$ and $\widetilde{G}=(\widetilde{G}(s, t))_{T \geq t \geq s \geq 0}$ are called the Green operator families for the kinetic operator $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ and the (adjoint) backward kinetic operator $-\left(\partial_{s}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$, respectively. We set $G(t, s)=0$ and $\widetilde{G}(s, t)=0$ when $s>t$.

Proposition 3.2 (Properties of Green operators). The Green operators $G(t, s)$ and $\tilde{G}(s, t)$ satisfy the following properties.
(i) $G(t, s)$ and $\widetilde{G}(s, t)$ are adjoint uniformly bounded operators on $\mathrm{L}_{x, v}^{2}$ with operator norm bounds $e^{c_{0}(t-s)}$.
(ii) The Chapman-Kolmogorov relations $G(t, s)=G(t, r) G(r, s)$ and $\widetilde{G}(s, t)=$ $\widetilde{G}(s, r) \widetilde{G}(r, t)$ hold for $s<r<t$.
(iii) $[s, T] \ni t \mapsto G(t, s)$ and $[0, t] \ni s \mapsto \widetilde{G}(s, t)$ are strongly continuous on $\mathrm{L}_{x, v}^{2}$.

Proof. To prove (i), let $\psi, \tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ and set for $s \leq \tau \leq t, f(\tau)=G(\tau, s) \psi$ and $\tilde{f}(\tau)=\widetilde{G}(\tau, t) \tilde{\psi}$. First, from Theorem 2.2, $f$ satisfies the energy equality on $[s, T]$, and by taking the derivative, and for almost every $t>s$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\|f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2}=-2 \operatorname{Re} \int_{\mathbb{R}^{d}} a_{t, x}(f, f) \mathrm{d} x \leq 2 c_{0}\|f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2} \tag{3.1}
\end{equation*}
$$

by (2.3). By Gronswall's lemma, $\|f(t)\|_{L_{x, v}^{2}}^{2} \leq e^{2 c_{0}(t-s)}\|\psi\|_{\mathrm{L}_{x, v}^{2}}^{2}$ and the boundedness property follows. The same argument applies to $\tilde{f}$ by reversing the sense of time. Let us now show the adjoint property. Assume $s<t$. By polarisation of the energy equality for both $f$ and $\tilde{f}$, see [4, Theorem 3.8], $\tau \mapsto\langle f(\tau), \tilde{f}(\tau)\rangle$ (this is the $\mathrm{L}_{x, v}^{2}$ inner product) is absolutely continuous on the interval $[s, t]$ and

$$
\langle f(t), \tilde{f}(t)\rangle-\langle f(s), \tilde{f}(s)\rangle=\int_{s}^{t} \int_{\mathbb{R}^{d}}-a_{\tau, x}(f, \tilde{f})+a_{\tau, x}(f, \tilde{f}) \mathrm{d} x \mathrm{~d} \tau=0 .
$$

As the left hand side equals $\langle G(t, s) \psi, \tilde{\psi}\rangle-\langle\psi, \widetilde{G}(s, t) \tilde{\psi}\rangle$, this proves the adjoint relation.

To prove (ii), we let $\psi \in \mathrm{L}_{x, v}^{2}$, and set $f(\tau)=G(\tau, s) \psi$ and $\tilde{f}(\tau)=G(\tau, r) G(r, s) \psi$ for $\tau \geq r$. We have $\tilde{f}(r)=f(r)$ and using again the absolute continuity equalities, we see that $f$ solves the same kinetic Cauchy problem on $(r, T) \times \mathbb{R}^{d} \times \mathbb{R}^{d}$ as $\tilde{f}$, so by uniqueness, $f(t)$ and $\tilde{f}(t)$ agree on $[r, T]$.

The third assertion is an immediate consequence of the definition.
3.2. Fundamental solution. We define the fundamental solution as representing the inverse of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ with zero initial condition.

We shall use the tensor product notation $\phi \otimes \psi$ for products of functions $\phi$ of the $t$ variable and functions $\psi$ of the $(x, v)$ variables, that is $(\phi \otimes \psi)(t, x, v)=\phi(t) \psi(x, v)$. By a tensor product of test functions $\phi \otimes \psi$, we mean $\phi \in \mathcal{D}(0, T)$ and $\psi \in \mathcal{D}\left(\mathbb{R}^{2 d}\right)$.

Definition 3.3 (Definition of a fundamental solution). The fundamental solution to $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ is a family of operators $\Gamma=(\Gamma(t, s))_{(s, t) \in[0, T]^{2}}$, called fundamental solution operators, with the following properties.
(i) They are uniformly bounded operators on $\mathrm{L}_{x, v}^{2}$.
(ii) $\Gamma(t, s)=0$ for almost every $(s, t)$ with $s>t$.
(iii) For any $\psi, \tilde{\psi} \in \mathcal{D}\left(\mathbb{R}^{2 d}\right),(s, t) \mapsto\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle$ is a locally integrable function:

$$
\iint_{s \in K, t \in \tilde{K}}|\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle| \mathrm{d} s \mathrm{~d} t<\infty
$$

for compact subsets $K, \tilde{K}$ in $(0, T)$.
(iv) For any tensor product of test functions $S=\phi \otimes \psi$, the weak solution $f$ to the kinetic Cauchy problem $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S$ on $(0, T)$ with $f(0)=0$, satisfies

$$
\begin{equation*}
\langle f(t), \tilde{\psi}\rangle=\int_{(0, t)} \phi(s)\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle \mathrm{d} s \tag{3.2}
\end{equation*}
$$

for all $\tilde{\psi} \in \mathcal{D}\left(\mathbb{R}^{2 d}\right)$ and almost every $t \in(0, T]$.
One defines the fundamental solution $\widetilde{\Gamma}=(\widetilde{\Gamma}(s, t))_{(s, t) \in[0, T]^{2}}$ to the backward operator $-\left(\partial_{s}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$ analogously and (ii) is replaced by $\widetilde{\Gamma}(s, t)=0$ if $s>t$.

Lemma 3.4 (Uniqueness of fundamental solutions). There is at most one fundamental solution in the sense of Definition 3.3.

Proof. Suppose $\Gamma, \Gamma^{\prime}$ are two fundamental solutions. Applying the items (iii), (ii) and (iv) with source terms $S$ consisting of tensor products of test functions $\phi \otimes \psi$, and testing the obtained weak solution against a tensor $\tilde{\phi} \otimes \tilde{\psi}$ of the same type, we have from (3.2) using Fubini's theorem (allowed by (iii)),

$$
\iint_{0<s \leq t<T} \phi(s)\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle \overline{\tilde{\phi}}(t) \mathrm{d} s \mathrm{~d} t=\iint_{0<s \leq t<T} \phi(s)\left\langle\Gamma^{\prime}(t, s) \psi, \tilde{\psi}\right\rangle \overline{\tilde{\phi}}(t) \mathrm{d} s \mathrm{~d} t .
$$

Letting $\phi, \tilde{\phi}$ approximate Dirac masses at some $s$ and $t$ respectively, we obtain from Lebesgue's differentiation theorem (justified by the local integrability condition (iii))

$$
\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle=\left\langle\Gamma^{\prime}(t, s) \psi, \tilde{\psi}\right\rangle
$$

for almost every $(s, t)$ with $0<s<t<T$. At this stage, the almost everywhere equality can depend on $\psi, \tilde{\psi}$. Applying this for test functions $\psi, \tilde{\psi}$ describing a countable total set in $\mathrm{L}_{x, v}^{2}$, and using that the two operators $\Gamma(t, s), \Gamma^{\prime}(t, s)$ are bounded on $\mathrm{L}_{x, v}^{2}$ by (i), we easily conclude they agree almost everywhere.

### 3.3. Green operators and fundamental solution operators are the same.

 Having defined two families, we now show they agree. This is where it is useful to have proved the well-posedness of the kinetic Cauchy problem for $\mathrm{L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$ sources.Theorem 3.5. The family of Green operators is the fundamental solution (up to almost everywhere equality).

Proof. We partly borrow ideas from [3]. Given that there is uniqueness of a fundamental solution, up to equality almost everywhere, by Lemma 3.4, it suffices to prove that the Green operators satisfy the requirements in Definition 3.3.

That Green operators are uniformly bounded follows from Proposition 3.2. Item (ii) is in the definition of $G(t, s)$. We set $C=\sup \|G(t, s)\| \leq e^{c_{0} T}$.

Next, we elucidate measurability issues. Remark that for $\psi, \tilde{\psi} \in \mathrm{L}_{x, v}^{2}$, since $(s, t) \mapsto$ $\langle G(t, s) \psi, \tilde{\psi}\rangle=\langle\psi, \widetilde{G}(s, t) \tilde{\psi}\rangle$ is separately continuous on $\left\{(s, t) \in[0, T]^{2} ; s \leq t\right\}$, it is a (Borel) measurable function on this set. Furthermore,

$$
\begin{equation*}
\iint_{0<s \leq t<T}|\phi(s)\langle G(t, s) \psi, \tilde{\psi}\rangle \overline{\tilde{\phi}}(t)| \mathrm{d} s \mathrm{~d} t \leq C\|\phi\|_{\mathrm{L}^{1}(0, T)}\|\tilde{\phi}\|_{\mathrm{L}^{1}(0, T)}\|\psi\|_{\mathrm{L}_{x, v}^{2}}\|\tilde{\psi}\|_{\mathrm{L}_{x, v}^{2}} . \tag{3.3}
\end{equation*}
$$

The third item in Definition 3.3 follows. It remains to prove the last one.
Let $\phi \in \mathrm{L}^{1}(0, T), \psi, \tilde{\psi} \in \mathrm{L}_{x, v}^{2}$. Let $f$ be the weak solution to the kinetic Cauchy problem on $(0, T)$ with source $\phi \otimes \psi \in \mathrm{L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$ and initial value 0 , and $\tilde{f}(s)=\widetilde{G}(s, t) \tilde{\psi}$ for $0 \leq s \leq t$ with fixed $t$. Then $\tilde{f}(t)=\tilde{\psi}$ and $f(0)=0$. Thus, using again the absolute continuity of $s \mapsto\langle f(s), \tilde{f}(s)\rangle$ on $[0, t]$, since $\langle f(t), \tilde{\psi}\rangle=\langle f(t), \tilde{f}(t)\rangle-$ $\langle f(0), \tilde{f}(0)\rangle$, we have

$$
\langle f(t), \tilde{\psi}\rangle=\int_{0}^{t} \iint_{\mathbb{R}^{2 d}} \phi \otimes \psi \overline{\tilde{f}} \mathrm{~d} v \mathrm{~d} x \mathrm{~d} s
$$

Using the definition of $\tilde{f}$ and $\widetilde{G}(s, t)=G(t, s)^{*}$, we obtain

$$
\langle f(t), \tilde{\psi}\rangle=\int_{0}^{t} \phi(s)\langle\psi, \widetilde{G}(s, t) \tilde{\psi}\rangle \mathrm{d} s=\int_{0}^{t} \phi(s)\langle G(t, s) \psi, \tilde{\psi}\rangle \mathrm{d} s
$$

as desired.
3.4. Representation of weak solutions to the kinetic Cauchy problems. Having identified Green operators to fundamental solution operators, the latter inherit the properties of the former as stated in Proposition 3.2. We use from now on the more traditional notation $\Gamma(t, s)$. We may state a complete representation theorem for all weak solutions, with specified convergence issues. If not mentioned, we mean that the time variable belongs to $(0, T)$.

Theorem 3.6 (Representation of weak solutions to the kinetic Cauchy problem). Under the assumptions of Theorem 2.2 on $(0, T)$ for $S$ and $\psi$, the corresponding weak solution $f$ is represented for any $t \in[0, T]$ in $\mathrm{L}_{x, v}^{2}$ by

$$
\begin{equation*}
f(t)=\Gamma(t, 0) \psi+\int_{0}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{3.4}
\end{equation*}
$$

where the integral is meant in the following sense.
If $S \in \mathrm{~L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$, then the integral is defined in the strong (Bochner) sense.

If $S=D_{v}^{\beta} F$ with $F \in \mathrm{~L}_{t, x, v}^{2}$, the integral is defined weakly in $\mathrm{L}_{x, v}^{2}$ by (with $\mathrm{L}_{x, v}^{2}$ inner products)

$$
\begin{equation*}
\langle f(t), \tilde{\psi}\rangle=\int_{0}^{t}\left\langle F(s), D_{v}^{\beta} \widetilde{\Gamma}(s, t) \tilde{\psi}\right\rangle \mathrm{d} s, \quad \tilde{\psi} \in \mathrm{~L}_{x, v}^{2} \tag{3.5}
\end{equation*}
$$

If $S=D_{x}^{\frac{\beta}{2 \beta+1}} F$ with $F \in \mathrm{~L}_{t, x, v}^{2}$, the integral is defined weakly in $\mathrm{L}_{x, v}^{2}$ by (with $\mathrm{L}_{x, v}^{2}$ inner products)

$$
\begin{equation*}
\langle f(t), \tilde{\psi}\rangle=\int_{0}^{t}\left\langle F(s), D_{x}^{\frac{\beta}{2 \beta+1}} \widetilde{\Gamma}(s, t) \tilde{\psi}\right\rangle \mathrm{d} s, \quad \tilde{\psi} \in \mathrm{~L}_{x, v}^{2} \tag{3.6}
\end{equation*}
$$

The analogous representation holds for weak solutions to the backward kinetic Cauchy problem for $-\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$ with $\widetilde{\Gamma}(s, t)$.

For simplicity of the presentation, we forget some parentheses in our notation here and subsequently. For example, $\Gamma(s, t) \tilde{\psi}$ should be $\Gamma(s, t)(\tilde{\psi}), D_{v}^{\beta} \widetilde{\Gamma}(s, t) \tilde{\psi}$ should be $D_{v}^{\beta}(\widetilde{\Gamma}(s, t)(\tilde{\psi}))$, that is $D_{v}^{\beta}$ applied to the function $(x, v) \mapsto(\widetilde{\Gamma}(s, t)(\tilde{\psi}))(x, v)$. We do the same for $D_{x}^{\frac{\beta}{2 \beta+1}} \widetilde{\Gamma}(s, t) \tilde{\psi}$.

Lemma 3.7 (Integral estimates from the Green operators). For all $\psi, \tilde{\psi} \in \mathrm{L}_{x, v}^{2}$, $s, t \in[0, T]$, we have

$$
\begin{align*}
& \int_{s}^{T}\left\|D_{v}^{\beta} \Gamma(t, s) \psi\right\|_{L_{x, v}^{2}}^{2} \mathrm{~d} t+\int_{s}^{T}\left\|D_{x}^{\frac{\beta}{2 \beta+1}} \Gamma(t, s) \psi\right\|_{L_{x, v}^{2}}^{2} \mathrm{~d} t \lesssim\|\psi\|_{\mathrm{L}_{x, v}^{2}}^{2} .  \tag{3.7}\\
& \int_{0}^{t}\left\|D_{v}^{\beta} \widetilde{\Gamma}(s, t) \tilde{\psi}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} s+\int_{0}^{t}\left\|D_{x}^{\frac{\beta}{2 \beta+1}} \widetilde{\Gamma}(s, t) \tilde{\psi}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} s \lesssim\|\tilde{\psi}\|_{\mathrm{L}_{x, v}^{2}}^{2} . \tag{3.8}
\end{align*}
$$

The implicit constants depend on $d, \beta, \lambda, \Lambda, c_{0}, c^{0}, T$.
Proof. This is a reformulation of the estimates for weak solutions to the forward and backward kinetic Cauchy problems with zero source in terms of integral estimates for the Green operators $G(t, s)$, which are now identified to $\Gamma(t, s)$.
Proof of Theorem 3.6. If $S=0$, then we know that $f(t)=G(t, 0) \psi=\Gamma(t, 0) \psi$. We next assume that the initial value is 0 . For a tensor product of test functions $S=\phi \otimes \psi$, we have established (3.2) for all $\tilde{\psi} \in \mathcal{D}\left(\mathbb{R}^{2 d}\right)$ and almost every $t \in(0, T]$. We extend its validity. Namely,

$$
\begin{equation*}
\langle f(t), \tilde{\psi}\rangle=\int_{0}^{t} \phi(s)\langle\Gamma(t, s) \psi, \tilde{\psi}\rangle \mathrm{d} s \tag{3.9}
\end{equation*}
$$

holds for all $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ and all $t \in[0, T]$. First, the integrand in the right-hand side is well-defined for $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ so we may take $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ as $f(t) \in \mathrm{L}_{x, v}^{2}$. Secondly, the integrand is continuous on $[0, t]$ as a function of $s$. Thirdly, it is not hard to see that as a function of $t$, the integral in the right-hand side with $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ is continuous: the equality holds for all $t$ and not just almost everywhere.

Having proved (3.9), it remains to fix $t$ and argue by density arguments. When $S \in$ $\mathrm{L}_{t}^{1} \mathrm{~L}_{x, v}^{2}$, we proceed as follows. We see that $s \mapsto|\langle\Gamma(t, s) S(s), \tilde{\psi}\rangle|=|\langle S(s), \widetilde{\Gamma}(s, t) \tilde{\psi}\rangle|$ is integrable on $(0, t)$ for all $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$ and this shows that the integral in (3.4) weakly
converges in $\mathrm{L}_{x, v}^{2}$. As $\mathrm{L}_{x, v}^{2}$ is a separable Hilbert space, it is classical that this is equivalent to strong measurability of $s \mapsto \Gamma(t, s) S(s)$ on $(0, t)$ in $\mathrm{L}_{x, v}^{2}$ ([11, Chapter $1]$ ), and thus the integral is in the sense of Bochner on $(0, t)$ as an $\mathrm{L}_{x, v}^{2}$ function. We now argue by density since the above tensors are total in $\mathrm{L}_{x, v}^{2}$.

The span of tensor products of test functions $\phi \otimes \psi$ also is a dense subspace in the other inhomogeneous source spaces in the statement of the kinetic Cauchy problem. We conclude again with a density argument using the estimates in Lemma 3.7.

Having proved the representation, we can reformulate the estimates for weak solutions to the forward and backward kinetic Cauchy problems with zero initial data, in terms of the fundamental solution operators, completing the uniform boundedness on $\mathrm{L}_{x, v}^{2}$ and the ones in Lemma 3.7.
Corollary 3.8 (Integral estimates for the fundamental solution operators). For all $F$ or $\widetilde{F}$ for which the right-hand side is finite in each estimate, we have, with $D_{1}, D_{2} \in$ $\left\{D_{v}^{\beta}, D_{x}^{\frac{\beta}{2 \beta+1}}, I\right\}$,

$$
\begin{equation*}
\int_{0}^{T}\left\|\int_{s}^{T} D_{1} \widetilde{\Gamma}(s, t) D_{2} \widetilde{F}(t) \mathrm{d} t\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} s \lesssim \int_{0}^{T}\|\widetilde{F}(t)\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} t . \tag{3.13}
\end{equation*}
$$

$$
\begin{equation*}
\sup _{s \in[0, T]}\left\|\int_{t}^{T} \widetilde{\Gamma}(s, t) D_{2} \widetilde{F}(t) \mathrm{d} t\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \lesssim \int_{0}^{T}\|\widetilde{F}(t)\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} t . \tag{3.14}
\end{equation*}
$$

$$
\begin{gather*}
\int_{0}^{T}\left\|\int_{0}^{t} D_{1} \Gamma(t, s) D_{2} F(s) \mathrm{d} s\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} t \lesssim \int_{0}^{T}\|F(s)\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} s .  \tag{3.10}\\
\sup _{t \in[0, T]}\left\|\int_{0}^{t} \Gamma(t, s) D_{2} F(s) \mathrm{d} s\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \lesssim \int_{0}^{T}\|F(s)\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} s .  \tag{3.11}\\
\sup _{t \in[0, T]}\left\|\int_{0}^{t} \Gamma(t, s) F(s) \mathrm{d} s\right\|_{\mathrm{L}_{x, v}^{2}} \lesssim \int_{0}^{T}\|F(s)\|_{\mathrm{L}_{x, v}^{2}} \mathrm{~d} s . \tag{3.12}
\end{gather*}
$$

$$
\begin{equation*}
\sup _{s \in[0, T]}\left\|\int_{s}^{T} \widetilde{\Gamma}(s, t) \widetilde{F}(t) \mathrm{d} t\right\|_{\mathrm{L}_{x, v}^{2}} \lesssim \int_{0}^{T}\|\widetilde{F}(t)\|_{\mathrm{L}_{x, v}^{2}} \mathrm{~d} t \tag{3.15}
\end{equation*}
$$

The implicit constants depend on $d, \beta, \lambda, \Lambda, c_{0}, c^{0}, T$. The integrals inside the norms in the left hand sides are all weakly defined by density, and the ones in (3.11) and (3.14) with $D_{2}=I$, in (3.12) and (3.15) are also strongly defined.

Again, $D_{1} \Gamma(t, s) D_{2} F(s)$ should be thought as $D_{1}\left(\Gamma(t, s)\left(D_{2} F(s)\right)\right)$, etc.
3.5. The case of infinite intervals and/or homogeneous spaces. We describe the results in the situations of each remark after Theorem 2.2, without proof. Note that, in some arguments with homogeneous spaces, one needs to replace $\psi, \tilde{\psi} \in \mathcal{D}\left(\mathbb{R}^{2 d}\right)$ by $\psi, \tilde{\psi}$ in appropriate subsets of $\mathcal{S}\left(\mathbb{R}^{2 d}\right)$, see [4].

1) Case of $\mathbb{R}$ with inhomogeneous operators and spaces.

We want to represent $\mathcal{K}_{\mathcal{A}+c}$, the inverse of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}+c, c>c_{0}$, under the assumptions (2.1) and (2.3). In this case, there is a unique fundamental solution $\Gamma$ (which we could denote by $\Gamma_{c}$ ) defined over $-\infty<s \leq t<\infty$ and $\Gamma(t, s)$ have operator norms on $\mathrm{L}_{x, v}^{2}$ not exceeding $e^{-\left(c-c_{0}\right)(t-s)}$. This exponential decay can be seen from the use of Gronwall's inequality in (3.1).

Proposition 3.9 (Representation of weak solutions on $\mathbb{R}$ for inhomogeneous spaces). For $S$ in the inhomogeneous spaces corresponding to those in Theorem 2.2, $\mathcal{K}_{\mathcal{A}+c} S$ is represented for any $t \in \mathbb{R}$ in $\mathrm{L}_{x, v}^{2}$ by

$$
\begin{equation*}
\left(\mathcal{K}_{\mathcal{A}+c} S\right)(t)=\int_{-\infty}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{3.16}
\end{equation*}
$$

The convergence for the integral is as in Theorem 3.6, and there is strong convergence also when $S \in \mathrm{~L}_{t, x, v}^{2}$ because of exponential decay. The estimates of Lemma 3.7 and Corollary 3.8 hold for $(-\infty, \infty)$ replacing $(0, T)$, with $D_{1}, D_{2} \in\left\{D_{v}^{\beta}, D_{x}^{\frac{\beta}{2 \beta+1}}, I\right\}$, and the implicit constants depend on $d, \beta, \lambda, \Lambda, c-c_{0}, c^{0}$.
2) Case of $[0, \infty)$ with inhomogeneous operators and spaces.

We want to represent the weak solutions built in Theorem 2.2 replacing $\mathcal{A}$ by $\mathcal{A}+c, c>c_{0}$, in (2.6). In this case, there is a fundamental solution $\Gamma$ defined over $0 \leq s \leq t<\infty$ and $\Gamma(t, s)$ have operator norms on $\mathrm{L}_{x, v}^{2}$ not exceeding $e^{-\left(c-c_{0}\right)(t-s)}$.

Proposition 3.10 (Representation of weak solutions on $[0, \infty)$ for inhomogeneous spaces). For $S$ as in Theorem 2.2 with $T=\infty$, the weak solution $f$ to the kinetic Cauchy problem with $\mathcal{A}$ replaced by $\mathcal{A}+c$, is represented for any $t \in[0, \infty)$ in $\mathrm{L}_{x, v}^{2}$ by

$$
\begin{equation*}
f(t)=\Gamma(t, 0) \psi+\int_{0}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{3.17}
\end{equation*}
$$

The convergence for the integral is as in Theorem 3.6 and strong convergence holds also when $S \in \mathrm{~L}_{t, x, v}^{2}$. Moreover, the integral agrees with $\left(\mathcal{K}_{\mathcal{A}+c} S_{0}\right)(t)$ where $S_{0}$ is the zero extension of $S$ (and $\mathcal{A}$ is extended in the canonical fashion). The estimates of Lemma 3.7 and Corollary 3.8 hold for $(0, \infty)$ replacing $(0, T)$ with $D_{1}, D_{2} \in$ $\left\{D_{v}^{\beta}, D_{x}^{\frac{\beta}{2 \beta+1}}, I\right\}$, and the implicit constants depend on $d, \beta, \lambda, \Lambda, c-c_{0}, c^{0}$.
3) Case of $\mathbb{R}$ with homogeneous spaces.

We want to represent $\mathcal{K}_{A}$, the inverse of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ under the assumptions of Theorem 2.2 on $a$ with $c_{0}=c^{0}=0$, see Remark 2.5 and Remark 2.7. In this case, there is a unique fundamental solution $\Gamma$ defined over $-\infty<s \leq t<\infty$ and $\Gamma(t, s)$ are contractive operators on $\mathrm{L}_{x, v}^{2}$.

Proposition 3.11 (Representation of weak solutions on $\mathbb{R}$ for homogeneous spaces). Assume $c_{0}=c^{0}=0$. For $S$ that belongs to the homogeneous spaces corresponding to those in Theorem 2.2, $\mathcal{K}_{\mathcal{A}} S$, that is the weak solution $f$ to (2.5) in this result, is
represented for any $t \in \mathbb{R}$ in $\mathrm{L}_{x, v}^{2}$ by

$$
\begin{equation*}
\left(\mathcal{K}_{\mathcal{A}} S\right)(t)=\int_{-\infty}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{3.18}
\end{equation*}
$$

The convergence for the integral is as in Theorem 3.6. The estimates of Lemma 3.7 and Corollary 3.8 hold for $(-\infty, \infty)$ replacing $(0, T)$ with $D_{1}, D_{2} \in\left\{D_{v}^{\beta}, D_{x}^{\frac{\beta}{2 \beta+1}}\right\}$ and the implicit constants depend on $d, \beta, \lambda, \Lambda$.
4) Case of $[0, \infty)$ with homogeneous spaces.

We want to represent the weak solutions to the kinetic Cauchy problem (2.6) on $[0, \infty)$ under the assumptions of Theorem 2.2 on $a$ with $c_{0}=c^{0}=0$, see Remark 2.6 and Remark 2.7. In this case, there is a fundamental solution $\Gamma$ defined over $0 \leq s \leq$ $t<\infty$ and $\Gamma(t, s)$ are contractive operators on $\mathrm{L}_{x, v}^{2}$.
Proposition 3.12 (Representation of weak solutions on $(0, \infty)$ for homogeneous spaces). Assume $c_{0}=c^{0}=0$. For $S$ that belongs to the homogeneous spaces corresponding to those in Theorem 2.2, the weak solution $f$ to the kinetic Cauchy problem (2.6) in this result is represented for any $t \in[0, \infty)$ in $\mathrm{L}_{x, v}^{2}$ by

$$
\begin{equation*}
f(t)=\Gamma(t, 0) \psi+\int_{0}^{t} \Gamma(t, s) S(s) \mathrm{d} s \tag{3.19}
\end{equation*}
$$

The convergence for the integral is as in Theorem 3.6. Moreover, the integral agrees with $\left(\mathcal{K}_{\mathcal{A}} S_{0}\right)(t)$ where $S_{0}$ is the zero extension of $S$ (and $\mathcal{A}$ is extended in the canonical fashion). The estimates of Lemma 3.7 and Corollary 3.8 hold for $(0, \infty)$ replacing $(0, T)$ with $D_{1}, D_{2} \in\left\{D_{v}^{\beta}, D_{x}^{\frac{\beta}{2 \beta+1}}\right\}$, and the implicit constants depend on $d, \beta, \lambda, \Lambda$.

## 4. The case of local diffusion operators

In this section, we assume that the $n \times n$ matrix $\mathbf{A}(t, x, v)$ has measurable coefficients, bounded and elliptic in the sense of a Gårding inequality:

$$
\begin{equation*}
\operatorname{Re} a_{t, x}(f, f):=\operatorname{Re} \int_{\mathbb{R}^{d}}\left\langle\mathbf{A}(t, x, v) \nabla_{v} f, \nabla_{v} f\right\rangle \mathrm{d} v \geq \lambda\left\|\nabla_{v} f\right\|_{\mathrm{L}_{v}^{2}}^{2} \tag{4.1}
\end{equation*}
$$

uniformly in $(t, x)$ and in $f \in \dot{\mathrm{~W}}_{v}^{1,2}$. Without loss of generality, we can assume $I=\mathbb{R}$. The operator $\mathcal{A}$ is given by (1.3). The sesquilinear form $a$ given by (2.2) on the space $\mathrm{L}_{t, x}^{2} \dot{\mathrm{~W}}_{v}^{1,2} \times \mathrm{L}_{t, x}^{2} \dot{\mathrm{~W}}_{v}^{1,2}$ satisfies (2.1) and (2.3) with $c_{0}=c^{0}=0$.

As evidenced in Remark 2.7, we can work directly with the fundamental solution operators $\Gamma(t, s)$ defined for all $-\infty<s \leq t<\infty$.
4.1. $\mathrm{L}^{2}$ decay. At this level of generality, we always have $\mathrm{L}_{x, v}^{2}$ decay.

Theorem 4.1 ( $\mathrm{L}^{2}$ decay for the fundamental solution operator). Assume the homogeneous assumptions of Proposition 3.11 with $\mathcal{A}=-\partial_{v_{i}} a_{i, j}(t, x, v) \partial_{v_{j}}$. For all closed sets $E, F$ in $\mathbb{R}^{2 d}, s<t$ and $\psi \in \mathrm{L}_{x, v}^{2}$, supported in $F$,

$$
\begin{equation*}
\|\Gamma(t, s) \psi\|_{L_{x, v}^{2}(E)} \leq \exp \left(-\frac{\alpha \rho_{t-s}(E, F)^{2}}{t-s}\right)\|\psi\|_{L_{x, v}^{2}(F)} \tag{4.2}
\end{equation*}
$$

where $\alpha=\frac{3 \lambda}{104 \Lambda^{2}}$ and for $\tau \neq 0, \rho_{\tau}(E, F) \geq 0$ is defined by

$$
\rho_{\tau}(E, F)^{2}=\inf _{(x, v) \in E,(y, w) \in F}\left(\frac{|x-y-\tau w|^{2}}{\tau^{2}}+|v-w|^{2}\right) .
$$

Proof. Without loss of generality, we may assume $s=0$.
Fix $\tau>0$ and the closed sets $E, F$. For $\psi$ with $\operatorname{supp} \psi \subset F$, we want to estimate $\|\Gamma(\tau, 0) \psi\|_{\mathrm{L}_{x, v}^{2}(E)}$. To do this, we import an idea going back to Gaffney [6] and developed by B. Davies [5] for parabolic equations to the kinetic context. The idea is to first derive a general inequality for perturbed solutions by exponentials and then optimize to get the desired decay. Here, the exponentials must respect the characteristics of the transport field; in fact, the exponentials of Davies were constant in time, thus vanishing by applying the time derivative field.

Let $h: \mathbb{R}^{2 d} \rightarrow \mathbb{R}$ be a bounded and Lipschitz function to be chosen later. For $t \geq 0$, set $h_{t}(x, v)=h(x-t v, v)$ and $f_{h}(t)=\mathrm{e}^{h_{t}} f(t)$, that is, $f_{h}(t)(x, v)=\mathrm{e}^{h_{t}(x, v)} f(t)(x, v)$, where $f$ at time $t$ is given by $f(t)=\Gamma(t, 0)\left(\mathrm{e}^{-h} \psi\right)$. Write $f_{2 h}(t)=\mathrm{e}^{2 h_{t}} f(t)$. Using the absolute continuity of $t \mapsto\|f(t)\|_{L_{x, v}^{2}}^{2}$ together with $\left(\partial_{t}+v \cdot \nabla_{x}\right)(h(x-t v, v))=0$ and the fact that $\left\|f_{h}(t)\right\|_{\mathrm{L}_{x, v}^{2}}^{2}=\left\langle f(t), f_{2 h}(t)\right\rangle$, we have for almost every $t>0$ (the brackets are the inner product in $\left.\left(\mathrm{L}_{x, v}^{2}\right)^{d}\right)$, writing $f_{h}$ for $f_{h}(t)$, and $f$ for $f(t)$,

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|f_{h}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} & =-2 \operatorname{Re}\left\langle\mathbf{A} \nabla_{v} f, \nabla_{v}\left(\mathrm{e}^{2 h_{t}} f\right)\right\rangle \\
& =-2 \operatorname{Re}\left\langle\mathbf{A} \nabla_{v} f, \mathrm{e}^{2 h_{t}} \nabla_{v} f\right\rangle-4 \operatorname{Re}\left\langle\mathbf{A} \nabla_{v} f, f \mathrm{e}^{2 h_{t}} \nabla_{v} h_{t}\right\rangle \\
& \leq-2 \lambda\left\|\mathrm{e}^{h_{t}} \nabla_{v} f\right\|_{\mathrm{L}_{x, v}^{2}}^{2}+4 \Lambda\left\|\nabla_{v} h_{t}\right\|_{\infty}\left\|\mathrm{e}^{h_{t}} \nabla_{v} f\right\|_{\mathrm{L}_{x, v}^{2}}\left\|f_{h}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \\
& \leq \frac{2 \Lambda^{2}}{\lambda}\left\|\nabla_{v} h_{t}\right\|_{\infty}^{2}\left\|f_{h}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \\
& \leq \frac{2 \Lambda^{2}}{\lambda}\left(\left\|\nabla_{v} h\right\|_{\infty}+t\left\|\nabla_{x} h\right\|_{\infty}\right)^{2}\left\|f_{h}\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \\
& \leq \frac{4 \Lambda^{2}}{\lambda}\left(\left\|\nabla_{v} h\right\|_{\infty}^{2}+\left\|\nabla_{x} h\right\|_{\infty}^{2} t^{2}\right)\left\|f_{h}\right\|_{\mathrm{L}_{x, v}^{2}}^{2}
\end{aligned}
$$

As $f_{h}(t) \rightarrow \psi$ in $\mathrm{L}_{x, v}^{2}$ when $t \rightarrow 0$, we get from Gronwall's lemma for all $t>0$ and taking square roots,

$$
\begin{equation*}
\left\|f_{h}(t)\right\|_{L_{x, v}^{2}} \leq \mathrm{e}^{\kappa\left(\left\|\nabla_{v} h\right\|_{\infty}^{2} t+\left\|\nabla_{x} h\right\|_{\infty}^{2} \frac{t^{3}}{3}\right)}\|\psi\|_{L_{x, v}^{2}} \quad \text { with } \quad \kappa=\frac{2 \Lambda^{2}}{\lambda} . \tag{4.3}
\end{equation*}
$$

We now make the following choice for $h$. Recall that $\tau>0, E$ and $F$ are fixed. We pick $h \geq 0$ defined by

$$
h(x, v)^{2}=\min \left(\delta^{2} \min _{(y, w) \in F}\left(\frac{|x-y+\tau(v-w)|^{2}}{\tau^{2}}+|v-w|^{2}\right), N^{2}\right), \quad(x, v) \in \mathbb{R}^{2 d},
$$

where $\delta>0$ is to be chosen and with a large $N>\delta \rho_{\tau}(E, F)$. We can see that $h=0$ on $F$, and $h_{\tau} \geq \delta \rho_{\tau}(E, F)$ on $E$. Moreover, $h$ is bounded by $N$ and Lipschitz with $\left\|\nabla_{v} h\right\|_{\infty} \leq 2 \delta$ and $\left\|\nabla_{x} h\right\|_{\infty} \leq \delta / \tau$. As $\mathrm{e}^{-h} \psi=\psi$ because the support of $\psi$ is contained in $F$, we have $\Gamma(t, 0) \psi=f(t)=\mathrm{e}^{-h_{t}} f_{h}(t)$, and we obtain by (4.3) at $t=\tau$ and the lower bound on $h_{\tau}$ on $E$,

$$
\|\Gamma(\tau, 0) \psi\|_{\mathrm{L}_{x, v}^{2}(E)} \leq \mathrm{e}^{-\delta \rho_{\tau}(E, F)}\left\|f_{h}(\tau)\right\|_{\mathrm{L}_{x, v}^{2}} \leq \mathrm{e}^{-\delta \rho_{\tau}(E, F)+\kappa \delta^{2}\left(4+\frac{1}{3}\right) \tau}\|\psi\|_{L_{x, v}^{2}(F)} .
$$

We still have the choice of $\delta$, so that for $\delta=\frac{3 \rho_{\tau}(E, F)}{26 \kappa \tau}$ we obtain

$$
\|\Gamma(\tau, 0) \psi\|_{\mathrm{L}_{x, v}^{2}(E)} \leq \exp \left(-\frac{3 \rho_{\tau}(E, F)^{2}}{52 \kappa \tau}\right)\|\psi\|_{\mathrm{L}_{x, v}^{2}(F)}
$$

Remark 4.2. This argument does not try to optimize the expression of the constant $\alpha$. Its dependency on ellipticity constants may be improved for self-adjoint matrices by employing the inequality $2|\langle a, b\rangle| \leq\langle a, a\rangle^{2}+\langle b, b\rangle^{2}$ for the $\mathbf{A}$ induced scalar product. In this case, $\Lambda^{2} / \lambda$ may be replaced by $\Lambda$.

Remark 4.3. It is interesting (and very natural, of course) to see the Galilean group law showing up in the expression of $\rho_{\tau}(E, F)$ in the proof. The quantity $\rho_{\tau}(E, F)$ is not symmetric in $E$ and $F$. Symmetrizing imposes a change of sign for $\tau$. Indeed, $\rho_{\tau}(E, F) \sim \rho_{-\tau}(F, E)$ as one can easily check.

Either by the same proof or the symmetry observation above, we also have a bound for the adjoint fundamental solution $\Gamma(t, s)^{*}=\widetilde{\Gamma}(s, t)$.

Corollary 4.4. With the notation of Theorem 4.1 we have that for all closed sets $E, F$ in $\mathbb{R}^{2 d}, s<t$ and $\tilde{\psi} \in \mathrm{L}_{x, v}^{2}$, supported in $F$,

$$
\begin{equation*}
\|\widetilde{\Gamma}(s, t) \tilde{\psi}\|_{\mathrm{L}_{x, v}^{2}(E)} \leq \exp \left(-\frac{\tilde{\alpha} \rho_{s-t}(E, F)^{2}}{t-s}\right)\|\tilde{\psi}\|_{\mathrm{L}_{x, v}^{2}(F)} \tag{4.4}
\end{equation*}
$$

4.2. Conservation property. We establish in this section the conservation property saying that the fundamental solution operators preserve constants. At this level of generality, the decay estimate shows that it maps bounded functions into locally square integrable functions.

Theorem 4.5 (Conservation property). Under the assumptions of Theorem 4.1 we have for all $t>s, \Gamma(t, s) 1=1$ and $\widetilde{\Gamma}(s, t) 1=1$ where 1 is the function taking the constant value 1, and the equalities are taken in $\mathrm{L}_{\mathrm{loc}}^{2}\left(\mathbb{R}^{2 d}\right)$ sense.

We need the following lemma, whose proof is postponed.
Lemma 4.6. For $R>0$, let $B_{R}=B(0, R)$ be the ball of radius $R$ centered at 0 in $\mathbb{R}^{d}$ and $\chi_{R}(x)=\chi(x / R)$ where $\chi$ is a smooth real-valued function that is 1 on $B(0,1)$ and supported in $B(0,2)$. For any fixed $\psi \in \mathrm{L}_{x, v}^{2}$ with compact support, we have
(i) Uniformly for $0<t-s<c$ for any $c>0$,

$$
\iint_{\mathbb{R}^{2 d}}|(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v \leq C .
$$

(ii) For any $s, t, t^{\prime}$ with $s<t<t^{\prime}$,

$$
\lim _{R \rightarrow \infty} \iint_{\mathbb{R}^{2 d}}\left(\left(\Gamma\left(t^{\prime}, s\right) \psi\right)(x, v)-(\Gamma(t, s) \psi)(x, v)\right) \chi_{R}(x, v) \mathrm{d} x \mathrm{~d} v=0 .
$$

(iii) For any fixed $R$ large enough,

$$
\lim _{t \rightarrow s^{+}} \iint_{\mathbb{R}^{2 d} \backslash B_{R} \times B_{R}}|(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v=0 .
$$

(iv) For any fixed $R$ large enough,

$$
\lim _{t \rightarrow s^{+}} \iint_{B_{R} \times B_{R}}|\psi(x, v)-(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v=0 .
$$

Proof of Theorem 4.5. The proof is the same in both cases and we only prove $\widetilde{\Gamma}(s, t) 1=$ 1. It amounts to showing that when $\psi \in \mathrm{L}_{x, v}^{2}$ with compact support,

$$
\iint_{\mathbb{R}^{2 d}}(\Gamma(t, s) \psi)(x, v) \mathrm{d} x \mathrm{~d} v=\iint_{\mathbb{R}^{2 d}} \psi(x, v) \mathrm{d} x \mathrm{~d} v .
$$

We use the estimates and notation in the previous lemma. Set

$$
\begin{aligned}
I & =\iint_{\mathbb{R}^{2 d}} \psi(x, v) \mathrm{d} x \mathrm{~d} v, \\
I_{t} & =\iint_{\mathbb{R}^{2 d}}(\Gamma(t, s) \psi)(x, v) \mathrm{d} x \mathrm{~d} v, \\
I_{R, t} & =\iint_{\mathbb{R}^{2 d}}(\Gamma(t, s) \psi)(x, v) \chi_{R}(x, v) \mathrm{d} x \mathrm{~d} v .
\end{aligned}
$$

The integrals exist for all $R>0$ and $t>s$ thanks to (i) and $I_{R, t} \rightarrow I_{t}$ as $R \rightarrow \infty$ by the dominated convergence theorem. By (ii), we have $I_{R, t}-I_{R, t^{\prime}} \rightarrow 0$ as $R \rightarrow \infty$, thus $I_{t}=I_{t^{\prime}}$ for all $t, t^{\prime} \in(s, \infty)$. It remains to show that $I_{t} \rightarrow I$ as $t \rightarrow s^{+}$because it will imply $I_{t}=I$ for all $t>s$. Now fix $R$ large enough so that the support of $\psi$ is contained in $B_{R} \times B_{R}$. For $t>s$, one easily obtains

$$
\begin{aligned}
\left|I_{t}-I\right| & \leq \iint_{\mathbb{R}^{2 d} \backslash B_{R} \times B_{R}}|(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v \\
& +\iint_{B_{R} \times B_{R}}|\psi(x, v)-(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v
\end{aligned}
$$

so that by (iii) and (iv), we conclude that the $I_{t} \rightarrow I$ as desired.
To prove Lemma 4.6, we need two preliminary estimates, the first one being the classical Caccioppoli inequality (or local energy estimate).

Lemma 4.7 (Local energy estimates and decay estimates). With the notation $B_{R}$ as in Lemma 4.6 we have
(i) Let $\psi \in \mathrm{L}_{x, v}^{2}$. For any real-valued $\chi \in \mathcal{D}\left(\mathbb{R}^{2}\right)$ and any $s<t<t^{\prime}$, and with $S_{t, t^{\prime}}=\left[t, t^{\prime}\right] \times \mathbb{R}^{2 d}$,

$$
\begin{aligned}
& \iiint_{S_{t, t^{\prime}}}\left|\nabla_{v}(\chi \Gamma(\tau, s) \psi)(x, v)\right|^{2} \mathrm{~d} x \mathrm{~d} v \mathrm{~d} \tau \leq \frac{2}{\lambda} \iint_{\mathbb{R}^{2 d}}|(\chi \Gamma(t, s) \psi)(x, v)|^{2} \mathrm{~d} x \mathrm{~d} v \\
& \quad+\left.C_{\lambda, \Lambda} \iiint_{S_{t, t^{\prime}}}\left[\left(\left|\nabla_{v} \chi\right|^{2}+\left|\chi\left(v \cdot \nabla_{x} \chi\right)\right|\right)(\Gamma(\tau, s) \psi)\right](x, v)\right|^{2} \mathrm{~d} x \mathrm{~d} v \mathrm{~d} \tau .
\end{aligned}
$$

(ii) Let $\psi \in \mathrm{L}_{x, v}^{2}$ with compact support. For all $0<c<\infty$, there is $\alpha^{\prime}>0$ and $C<\infty$ (depending on $\psi$ also) such that for $0<t-s<c$ and for $R$ large enough,

$$
\begin{equation*}
\iint_{\mathbb{R}^{2 d} \backslash B_{R} \times B_{R}}|(\Gamma(t, s) \psi)(x, v)|^{2} \mathrm{~d} x \mathrm{~d} v \leq C \sup _{b=1,3}(t-s)^{\frac{b d}{2}} \mathrm{e}^{-\alpha^{\prime} \frac{R^{2}}{(t-s)^{b}}} . \tag{4.5}
\end{equation*}
$$

Proof. To prove (i), we set $f(t)=\Gamma(t, s) \psi$ and we use the absolute continuity of $t \mapsto\|\chi f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2}$ for $t>s$ since $f$ is a weak solution to $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=0$ on
$(s, \infty) \times \mathbb{R}^{2 d}$ and using the equation, we have

$$
\begin{aligned}
\left\|\chi f\left(t^{\prime}\right)\right\|_{\mathrm{L}_{x, v}^{2}}^{2} & -\|\chi f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2} \\
& =2 \int_{t}^{t^{\prime}}\left\langle\left(\partial_{t}+v \cdot \nabla_{x}\right)(\chi f), \chi f\right\rangle \mathrm{d} \tau \\
& =2 \iiint_{S_{t, t^{\prime}}} \chi\left(v \cdot \nabla_{x} \chi\right)|f|^{2}-2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A} \nabla_{v} f, \nabla_{v}\left(\chi^{2} f\right)\right\rangle \mathrm{d} \tau \\
& =2 \iiint_{S_{t, t^{\prime}}} \chi\left(v \cdot \nabla_{x} \chi\right)|f|^{2}-2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A} \chi \nabla_{v} f, f \nabla_{v} \chi+\nabla_{v}(\chi f)\right\rangle \mathrm{d} \tau \\
& =2 \iiint_{S_{t, t^{\prime}}} \chi\left(v \cdot \nabla_{x} \chi\right)|f|^{2} \\
& -2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A}\left(\nabla_{v}(\chi f)-f \nabla_{v} \chi\right), f \nabla_{v} \chi+\nabla_{v}(\chi f)\right\rangle \mathrm{d} \tau \\
& =2 \iiint_{S_{t, t^{\prime}}} \chi\left(v \cdot \nabla_{x} \chi\right)|f|^{2}-2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A} \nabla_{v}(\chi f), \nabla_{v}(\chi f)\right\rangle \mathrm{d} \tau \\
& -2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A} \nabla_{v}(\chi f), f \nabla_{v} \chi\right\rangle \mathrm{d} \tau+2 \operatorname{Re} \int_{t}^{t^{\prime}}\left\langle\mathbf{A} f \nabla_{v} \chi, f \nabla_{v} \chi\right\rangle \mathrm{d} \tau .
\end{aligned}
$$

We use next the ellipticity of $\mathbf{A}$ in order to get,

$$
\begin{aligned}
\left\|\chi f\left(t^{\prime}\right)\right\|_{\mathrm{L}_{x, v}^{2}}^{2}-\|\chi f(t)\|_{\mathrm{L}_{x, v}^{2}}^{2} & \leq 2 \iiint_{S_{t, t}}\left|\chi\left(v \cdot \nabla_{x} \chi\right)\right||f|^{2}-2 \lambda \iiint_{S_{t, t^{\prime}}}\left|\nabla_{v}(\chi f)\right|^{2} \\
& +2 \Lambda \iiint_{S_{t, t^{\prime}}}\left|\nabla_{v}(\chi f)\right|\left|f \nabla_{v} \chi\right|+2 \Lambda \iiint_{S_{t, t^{\prime}}} f^{2}\left|\nabla_{v} \chi\right|^{2} .
\end{aligned}
$$

It is now easy to conclude the proof of (i).
To prove (ii), we argue using coverings as follows. Assume that the support of $\psi$ is contained in $F=B_{r} \times B_{r}$. Then remark that for $(y, w) \in B_{r} \times B_{r}$ and $0<t-s<c$ then $(y+(t-s) w, w) \in B_{a r} \times B_{a r}$ with $a=1+c$. Take a covering of $\mathbb{R}^{d}$ by the balls $B(j)=B(j, \sqrt{d}), j \in \mathbb{Z}^{d}$. Observe that for $(j, k) \in \mathbb{Z}^{2 d}$,

$$
\rho_{t-s}(B(j) \times B(k), F) \geq \frac{\rho\left(B(j), B_{a r}\right)^{2}}{(t-s)^{2}}+\rho\left(B(k), B_{a r}\right)^{2}
$$

where $\rho$ stands for the distance induced on sets by the Euclidean norm. If $R$ is large enough, we can use (4.2) and get,

$$
\begin{gathered}
\iint_{\mathbb{R}^{2 d} \backslash B_{R} \times B_{R}}|(\Gamma(t, s) \psi)(x, v)|^{2} \mathrm{~d} x \mathrm{~d} v \leq \sum_{\substack{|k| \geq R-\sqrt{d} \text { or }|j| \geq R-\sqrt{d}}}\|\Gamma(t, s) \psi\|_{\mathrm{L}_{x, v}^{2}(B(j) \times B(k))}^{2} \\
\leq \sum_{|k| \geq R-\sqrt{d} \text { or }|j| \geq R-\sqrt{d}} \mathrm{e}^{-2 \alpha \frac{\rho\left(B(k), B_{a r r}\right)^{2}}{(t-s)^{3}}-2 \alpha \frac{\rho(B(j), B a r)^{2}}{t-s}}\|\psi\|_{2}^{2} .
\end{gathered}
$$

Remark that when $|j| \geq 2(\sqrt{d}+a r)$,

$$
\begin{equation*}
\rho\left(B(j), B_{a r}\right) \geq|j|-\sqrt{d}-a r \geq|j| / 2 . \tag{4.6}
\end{equation*}
$$

Hence, with $b=1$ or 3 , one can see when $t-s<c$ that

$$
\begin{equation*}
\sum_{j \in \mathbb{Z}^{d}} \mathrm{e}^{-2 \alpha \frac{\rho\left(B(j), B_{a r}\right)^{2}}{(t-s)^{b}}} \lesssim 1 \tag{4.7}
\end{equation*}
$$

and, when $R>\sqrt{d}+2(\sqrt{d}+a r)$,

$$
\begin{equation*}
\sum_{|j| \geq R-\sqrt{d}} \mathrm{e}^{-2 \alpha \frac{\rho(B(j), B a r)^{2}}{(t-s)^{b}}} \leq \sum_{|j| \geq R-\sqrt{d}} \mathrm{e}^{-2 \alpha \frac{|j|^{2}}{4(t-s)^{b}}} \lesssim(t-s)^{\frac{b d}{2}} \mathrm{e}^{-\alpha^{\prime} \frac{R^{2}}{(t-s)^{b}}}, \tag{4.8}
\end{equation*}
$$

where the implicit constants depend on $c$ and $r$, hence on the support of $\psi$, but not on $R$. Thus, splitting the above double sum in $(j, k)$ in two parts and using these bounds, we obtain the right-hand side of (4.5).

Proof of Lemma 4.6. For (i), we use the covering in the proof above and by Cauchy Schwarz inequality, we have

$$
\iint_{\mathbb{R}^{2 d}}|(\Gamma(t, s) \psi)(x, v)| \mathrm{d} x \mathrm{~d} v \leq \sum_{j, k} b_{d}\|\Gamma(t, s) \psi\|_{\mathrm{L}_{x, v}^{2}(B(j) \times B(k))}
$$

where $b_{d}$ is the square root of volume of $B(j) \times B(k)$, which is independent of $j, k$. Now we use again (4.2) and argue using (4.7) for each sum in $j$ and $k$.

For (iii), we argue as in the Lemma above with (4.7) and (4.8) for the tail, which gives us a term tending to 0 as $t-s \rightarrow 0$.

The proof of (iv) is a consequence of the continuity of $t \in[s, \infty) \rightarrow \Gamma(t, s) \psi$ in $\mathrm{L}_{x, v}^{2}$ and Cauchy-Schwarz inequality.

We turn to the proof of (ii). We fix $t, t^{\prime}$ with $s<t<t^{\prime}$. Write $f(t)=\Gamma(t, s) \psi$. Remark that the integrals rewrite $\left\langle f\left(t^{\prime}\right), \chi_{R}\right\rangle-\left\langle f(t), \chi_{R}\right\rangle$ and we use the absolute continuity to obtain that this is equal to

$$
\begin{aligned}
& \int_{t}^{t^{\prime}}\left\langle\left(\partial_{t}+v \cdot \nabla_{x}\right) f, \chi_{R}\right\rangle \mathrm{d} \tau+\int_{t}^{t^{\prime}}\left\langle f,\left(\partial_{t}+v \cdot \nabla_{x}\right) \chi_{R}\right\rangle \mathrm{d} \tau \\
& =-\int_{t}^{t^{\prime}}\left\langle A \nabla_{v} f, \nabla_{v} \chi_{R}\right\rangle \mathrm{d} \tau+\iiint_{S_{t, t^{\prime}}} f v \cdot \nabla_{x} \chi_{R} .
\end{aligned}
$$

We notice that both $\nabla_{v} \chi_{R}$ and $v \cdot \nabla_{x} \chi_{R}$ are supported in $B_{2 R} \times B_{2 R} \backslash B_{R} \times B_{R}$. Thus the right-hand side is unchanged if we multiply $f$ by a function $\tilde{\chi}_{R}$ where $\tilde{\chi}$ is supported in $B_{4} \times B_{4} \backslash B_{1 / 2} \times B_{1 / 2}$ and is one on $B_{2} \times B_{2} \backslash B_{1} \times B_{1}$. Both integrals are controlled using Cauchy-Schwarz inequality. For the one involving $\nabla_{v}\left(\tilde{\chi}_{R} f\right)$ we use the Caccioppoli inequality in (i) of Lemma 4.7 with $\chi$ replaced by $\tilde{\chi}_{R}$, and then insert the estimate (4.5) to conclude when $R \rightarrow \infty$. For the second one, we use (4.5) directly. Further details are left to the reader.
4.3. Local weak solutions. We say that $f$ is a local weak solution to the kinetic equation $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=0$ in an open set $\Omega \subset \mathbb{R}^{2 d+1}$, if $f$ and $\nabla_{v} f$ belong to $\mathrm{L}^{2}(\Omega)$ and the equation is satisfied weakly against test functions $h \in \mathcal{D}(\Omega)$ :

$$
-\iiint_{\Omega} f\left(\partial_{t}+v \cdot \nabla_{x}\right) h \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v+\iiint_{\Omega} \mathbf{A} \nabla v f \cdot \nabla_{v} h \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v=0 .
$$

We say that $f$ is a local weak solution to the backward kinetic equation $-\left(\partial_{t}+v\right.$. $\left.\nabla_{x}\right) f+\mathcal{A}^{*} f=0$ in an open set $\Omega$, if $f$ and $\nabla_{v} f$ belong to $\mathrm{L}^{2}(\Omega)$ and the equation is satisfied weakly against test functions $h \in \mathcal{D}(\Omega)$ :

$$
+\iiint_{\Omega} f\left(\partial_{t}+v \cdot \nabla_{x}\right) h \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v+\iiint_{\mathrm{I} \times \mathrm{U}_{x} \times \mathrm{U}_{v}} \mathbf{A}^{*} \nabla_{v} f \cdot \nabla_{v} h \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v=0 .
$$

Lemma 4.8 (Continuity in $\mathrm{L}_{\text {loc }}^{2}$ of local weak solutions). Let $\mathrm{I} \times \mathrm{U}_{x} \times \mathrm{U}_{v}$ be an open set whose closure is a subset of $\Omega$. Any local weak solution $f$ on $\Omega$ as above belongs to $\mathrm{C}\left(\overline{\mathrm{I}} ; \mathrm{L}^{2}\left(\mathrm{U}_{x} \times \mathrm{U}_{v}\right)\right)$.
Proof. Define $\tilde{f}$ on $\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}$ as the zero extension outside of $\Omega$ of $\tilde{f}=f \chi$, where $\chi$ is a smooth cut-off localized in a neighborhood of the closure of $\mathrm{I} \times \mathrm{U}_{x} \times \mathrm{U}_{v}$ contained in $\Omega$. Then $\tilde{f} \in \mathrm{~L}_{t, x}^{2} \mathrm{~W}_{v}^{1,2}$ and satisfies an equation $\left(\partial_{t}+v \cdot \nabla_{x}\right) \tilde{f}=-\mathcal{A} \tilde{f}+\operatorname{div} G+g$ using the canonical extension of $\mathcal{A}$ and $G, g$ are both $\mathrm{L}_{t, x, v}^{2}$ functions. Thus $\tilde{f}$ belongs to the space $\mathcal{F}_{\beta}^{\beta}$ of [4]. Using $\mathcal{F}_{\beta}^{\beta} \subset \mathcal{L}_{\beta}^{\beta}$ and Theorem 1.1 there, we have that $\tilde{f} \in \mathrm{C}_{0}\left(\mathbb{R} ; \mathrm{L}_{x, v}^{2}\right)$. The conclusion follows by restriction.

The following definition introduces quantitative boundedness for local weak solutions.

For a point $z_{0}=\left(t_{0}, x_{0}, v_{0}\right) \in \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}$, and $r>0$, the forward and backward kinetic cylinders centered at $z_{0}$ and of size $r$ are defined by

$$
\begin{aligned}
& Q_{r}\left(z_{0}\right)=\left\{(t, x, v) ; t \in\left(t_{0}-r^{2}, t_{0}\right],\left|v-v_{0}\right|<r,\left|x-x_{0}-\left(t-t_{0}\right) v_{0}\right|<r^{3}\right\} \\
& Q_{r}^{*}\left(z_{0}\right)=\left\{(t, x, v) ; t \in\left[t_{0}, t_{0}+r^{2}\right),\left|v-v_{0}\right|<r,\left|x-x_{0}-\left(t-t_{0}\right) v_{0}\right|<r^{3}\right\}
\end{aligned}
$$

Let $B_{r}\left(x_{0}, v_{0}\right)=\left\{(x, v) ;\left|v-v_{0}\right|<r,\left|x-x_{0}\right|<r^{3}\right\}$.
Definition 4.9 (Local Boundedness property). We say that the operator $\left(\partial_{t}+v\right.$. $\left.\nabla_{x}\right)+\mathcal{A}$, respectively $-\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$, has the local boundedness property if there exists $0<B<\infty$ such that for all $z_{0} \in \mathbb{R}^{2 d+1}$ and $r>0$, any local weak solution to $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=0$, in an open neighborhood of $Q_{2 r}\left(z_{0}\right)$, respectively $-\left(\partial_{t}+v \cdot \nabla_{x}\right) \tilde{f}+\mathcal{A}^{*} \tilde{f}=0$ and $Q_{2 r}^{*}\left(z_{0}\right)$, has local bounds of the form, respectively,

$$
\begin{align*}
& \underset{B_{r}\left(x_{0}, v_{0}\right)}{\operatorname{ess} \sup _{2}}\left|f\left(t_{0}, \cdot\right)\right|^{2} \leq \frac{B^{2}}{r^{4 d+2}} \iiint_{Q_{2 r}\left(z_{0}\right)}|f|^{2} \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v,  \tag{4.9}\\
& \underset{B_{r}\left(x_{0}, v_{0}\right)}{\operatorname{ess} \sup }\left|\tilde{f}\left(t_{0}, \cdot\right)\right|^{2} \leq \frac{B^{2}}{r^{4 d+2}} \iiint_{Q_{2 r}^{*}\left(z_{0}\right)}|\tilde{f}|^{2} \mathrm{~d} t \mathrm{~d} x \mathrm{~d} v . \tag{4.10}
\end{align*}
$$

Remark 4.10. The condition is scale invariant: For a point $z_{0}=\left(t_{0}, x_{0}, v_{0}\right) \in$ $\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}$, let $\mathcal{T}_{z_{0}}$ be the transformation

$$
\mathcal{T}_{z_{0}}(t, x, v)=\left(t_{0}+t, x_{0}+x+t v_{0}, v_{0}+v\right)
$$

and for $r>0, \delta_{r}(t, x, v)=\left(r^{2} t, r^{3} x, r v\right)$. Then $Q_{r}\left(z_{0}\right)=\mathcal{T}_{z_{0}}\left(\delta_{r}\left(Q_{1}(0,0,0)\right)\right)$.
Remark 4.11. Note that these conditions are usually presented by taking suprema on $Q_{r}\left(z_{0}\right), Q_{r}^{*}\left(z_{0}\right)$ respectively, which means that one needs to know that local weak solutions have pointwise values. Our weaker formulation where we take the essential supremum only on the "top" and "bottom" of $Q_{r}\left(z_{0}\right)$ and $Q_{r}^{*}\left(z_{0}\right)$ respectively suffices.

### 4.4. Gaussian upper bound and scaled $\mathrm{L}^{2}-\mathrm{L}^{\infty}$ Moser estimates.

Theorem 4.12 (Pointwise Gaussian upper bound for the fundamental solution). Assume the conditions of Theorem 4.1 and that $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ and $-\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$ have the local boundedness property (4.9) and (4.10).

Then, for all $t>s$, the fundamental solution operator $\Gamma(t, s)$ has an integral kernel $\Gamma(t, x, v, s, y, w)$, called generalized fundamental solution, in the sense that for all $\psi \in \mathrm{L}_{x, v}^{2}$, for almost every $(x, v) \in \mathbb{R}^{2 d}$,

$$
\begin{equation*}
(\Gamma(t, s) \psi)(x, v)=\iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) \psi(y, w) \mathrm{d} y \mathrm{~d} w \tag{4.11}
\end{equation*}
$$

with pointwise kinetic Gaussian upper bound for almost every $(x, v, y, w) \in \mathbb{R}^{4 d}$,

$$
\begin{equation*}
|\Gamma(t, x, v, s, y, w)| \leq \frac{C_{d, \lambda, \Lambda} B^{2}}{(t-s)^{2 d}} \mathrm{e}^{-c_{\lambda, \Lambda}\left(\frac{|x-y-(t-s) w|^{2}}{(t-s)^{3}}+\frac{|v-w|^{2}}{t-s}\right)}, \tag{4.12}
\end{equation*}
$$

with $c_{\lambda, \Lambda}>0$.
Proof. Let us introduce the quantity

$$
\theta(h, a)=\left\|\nabla_{v} h\right\|_{\infty} a^{1 / 2}+4\left\|\nabla_{x} h\right\|_{\infty} a^{3 / 2},
$$

when $a>0$ and $h$ is a function on $\mathbb{R}^{2 d}$.
Under the hypotheses of Theorem 4.1 we have proved (4.3), which implies that for all $t>s, \psi \in \mathrm{~L}_{x, v}^{2}$ and real, Lipschitz and bounded function $h$ on $\mathbb{R}^{2 d}$,

$$
\left\|f_{h}(t)\right\|_{\mathrm{L}_{x, v}^{2}} \leq \mathrm{e}^{\kappa \theta(h, t-s)^{2}}\|\psi\|_{\mathrm{L}_{x, v}^{2}} .
$$

where $\kappa=\frac{2 \Lambda^{2}}{\lambda}$, with $f_{h}(t)=\mathrm{e}^{h_{t-s}} \Gamma(t, s)\left(\mathrm{e}^{-h} \psi\right)$.
Step 1: We may apply (4.9) to $f(t)=\Gamma(t, s)\left(\mathrm{e}^{-h} \psi\right)$ and obtain for $0<t-s$ and $(x, v) \in \mathbb{R}^{2 d}$ that for almost every $\left(x^{\prime}, v^{\prime}\right) \in B_{\sqrt{t-s} / 4}(x, v)$,

$$
\left|f\left(t, x^{\prime}, v^{\prime}\right)\right|^{2} \leq \frac{2^{2+4 d} B^{2}}{(t-s)^{1+2 d}} \iiint_{Q_{\sqrt{t-s} / 2}(t, x, v)}|f(\tau, y, w)|^{2} \mathrm{~d} y \mathrm{~d} w \mathrm{~d} \tau
$$

Thus,

$$
\left|f_{h}\left(t, x^{\prime}, v^{\prime}\right)\right|^{2} \leq \frac{2^{2+4 d} B^{2}}{(t-s)^{1+2 d}} \iiint_{Q_{\sqrt{t-s} / 2}(t, x, v)} \mathrm{e}^{2 h_{t-s}\left(x^{\prime}, v^{\prime}\right)-2 h_{\tau-s}(y, w)}\left|f_{h}(\tau, y, w)\right|^{2} \mathrm{~d} y \mathrm{~d} w \mathrm{~d} \tau
$$

Using the Lipschitz bounds for $h$,

$$
\begin{aligned}
& h_{t-s}\left(x^{\prime}, v^{\prime}\right)-h_{\tau-s}(y, w)=h\left(x^{\prime}-(t-s) v^{\prime}, v^{\prime}\right)-h(y-(\tau-s) w, w) \\
& \quad \leq\left\|\nabla_{v} h\right\|_{\infty}\left|v^{\prime}-w\right|+\left\|\nabla_{x} h\right\|_{\infty}\left|x^{\prime}-(t-s) v^{\prime}-(y-(\tau-s) w)\right| .
\end{aligned}
$$

Using $\left(x^{\prime}, v^{\prime}\right) \in B_{\sqrt{t-s} / 4}(x, v)$ and $(\tau, y, w) \in Q_{\sqrt{t-s} / 2}(t, x, v)$,

$$
\begin{aligned}
\mid x^{\prime}-(t-s) v^{\prime} & -(y-(\tau-s) w) \mid \\
& \leq\left|x^{\prime}-x\right|+|y-x-(\tau-t) v|+\left|-(t-s) v^{\prime}-(\tau-t) v+(\tau-s) w\right| \\
& \leq\left|x^{\prime}-x\right|+|y-x-(\tau-t) v|+\left|(t-s)\left(v-v^{\prime}\right)\right|+|(\tau-s)(w-v)| \\
& \leq 2(t-s)^{3 / 2},
\end{aligned}
$$

and we obtain

$$
2 h_{t-s}\left(x^{\prime}, v^{\prime}\right)-2 h_{\tau-s}(y, w) \leq \theta(h, t-s) .
$$

Thus,

$$
\left|f_{h}\left(t, x^{\prime}, v^{\prime}\right)\right|^{2} \leq \frac{2^{2+4 d} B^{2} \mathrm{e}^{\theta(h, t-s)}}{(t-s)^{1+2 d}} \iiint_{Q_{\sqrt{t-s} / 2}(t, x, v)}\left|f_{h}(\tau, y, w)\right|^{2} \mathrm{~d} y \mathrm{~d} w \mathrm{~d} \tau
$$

For the last integral, we use our $\mathrm{L}^{2}$ estimate:

$$
\begin{aligned}
\iiint_{Q_{\sqrt{t-s} / 2}(t, x, v)}\left|f_{h}(\tau, y, w)\right|^{2} \mathrm{~d} y \mathrm{~d} w \mathrm{~d} \tau & \leq \int_{\frac{t+s}{2}}^{t}\left\|f_{h}(\tau)\right\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} \tau \\
& \leq \int_{\frac{t+s}{2}}^{t} \mathrm{e}^{2 \kappa \theta(h, \tau-s)^{2}}\|\psi\|_{\mathrm{L}_{x, v}^{2}}^{2} \mathrm{~d} \tau \\
& \leq \frac{t-s}{2} \mathrm{e}^{2 \kappa \theta(h, t-s)^{2}}\|\psi\|_{\mathrm{L}_{x, v}^{2}}^{2}
\end{aligned}
$$

As $(x, v)$ was an arbitrary point in $\mathbb{R}^{2 d}$ and $\left(x^{\prime}, v^{\prime}\right)$ almost every point in $B_{\sqrt{t-s} / 4}(x, v)$, we have obtained

$$
\left\|f_{h}(t)\right\|_{L_{x, v}^{\infty}}^{2} \leq \frac{2^{3+4 d} B^{2} \mathrm{e}^{\theta(h, t-s)+2 \kappa \theta(h, t-s)^{2}}}{(t-s)^{2 d}}\|\psi\|_{\mathrm{L}_{x, v}^{2}}^{2} .
$$

Note that $\psi$ is arbitrary, so this amounts to an $\mathrm{L}^{2}-\mathrm{L}^{\infty}$ estimate for the operator $\mathrm{e}^{h_{t-s}} \Gamma(t, s) \mathrm{e}^{-h}, t>s$.

Step 2: For the backward equation, with the same argument we obtain the same inequality for the operator $\mathrm{e}^{h_{s-t}} \widetilde{\Gamma}(s, t) \mathrm{e}^{-h}, s<t$ (here $t$ is fixed and $s$ varies). As $\widetilde{\Gamma}(s, t)=\Gamma(t, s)^{*}$, see Proposition 3.2, by duality and changing $h$ to $-h$, this implies an $\mathrm{L}^{1}-\mathrm{L}^{2}$ estimate for the operator $\mathrm{e}^{h} \Gamma(t, s) \mathrm{e}^{-h_{s-t}}$ with the same bound (More precisely, this operator originally defined $L^{1} \cap L^{2}$ extends continuously to $L^{1}$ into $L^{2}$.)

Step 3: Now we use the Chapman-Kolmogorov relation with $r=\frac{t+s}{2}$, see Proposition 3.2. We shall use several times that $t-r=r-s=\frac{t-s}{2}$. First,

$$
\begin{aligned}
\mathrm{e}^{h_{t-r}} \Gamma(t, s) \mathrm{e}^{-h_{r-t}} & =\mathrm{e}^{h_{t-r}} \Gamma(t, r) \Gamma(r, s) \mathrm{e}^{-h_{r-t}} \\
& =\mathrm{e}^{h_{t-r}} \Gamma(t, r) \mathrm{e}^{-h} \mathrm{e}^{h} \Gamma(r, s) \mathrm{e}^{-h_{s-r}} .
\end{aligned}
$$

Thus we obtain an $\mathrm{L}^{1}-\mathrm{L}^{\infty}$ operator bound for $\mathrm{e}^{h_{t-r}} \Gamma(t, s) \mathrm{e}^{-h_{s-r}}$ with norm bounded by

$$
\frac{2^{3+4 d} B^{2} \mathrm{e}^{\theta(h, t-r)+2 \kappa \theta(h, t-r)^{2}}}{(t-r)^{2 d}}=\frac{2^{3+6 d} B^{2} \mathrm{e}^{\theta(h, t-r)+2 \kappa \theta(h, t-r)^{2}}}{(t-s)^{2 d}} .
$$

By the Dunford-Pettis theorem (see [2, Theorem 1.3]), this amounts to the fact that for all $t>s, \mathrm{e}^{h_{t-r}} \Gamma(t, s) \mathrm{e}^{-h_{s-r}}$ is an integral operator with measurable kernel having $\mathrm{L}^{\infty}$ norm equal to the $\mathrm{L}^{1}-\mathrm{L}^{\infty}$ operator norm. We have shown that for all $t>s$, $\Gamma(t, s)$ has a measurable kernel, that we denote $\Gamma(t, x, v, s, y, w):=\Gamma(t, s)(x, v, y, w)$, having an almost everywhere bound

$$
\begin{equation*}
|\Gamma(t, x, v, s, y, w)| \leq \mathrm{e}^{h_{s-r}(y, w)-h_{t-r}(x, v)} \frac{2^{3+6 d} B^{2} \mathrm{e}^{\theta(h, t-r)+2 \kappa \theta(h, t-r)^{2}}}{(t-s)^{2 d}}=: \frac{2^{3+6 d} B^{2} \mathrm{e}^{L}}{(t-s)^{2 d}} \tag{4.13}
\end{equation*}
$$

and (4.11) holds for $\psi \in \mathrm{L}_{x, v}^{1} \cap \mathrm{~L}_{x, v}^{2}$. Recall that $h$ is an arbitrary, real, bounded and Lipschitz function. Taking $h=0$ already gives us the on-diagonal pointwise bound

$$
\begin{equation*}
|\Gamma(t, x, v, s, y, w)| \leq \frac{2^{3+6 d} B^{2}}{(t-s)^{2 d}} \tag{4.14}
\end{equation*}
$$

Step 4: The final step is to obtain the pointwise Gaussian bound (4.12), which will allow us to obtain (4.11) for all $\psi \in \mathrm{L}_{x, v}^{2}$ as such a bound is integrable with respect to $(y, w)$. Note that $L$ in (4.13) depends on $h$ and all variables $(t, x, v, s, y, w)$. We fix $t>s$ and variables $(x, v, y, w)$ for which the above estimate (4.13) holds, and select $h$ depending on them to minimize $L$ in the exponential factor $\mathrm{e}^{L}$.

For $0<\delta, N<\infty$ appropriate, we let $h$ be the positive function defined by
$h\left(x^{\prime}, v^{\prime}\right)^{2}=\min \left(\delta^{2}\left(\frac{\left|x^{\prime}-y-(t-r)\left(2 w-v^{\prime}\right)\right|^{2}}{(t-s)^{2}}+\left|v^{\prime}-w\right|^{2}\right), N^{2}\right), \quad\left(x^{\prime}, v^{\prime}\right) \in \mathbb{R}^{2 d}$.
We see that $h$ is bounded, and Lipschitz with $\left\|\nabla_{x^{\prime}} h\right\|_{\infty} \leq \frac{\delta}{t-s}$ and $\left\|\nabla_{v^{\prime}} h\right\|_{\infty} \leq \frac{3 \delta}{2}$. Moreover,

$$
h_{s-r}(y, w)=h(y-(s-r) w, w)=h(y+(t-r) w, w)=0
$$

and with $E=\{(x, v)\}$ and $F=\{(y, w)\}$,

$$
h_{t-r}(x, v)=h(x-(t-r) v, v)=\delta \rho_{t-s}(E, F)
$$

provided $N$ is larger than this last quantity. Moreover,

$$
\theta(h, t-r) \leq \frac{3 \delta}{2 \sqrt{2}}(t-s)^{1 / 2}+\frac{4 \delta}{t-s}|t-r|^{3 / 2} \leq 2 \sqrt{2} \delta(t-s)^{1 / 2} .
$$

Now we choose

$$
\delta=\frac{\rho_{t-s}(E, F)}{32 \kappa(t-s)}
$$

Then, a simple calculation shows that

$$
L \leq-\frac{\rho_{t-s}(E, F)^{2}}{64 \kappa(t-s)}+\frac{\sqrt{2} \rho_{t-s}(E, F)}{16 \kappa(t-s)^{1 / 2}}
$$

Either $\frac{4 \sqrt{2} \rho_{t-s}(E, F)}{(t-s)^{1 / 2}} \leq 1$, in which case $L \leq \frac{1}{64 \kappa}-\frac{\rho_{t-s}(E, F)^{2}}{64 \kappa(t-s)}$, or $\frac{4 \sqrt{2} \rho_{t-s}(E, F)}{(t-s)^{1 / 2}} \geq 1$, in which case $L \leq-\frac{\rho_{t-s}(E, F)^{2}}{128 \kappa(t-s)}$. In any case,

$$
L \leq \frac{1}{64 \kappa}-\frac{\rho_{t-s}(E, F)^{2}}{128 \kappa(t-s)}
$$

Theorem 4.13 (Pointwise upper bound implies local boundedness property). A converse to Theorem 4.12 holds, that is, having a pointwise upper bound (4.12) implies the local boundedness properties (4.9) and (4.10).
Proof. It is a mere adaptation of the argument in [10, Theorem 1.2] using localization, size and local energy (Caccioppoli, see Lemma 4.7) estimates, while Duhamel's formula is justified by Theorem 3.6. We skip details.

Theorem 4.14 (Properties of the generalized fundamental solution). Under the assumptions of Theorem 4.12, let $\Gamma(t, x, v, s, y, w)$ be the generalized fundamental solution of $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ and $\widetilde{\Gamma}(s, y, w, t, x, w)$ the one of $-\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}^{*}$. Then,
(i) For all $s<r<t$ and almost every $\left(x_{1}, v_{1}, x_{2}, v_{2}\right)$,

$$
\Gamma\left(t, x_{1}, v_{1}, s, x_{2}, v_{2}\right)=\iint_{\mathbb{R}^{2 d}} \Gamma\left(t, x_{1}, v_{1}, r, y, w\right) \Gamma\left(r, y, w, s, x_{2}, v_{2}\right) \mathrm{d} y \mathrm{~d} w
$$

(ii) For all $s<t$, one has for almost every $(x, v, y, w)$,

$$
\widetilde{\Gamma}(s, y, w, t, x, w)=\overline{\Gamma(t, x, v, s, y, w)}
$$

(iii) For all $s<t$ and almost every $(x, v)$,

$$
\iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) \mathrm{d} y \mathrm{~d} w=1=\iint_{\mathbb{R}^{2 d}} \Gamma(t, y, w, s, x, v) \mathrm{d} y \mathrm{~d} w .
$$

(iv) If $\psi$ is continuous and bounded then for almost every $(x, v)$,

$$
\lim _{t \rightarrow s^{+}} \iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) \psi(y, w) \mathrm{d} y \mathrm{~d} w=\psi(x, v) .
$$

Proof. Item (i) is a consequence of the Chapman-Kolmogorov relation in Proposition 3.2, (4.11) and Fubini's theorem using integrability from (4.12).

Item (ii) follows from the adjoint relation in Proposition 3.2 and (4.12).
Item (iii) follows from Theorem 4.5, (4.11), (4.12) and item (ii).
For item (iv), using points where the upper estimate holds and item (iii), it follows from a bound of the type

$$
\begin{aligned}
& \left|\iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) \psi(y, w) \mathrm{d} y \mathrm{~d} w-\psi(x, v)\right| \\
& \quad \leq C \sup _{B_{r}(x, v)}|\psi(y, w)-\psi(x, v)|+h\left(r /(t-s)^{1 / 2}, v /(t-s)^{1 / 2}\right)\|\psi\|_{\infty},
\end{aligned}
$$

where $B_{r}(x, v)$ are the balls introduced before Definition 4.9, $h:(0, \infty) \times \mathbb{R}^{d} \rightarrow(0, \infty)$ is a function that tends to 0 at $\infty$ and

$$
C=\sup _{t>s}^{\operatorname{ess}} \underset{x, v}{ } \iint_{\mathbb{R}^{2 d}}|\Gamma(t, x, v, s, y, w)| \mathrm{d} y \mathrm{~d} w .
$$

Details are easy and left to the reader.
Theorem 4.15 (Generalized fundamental solution for real coefficients). If $\mathbf{A}$ in (4.1) has real, measurable, coefficients, then the operator $\left(\partial_{t}+v \cdot \nabla_{x}\right)+\mathcal{A}$ has a generalized fundamental solution $\Gamma(t, x, v, s, y, w), t>s,(x, v, y, w) \in \mathbb{R}^{4 d}$ satisfying (4.12), in the sense that for any $\psi \in \mathrm{L}_{x, v}^{2}$, the weak solution $f$ in the class specified in Section 2 to the kinetic Cauchy problem $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=0$ with initial data $\psi$ at time $s$ is represented for all $t>s$ and almost every $(x, v) \in \mathbb{R}^{2 d}$ by

$$
\begin{equation*}
f(t, x, v)=\iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) \psi(y, w) \mathrm{d} y \mathrm{~d} w . \tag{4.15}
\end{equation*}
$$

The function $\Gamma$ is the unique locally integrable function for which (4.15) holds for all $\psi \in \mathcal{D}\left(\mathbb{R}^{2 d}\right)$ and all $t>s$ and almost every $(x, v)$. Moreover, it satisfies the properties of Theorem 4.14, and for all $S \in \mathcal{D}\left(\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}\right)$,

$$
\begin{equation*}
(t, x, v) \mapsto \int_{-\infty}^{t} \iint_{\mathbb{R}^{2 d}} \Gamma(t, x, v, s, y, w) S(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s \tag{4.16}
\end{equation*}
$$

agrees with the weak solution $\mathcal{K}_{\mathcal{A}} S$ to $\left(\partial_{t}+v \cdot \nabla_{x}\right) f+\mathcal{A} f=S$ on $\mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d}$.
Proof. Applying the Moser estimates from [7] for weak solutions gives us the conclusions of Theorem 4.12 and Theorem 4.14. Strictly speaking, [7] also assumes that the matrix $\mathbf{A}$ is symmetric but examination of the proof shows it is not necessary. Uniqueness with (4.15) follows from $f(t)=\Gamma(t, s) \psi$ proved in Theorem 3.6 (putting the initial time at $s$ ). Thus $\Gamma(t, x, v, s, y, w)$ must be the Schwartz kernel of $\Gamma(t, s)$. As for (4.16), this also follows from Theorem 3.6 or its version on $\mathbb{R}$ in Proposition 3.11.

Remark 4.16. We could have added lower-order terms with bounded coefficients to $\mathcal{A}$. The methods of proofs for the $\mathrm{L}^{2}$ decay and the pointwise decay adapt. Moser's estimates need only to be considered on small scales $\left(r<r_{0}\right)$ and the estimates come with an extra factor $\mathrm{e}^{\omega(t-s)}$. Except for the conservation property (iii) in Theorem 4.14 which could be lost from having lower order coefficients, the conclusions of Theorem 4.15 hold with a modification to (4.16): either we assume $S$ has support in $(0, T)$ and this is the weak solution to the Cauchy problem on $(0, T)$ with zero initial data, or we multiply $\Gamma$ by $e^{-c(t-s)}, c>c_{0}$, in the integrand and this is $\mathcal{K}_{\mathcal{A}+c} S$.

Remark 4.17. The methods of Section 4 apply to systems of equations, too, under ellipticity in the form of (4.1). The generalized fundamental solution is then matrixvalued and complex conjugation in property (ii) of Theorem 4.14 should be replaced by matrix adjunction.
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