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#### Abstract

We prove an ergodic theorem for Markov chains indexed by the Ulam-Harris-Neveu tree over large subsets with arbitrary shape under two assumptions: with high probability, two vertices in the large subset are far from each other and have their common ancestor close to the root. The assumption on the common ancestor can be replaced by some regularity assumption on the Markov transition kernel. We verify that those assumptions are satisfied for some usual trees. Finally, with Markov-Chain Monte-Carlo considerations in mind, we prove when the underlying Markov chain is stationary and reversible that the Markov chain, that is the line graph, yields minimal variance for the empirical average estimator among trees with a given number of nodes.
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## 1 Introduction

Branching Markov processes, which are a generalization of Markov chains to trees, are useful to describe the evolution and growth of a population. Limit theorems, such as the law of large numbers (sometimes also called ergodic theorem in markovian contexts), are important tools to study properties of a population such as the distribution of traits. The law of large numbers for branching Markov processes has been studied with both discrete and general values [4, 5]. To study cellular aging, a more general version of the strong law of large numbers for a wider class of test functions and for non-independent daughter cells was proved in [9], see also [8] for an extension to bounded degree Bienaymé-Galton-Watson trees and [7] for an extension to timevarying environnement and trait-dependent offspring distribution. In this article, we present an ergodic theorem for a wide class of test functions as in [9], and for branching Markov processes where reproduction is independent from individual traits but where the genealogical tree of the population can have an arbitrary shape.

A branching Markov process $X=\left(X_{u}, u \in T\right)$ with values in a metric space $\mathcal{X}$ is a random process indexed by a rooted tree $T$ with the Markov property: sibling nodes take independent and identically distributed values that depend only on the value of their parent node. Without loss of generality, we may choose $T$ to be the rooted Ulam-Harris-Neveu tree $\mathbb{T}^{\infty}=\cup_{n \in \mathbb{N}}\left(\mathbb{N}^{*}\right)^{n}$. See Definition 2.1 below for a complete formal definition.

[^0]For simplicity, in this introduction we restrict ourselves to the case where the transition kernel $Q$ of the branching Markov process $X$ is ergodic (resp. uniformly ergodic), that is for any continuous bounded function $f$ on $\mathcal{X}$, we have for all $x \in \mathcal{X}$ that $\lim _{n \rightarrow \infty}\left|Q^{n} f(x)-\langle\mu, f\rangle\right|=0$ (resp. $\lim _{n \rightarrow \infty} \sup _{x \in \mathcal{X}}\left|Q^{n} f(x)-\langle\mu, f\rangle\right|=0$ ) where $\mu$ is the unique invariant measure of $Q$.

For a finite (non-empty) subset $A \subset \mathbb{T}^{\infty}$ and some function $f$ on $\mathcal{X}$, we define the normalized empirical average:

$$
\bar{M}_{A}(f)=|A|^{-1} \sum_{u \in A} f\left(X_{u}\right) .
$$

Our goal is to study the asymptotic behavior of the normalized empirical average when the averages are performed on a sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ of finite subsets of $\mathbb{T}^{\infty}$ whose size goes to infinity. For instance, the averaging set $A_{n}$ can be the $n$-th generation $G_{n}$ of a tree $T$, or $T_{n}$ the tree $T$ up to generation $n$.

To this end, we need some geometrical assumption on the sequence of finite subsets $\left(A_{n}\right)_{n \in \mathbb{N}}$, which states that vertices are far away from each other with high probability.
Assumption 1 (Geometrical). Let $A_{n} \subset \mathbb{T}^{\infty}$ for $n \in \mathbb{N}$ be finite (non-empty) subsets, and let $U_{n}$ and $V_{n}$ be independent and uniformly distributed over $A_{n}$. Denoting by d the graph distance on $\mathbb{T}^{\infty}$, for all $k \in \mathbb{N}$, we have:

$$
\mathbb{P}\left(d\left(U_{n}, V_{n}\right) \leq k\right)=\left|A_{n}\right|^{-2} \sum_{u, v \in A_{n}} \mathbb{1}_{\{d(u, v) \leq k\}} \underset{n \rightarrow \infty}{\longrightarrow} 0 .
$$

Let us stress that Assumption 1 implies that $\lim _{n \rightarrow \infty}\left|A_{n}\right|=\infty$.
We either need to assume that $Q$ is uniformly ergodic, or that $Q$ is ergodic and the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies the following condition stating that the last common ancestor of two vertices is near the root with high probability. Denote by $h(u)$ the height of a vertex $u$ and by $u \wedge v$ the common ancestor of two vertices $u$ and $v$ (see Section 2.1).

Assumption 2 (Ancestral). For all $n \in \mathbb{N}$, let $U_{n}$ and $V_{n}$ be independent and uniformly distributed over $A_{n}$.

The sequence of random variables $\left(h\left(U_{n} \wedge V_{n}\right)\right)_{n \in \mathbb{N}}$ is tight, that is, for every $\varepsilon>0$, there exists $k \in \mathbb{N}$ such that $\mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right)>k\right)<\varepsilon$ for $n$ large enough.

Note that Assumptions 1 and 2 are similar to Assumptions 2.(b) and 2.(a), respectively, considered in [7] in the case where $A_{n}$ is the $n$-th generation of the tree.

Remark 1.1 (Some sufficient conditions for Assumptions 1 and 2, see Section 3). Assumption 1 is always satisfied for Cayley and Bethe trees and for bounded degree trees (see Lemma 3.1). Assumptions 1 and 2 are satisfied for spherically symmetric trees when $A_{n}=G_{n}$ (see Lemma 3.4). In Lemma 3.5, we prove that Assumptions 1 and 2 are satisfied for super-critical Bienaymé-Galton-Watson trees conditioned on non-extinction when $A_{n}=G_{n}$ or $T_{n}$.

We can now formulate the ergodic theorem for branching Markov processes on trees with arbitrary shape. In Section 2, we prove Theorem 2.2, a more general version of this theorem.
Theorem 1.2 (Ergodic theorem for Markov processes on trees with arbitrary shape). Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$ that satisfies Assumption 1. Let $X$ be a branching Markov process indexed by $\mathbb{T}^{\infty}$ with values in $\mathcal{X}$ whose transition kernel $Q$ is ergodic. Assume that either $Q$ is uniformly ergodic or that $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 2. Then, for every continuous bounded function $f$ on $\mathcal{X}$, we have:

$$
\bar{M}_{A_{n}}(f)=\left|A_{n}\right|^{-1} \sum_{u \in A_{n}} f\left(X_{u}\right) \underset{n \rightarrow \infty}{\stackrel{L^{2}}{\longrightarrow}}\langle\mu, f\rangle .
$$

Remark 1.3. We discuss the main difference between Theorem 1.2 and the law of large numbers for branching Markov process found in [9]. The results in [9] apply to Markov processes where daughter nodes can have non-independent distributions when conditioning on their mother, whereas in our case they must be independent. In exchange, our results allow for more flexibility on the shape of the population's genealogical tree: for instance more flexibility on the number of children of each node (including Bienaymé-Galton-Watson trees with unbounded degree), or even allowing the number of children of a node to grow over time (e.g. the degree of the root can increase as $\log n$, i.e. slow condensation). Moreover, in our results, the empirical average can be performed on a wide variety of subsets of the tree, and not only to the $n$-th generation.

Lastly, motivated by Markov-Chain Monte-Carlo considerations, we study in Section 4 the variance of the empirical average estimator $\bar{M}_{A}(f)$ and its dependence on the shape of $A$. We perform exact variance computation in the case where the transition kernel $Q$ induces a selfadjoint compact operator on $L^{2}(\mu)$, which proves the following proposition about non-asymptotic variance comparison.

Proposition 1.4 (The line graph has minimal variance). Let $\mu$ be an invariant measure for $Q$, and assume that the transition kernel $Q$ induces a self-adjoint compact operator on $L^{2}(\mu)$. Let $X$ be a branching Markov process on $\mathbb{T}^{\infty}$ with transition kernel $Q$ and initial distribution $\nu$. Let $f$ be a non-constant function in $L^{2}(\mu)$.

When $\nu=\mu$, we have that $\mathbb{E}\left[\bar{M}_{A}(f)\right]=\langle\mu, f\rangle$ for any finite subset $A \subset \mathbb{T}^{\infty}$, and thus the empirical average estimator has no bias. Moreover, the minimum of the map $A \mapsto \operatorname{Var}\left(\bar{M}_{A}(f)\right)$ among subtrees of $\mathbb{T}^{\infty}$ with a given cardinal $n$ is achieved by the line graph tree (i.e. the Markov chain).

Furthermore, when $n \geq 5$, the line graph is the only subtree of size $n$ achieving this minimum if and only if $f \notin \operatorname{Ker}(Q) \oplus \operatorname{Ker}(Q-I) \oplus \operatorname{Ker}(Q+I)$.

Remark that as $Q$ is a Markov kernel, its spectrum as an $L^{2}(\mu)$-operator is a subset of $[-1,1]$. Note that when $f \in \operatorname{Ker}(Q) \oplus \operatorname{Ker}(Q-I)$, then the value of $\operatorname{Var}\left(\bar{M}_{T}(f)\right)$ does not depend on the shape of the tree $T$. Also note that when $f \in \operatorname{Ker}(Q+I)$, then the value of $\operatorname{Var}\left(\bar{M}_{T}(f)\right)$ is minimal among subtrees of size $n$ when $T$ has a balanced bipartite 2 -coloring, and for $n \geq 5$, the line graph is not the only tree with a balance bipartite 2-coloring.

Hence, if we want to approximate $\langle\mu, f\rangle$, using a branching Markov chain does not improve the rate of convergence compared to a standard Markov chain.

## 2 Main theorem

### 2.1 Notations

Let $\mathbb{T}^{\infty}=\cup_{n \in \mathbb{N}}\left(\mathbb{N}^{*}\right)^{n}$ denote the Ulam-Harris-Neveu tree, and denote by $\partial$ its root, that is the empty word.

Let $u \in \mathbb{T}^{\infty}$ be a vertex. If $u$ is distinct from the root, we denote by $\mathrm{p}(u)$ its parent vertex. We denote by $h(u)$ its height, i.e. the number of edges separating $u$ from the root $\partial$. (The height of the root $\partial$ is zero.) For two vertices $u, v \in \mathbb{T}^{\infty}$, we denote by $u \wedge v$ the latest common ancestor of $u$ and $v$, and by $d(u, v)$ the graph-distance between $u$ and $v$ in $\mathbb{T}^{\infty}$, that is $d(u, v)=h(u)+h(v)-2 h(u \wedge v)$.

Let $X=\left(X_{u}, u \in \mathbb{T}^{\infty}\right)$ be a stochastic process with values in a metric space $\mathcal{X}$.

Definition 2.1 (Markov process). The stochastic process $X$ is called a (branching) Markov process with transition kernel $Q$ and initial distribution $\nu$ if for any finite subtree $T \subset \mathbb{T}^{\infty}$ with $\partial \in T$, we have:

$$
\mathbb{P}\left(X_{u} \in \mathrm{~d} x_{u}, u \in T\right)=\nu\left(\mathrm{d} x_{\partial}\right) \Pi_{u \in T \backslash\{\partial\}} Q\left(x_{\mathrm{p}(u)} ; \mathrm{d} x_{u}\right) .
$$

We denote by $\nu Q^{n}$ the distribution of a vertex in the $n$-th generation. For a (Borel) function $f$, define the function $Q f: x \in \mathcal{X} \mapsto \int f(y) Q(x ; \mathrm{d} y)$. For a measure $\mu$ and a Borel function $f$ on $\mathcal{X}$, we denote $\mu f=\langle\mu, f\rangle=\int_{\mathcal{X}} f \mathrm{~d} \mu$. Through the rest of this section, we fix $\nu$ and $Q$.

### 2.2 Statement of the main result

Firstly, we need some assumptions on the Borel function $f$ with which we perform the empirical averages.

Assumption 3 (Boundedness and convergence). Let $f$ be a Borel function on $\mathcal{X}$ such that:
(i) $\sup _{n \in \mathbb{N}} \nu Q^{n}\left(f^{2}\right)<\infty$,
(ii) there exists a constant $c_{f} \in \mathbb{R}$ such that $\lim _{n \rightarrow \infty} \nu Q^{k}\left(\left(Q^{n} f-c_{f}\right)^{2}\right)=0$ for all $k \in \mathbb{N}$.

Note that if $f$ satisfies Assumption 3, then so does $f-c$ for any $c \in \mathbb{R}$, thus we may assume that $c_{f}=0$ when necessary. Also note, using Cauchy-Schwarz and Jensen's inequalities, that Assumption 3-(i) implies that $Q^{n} f, Q^{n} f^{2}$, and $Q^{k}\left(Q^{n} f \times Q^{m} f\right)$ (with $n, m, k \in \mathbb{N}$ ) are welldefined and finite $\nu$-almost everywhere and are $\nu$-integrable.

Remark that when $Q$ is ergodic, then Assumption 3 is satisfied by any continuous bounded function $f$ on $\mathcal{X}$, and we get $c_{f}=\langle\mu, f\rangle$, where $\mu$ is the unique invariant measure of $Q$. Also remark that if $F$ is a subspace of Borel functions on $\mathcal{X}$ that satisfy Assumptions (i)-(vi) in [9], then any function $f \in F$ satisfies Assumption 3 with $c_{f}=\langle\mu, f\rangle$.

For a finite subset $A \subset \mathbb{T}^{\infty}$ and a Borel function $f$, we define the empirical sum $M_{A}(f)=$ $\sum_{u \in A} f\left(X_{u}\right)$ and the empirical average:

$$
\bar{M}_{A}(f)=|A|^{-1} \sum_{u \in A} f\left(X_{u}\right),
$$

where $|A|$ is the cardinal of the set $A$. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$ on which we perform the empirical averages in the ergodic theorem on trees with arbitrary shape. Remind the geometrical Assumptions 1 and 2.

Contrary to the case of the binary tree considered in [9], Assumption 2 is not always satisfied for a sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ of finite subsets of $\mathbb{T}^{\infty}$ with arbitrary shape (e.g. in the case of the line graph, i.e. the Markov chain). Thus, to prove the ergodic theorem for branching Markov chains, as an alternative to the ancestral Assumption 2, we also consider the following conditions on the ergodicity of the transition kernel $Q$.

Assumption 4 (Stronger ergodicity). Assume that any of the following conditions holds:
(i) $\nu=\mu$ is an invariant measure of $Q$.
(ii) There is convergence in total variation $\lim _{n \rightarrow \infty}\left\|\nu Q^{n}-\mu\right\|_{T V}=0$ to some invariant measure $\mu($ for $Q)$, the function $f$ is bounded, and we have $\lim _{n \rightarrow \infty} \mu\left(Q^{n} f-c_{f}\right)^{2}=0$, where $c_{f}$ is the same constant as in Assumption 3-(ii).
(iii) The transition kernel $Q$ satisfies a uniformly ergodic assumption (with $\mu$ as its unique invariant measure): there exists a non-negative Borel function $g$ on $\mathcal{X}$ with $\sup _{k \in \mathbb{N}} \nu Q^{k} g^{2}<$ $\infty$ and a sequence of positive numbers $\left(a_{n}\right)_{n \in \mathbb{N}}$ that converges to zero, such that for all $n \in \mathbb{N}$, we have $\left|Q^{n} f-\langle\mu, f\rangle\right| \leq a_{n} g$.

Remark (using dominated convergence with domination by $g$ ) that Assumption 4-(iii) implies Assumption 3-(ii) with $c_{f}=\langle\mu, f\rangle$. Also remark that when Assumption 3 holds and either Assumption 4-(i) or 4-(ii) holds, then we have $c_{f}=\langle\mu, f\rangle$ in Assumption 3 (indeed, using Jensen's inequality, we have that $\left(\langle\mu, f\rangle-c_{f}\right)^{2}=\lim \sup _{n \rightarrow \infty}\left(\mu Q^{n} f-c_{f}\right)^{2} \leq \lim \sup _{n \rightarrow \infty} \mu\left(Q^{n} f-c_{f}\right)^{2}=$ $0)$.

We can now formulate the ergodic theorem for branching Markov processes on trees with arbitrary shape.

Theorem 2.2 (Ergodic theorem for Markov processes on trees with arbitrary shape). Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$ that satisfies Assumption 1. Let $X$ be a branching Markov process on $\mathbb{T}^{\infty}$ with transition kernel $Q$ and initial distribution $\nu$. Let $f$ be a Borel function on $\mathcal{X}$ that satisfies Assumption 3. Furthermore assume that either Assumption 2 or 4 holds. Then, we have:

$$
\bar{M}_{A_{n}}(f)=\left|A_{n}\right|^{-1} \sum_{u \in A_{n}} f\left(X_{u}\right) \xrightarrow[n \rightarrow \infty]{L^{2}(\nu)} c_{f} .
$$

In particular, when the transition kernel $Q$ is ergodic and $f$ is a continuous bounded function, then remind that Assumption 3 is satisfied and $c_{f}=\langle\mu, f\rangle$, where $\mu$ is the unique invariant measure of $Q$. If furthermore $Q$ is uniformly ergodic, then Assumption 4-(iii) holds. Hence, Theorem 2.2 implies Theorem 1.2.

Proof. Up to replacing $f$ by $f-c_{f}$, assume that $c_{f}=0$. For all $n \in \mathbb{N}$, we have:

$$
\begin{equation*}
\mathbb{E}\left[\bar{M}_{A_{n}}(f)^{2}\right]=\left|A_{n}\right|^{-2} \sum_{u, v \in A_{n}} \mathbb{E}\left[f\left(X_{u}\right) f\left(X_{v}\right)\right] \tag{1}
\end{equation*}
$$

Remark that for $u, v \in \mathbb{T}^{\infty}$, we have:

$$
\begin{equation*}
\mathbb{E}\left[f\left(X_{u}\right) f\left(X_{v}\right)\right]=\nu Q^{h(u \wedge v)}\left(Q^{d(u \wedge v, u)} f \times Q^{d(u \wedge v, v)} f\right) \tag{2}
\end{equation*}
$$

Set $C=\sup _{n \in \mathbb{N}} \nu Q^{n} f^{2}<\infty$ which is finite by Assumption 3-(i). Hence, using CauchySchwarz and Jensen's inequalities, for all $k, \ell, m \in \mathbb{N}$, we have:

$$
\begin{align*}
\left|\nu Q^{k}\left(Q^{\ell} f \times Q^{m} f\right)\right| & \leq\left(\nu Q^{k}\left(Q^{\min (\ell, m)} f\right)^{2} \times \nu Q^{k}\left(Q^{\max (\ell, m)} f\right)^{2}\right)^{1 / 2} \\
& \leq\left(\nu Q^{k+\min (\ell, m)} f^{2} \times \nu Q^{k}\left(Q^{\max (\ell, m)} f\right)^{2}\right)^{1 / 2} \\
& \leq \sqrt{C} \times \sqrt{\nu Q^{k}\left(Q^{\max (\ell, m)} f\right)^{2}} \tag{3}
\end{align*}
$$

Define the distance $\tilde{d}$ on $\mathbb{T}^{\infty}$ as:

$$
\tilde{d}(u, v)=\max (d(u, u \wedge v), d(v, u \wedge v))=\max (h(u), h(v))-h(u \wedge v)
$$

Remark that we have $d / 2 \leq \tilde{d} \leq d$, thus Assumption 1 is equivalent to: for all $k \in \mathbb{N}$, we have $\lim _{n \rightarrow \infty} \mathbb{P}\left(\tilde{d}\left(U_{n}, V_{n}\right) \leq k\right)=0$. Then, as a consequence of (1), (2) and (3), we get:

$$
\begin{aligned}
\mathbb{E}\left[\bar{M}_{A_{n}}(f)^{2}\right] & \leq \sqrt{C} \times\left|A_{n}\right|^{-2} \sum_{u, v \in A_{n}}\left(\nu Q^{h(u \wedge v)}\left(Q^{\tilde{d}(u, v)} f\right)^{2}\right)^{1 / 2} \\
& \leq \sqrt{C} \times\left(\left|A_{n}\right|^{-2} \sum_{u, v \in A_{n}} \nu Q^{h(u \wedge v)}\left(Q^{\tilde{d}(u, v)} f\right)^{2}\right)^{1 / 2}
\end{aligned}
$$

where we used Jensen's inequality in the last inequality. Hence, to conclude the proof it is enough to prove that the following holds:

$$
\begin{equation*}
\mathbb{E}\left[\nu Q^{h\left(U_{n} \wedge V_{n}\right)}\left(Q^{\tilde{d}\left(U_{n}, V_{n}\right)} f\right)^{2}\right]=\left|A_{n}\right|^{-2} \sum_{u, v \in A_{n}} \nu Q^{h(u \wedge v)}\left(Q^{\tilde{d}(u, v)} f\right)^{2} \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{4}
\end{equation*}
$$

As Assumption 2 (resp. Assumption 4) holds, using Lemma 2.3 (resp. Lemma 2.4) below, we get that (4) holds, which concludes the proof.

Remind that from Assumption 3, we know that $\lim _{n \rightarrow \infty} \nu Q^{k}\left(Q^{n} f\right)^{2}=0$ for all $k \in \mathbb{N}$, and that (4) adds some uniformity in $k$. In the next lemma, we check that the ancestral Assumption 2, which allows for small values $h\left(U_{n} \wedge V_{n}\right)$ with high probability, implies (4).

Lemma 2.3. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$ that satisfies Assumption 1. Let $f$ be a function on $\mathcal{X}$ that satisfies Assumption 3. Then, Assumption 2 implies (4).
Proof. Without loss of generality, assume that $c_{f}=0$. Set $C=\sup _{j \in \mathbb{N}} \nu Q^{j} f^{2}<\infty$ which is finite by Assumption 3-(i). Thus, for $k, m \in \mathbb{N}$, using Jensen's inequality, we get:

$$
\begin{equation*}
\nu Q^{k}\left(Q^{m} f\right)^{2} \leq \nu Q^{k+m} f^{2} \leq C<\infty \tag{5}
\end{equation*}
$$

Let $\varepsilon>0$. Using Assumption 2, there exists $K \in \mathbb{N}$ such that for $n \in \mathbb{N}$ large enough, we have $\mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right)>K\right)<\varepsilon$. Using Assumption 3-(ii), let $M \in \mathbb{N}$ be such that for all $m \geq M$ and for all $k \leq K$, we have $\nu Q^{k}\left(Q^{m} f\right)^{2}<\varepsilon$. Using Assumption 1, for $n$ large enough we have $\mathbb{P}\left(\tilde{d}\left(U_{n}, V_{n}\right)<M\right)<\varepsilon$. Hence, using (5), for $n$ large enough we get:

$$
\mathbb{E}\left[\nu Q^{h\left(U_{n} \wedge V_{n}\right)}\left(Q^{\tilde{d}\left(U_{n}, V_{n}\right)} f\right)^{2}\right] \leq 2 C \varepsilon+\max _{k \leq K} \sup _{m \geq M} \nu Q^{k}\left(Q^{m} f\right)^{2}<(1+2 C) \varepsilon
$$

This being true for all $\varepsilon>0$, we get that (4) holds, which concludes the proof.
The following lemma states that the stronger ergodic Assumption 4 implies (4); its proof is similar to the proof of Lemma 2.3 and is left to the reader.
Lemma 2.4. Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$ that satisfies Assumption 1. Let $f$ be a function on $\mathcal{X}$ that satisfies Assumption 3. Then, Assumption 4 implies (4).

## 3 Examples satisfying Assumptions 1 and 2

We now give common examples of trees for which Assumptions 1 and 2 are satisfied.
We denote by $T$ an arbitrary infinite tree rooted at some vertex $\partial$. In this section, all the trees we consider are locally-finite (i.e. all nodes have finite degree). For $n \in \mathbb{N}$, we denote by $G_{n}$ the $n$-th generation of $T$, that is the set of vertices at distance $n$ from the root, and we denote by $T_{n}=\cup_{k=0}^{n} G_{k}$ the tree up to generation $n$. For a vertex $u \in T$, we denote by $T(u)$ the subtree of $T$ rooted at $u$ and composed of all descendants of $u$.

### 3.1 Some simple deterministic trees

Firstly, Assumption 1 is always satisfied on trees with bounded vertex degrees, in particular for Cayley and Bethe trees (that is trees where each non-leaf vertex has out-degree $D$ for some $D \geq 1$; except for the root of a Bethe tree which has out-degree $D+1$ ).

Lemma 3.1 (Bounded degree trees). Let $D \geq 2$, and let $T$ be the infinite rooted complete $D$-ary tree (that is the tree where each vertex has $D$ children). Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite (non-empty) subsets of $T$ such that $\lim _{n \rightarrow \infty}\left|A_{n}\right|=\infty$. Then, the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 1.

Proof. Let $k \in \mathbb{N}$. For every vertex $u \in T$, the ball $B_{T}(u, k)$ of radius $k$ and center $u$ has cardinal upper bounded by $c_{k}=\sum_{j=0}^{k}(D+1)^{j}$. Hence, we have:

$$
\frac{1}{\left|A_{n}\right|^{2}} \sum_{u, v \in A_{n}} \mathbb{1}_{\{d(u, v) \leq k\}}=\frac{1}{\left|A_{n}\right|^{2}} \sum_{u \in A_{n}}\left|B_{T}(u, k)\right| \leq \frac{1}{\left|A_{n}\right|} c_{k}
$$

This implies that Assumption 1 is satisfied.
The following counter-example shows that Assumption 2 is not always satisfied on a bounded degree tree.

Example 3.2. Let $T$ be the infinite tree where each vertex has out-degree $D \geq 2$. Set $A_{n}=$ $T\left(u_{n}\right) \cap G_{2 n}$ the $n$-th descendants of $u_{n}$, where $u_{n}=1 \cdots 1$ ( $n$ times) is the left-most $n$-th descendant of the root. Then, we have $\left|A_{n}\right|=D^{n} \rightarrow_{n \rightarrow \infty} \infty$, and by Lemma 3.1, the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 1. However, we have $\mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq n\right)=1$ for all $n \in \mathbb{N}$, which implies that the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ does not satisfy Assumption 2.

When with high probability, the vertices in $A_{n}$ are far from the root (e.g. when $A_{n}=G_{n}$ ) and have their common ancestor close from the root, then Assumption 1 is satisfied.

Lemma 3.3 ( $A_{n}$ far from the root). Let $\left(A_{n}\right)_{n \in \mathbb{N}}$ be a sequence of finite subsets of $\mathbb{T}^{\infty}$. For every $n \in \mathbb{N}$, let $U_{n}$ and $V_{n}$ be independent and uniformly distributed over $A_{n}$. Assume that for every $k \in \mathbb{N}$, $\lim _{n \rightarrow \infty} \mathbb{P}\left(h\left(U_{n}\right) \leq k\right)=0$ and that Assumption 2 holds. Then, the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 1.

Proof. Remind that $d\left(U_{n}, V_{n}\right)=h\left(U_{n}\right)+h\left(V_{n}\right)-2 h\left(U_{n} \wedge V_{n}\right)$. Thus, for $k \in \mathbb{N}$ we have:

$$
\begin{aligned}
\mathbb{P}\left(d\left(U_{n}, V_{n}\right) \leq 2 k\right) & \leq 2 \mathbb{P}\left(h\left(U_{n}\right)-h\left(U_{n} \wedge V_{n}\right) \leq k\right) \\
& \leq 2 \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right)>k\right)+2 \mathbb{P}\left(h\left(U_{n}\right) \leq 2 k\right),
\end{aligned}
$$

where both terms in the upper bound go to zero as $n \rightarrow \infty$. Hence, the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 1.

We say a tree $T$ is spherically symmetric (sometimes also called a generalized Bethe tree) if for all $n \in \mathbb{N}$, every vertex of height $n$ in $T$ has the the same out-degree $D_{n}$. When we choose $A_{n}=G_{n}$ the $n$-th generation for all $n \in \mathbb{N}$, Assumptions 1 and 2 are always satisfied on spherically symmetric trees.

Lemma 3.4 (Spherically symmetric trees). Let $T$ be an infinite spherically symmetric tree such that $\lim _{n \rightarrow \infty}\left|G_{n}\right|=\infty$. Then, the sequence $\left(G_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumptions 1 and 2.

Proof. Thanks to Lemma 3.3, we only need to prove that Assumption 2 is true. For all $n \in \mathbb{N}$, denote by $D_{n}$ the out-degree for all vertices of height $n$. As $\lim _{n \rightarrow \infty}\left|G_{n}\right|=\infty$, we have that $D_{n}>1$ for infinitely many values of $n$. Let $U_{n}$ and $V_{n}$ be independent random variables uniformly distributed over $G_{n}$. Using the Ulam-Harris-Neveu tree notation, write $U_{n}=U_{(1)} \cdots U_{(n)}$ and $V_{n}=V_{(1)} \cdots V_{(n)}$, where the random variables $U_{(1)}, \ldots, U_{(n)}, V_{(1)}, \ldots, V_{(n)}$ are independent with $U_{(i)}$ and $V_{(i)}$ uniformly distributed over the set $\left\{1, \ldots, D_{i-1}\right\}$. Thus, for all $k \in \mathbb{N}$ and $n \geq k$, as $d\left(U_{n}, V_{n}\right)=2 n-2 h\left(U_{n} \wedge V_{n}\right)$, we have:

$$
\mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k\right)=\mathbb{P}\left(U_{(i)}=V_{(i)}, \forall i \in\{1, \ldots, k\}\right)=\prod_{i=0}^{k-1} \frac{1}{D_{i}}
$$

where the right hand side goes to 0 as $k \rightarrow \infty$. This implies that Assumption 2 is satisfied, and thus concludes the proof.

### 3.2 Super-critical Bienaymé-Galton-Watson trees

To apply the ergodic Theorem 2.2 to a random sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ of subsets of $\mathbb{T}^{\infty}$ (independent of the Markov process indexed by $\mathbb{T}^{\infty}$ ), we need to verify that a.s. the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfy Assumption 1 (and possibly Assumption 2). Note that in this case, Assumptions 1 and 2 should be considered conditionally on $A_{n}$, in particular the random vertices $U_{n}$ and $V_{n}$ are independent and uniformly distributed over $A_{n}$ conditionally on $A_{n}$.

In this subsection, we consider the case where $T$ is a super-critical Bienaymé-Galton-Watson tree whose offspring distribution $\mathcal{P}$ on $\mathbb{N}$ has finite mean $m>1$ and finite second moment, and is conditioned on non-extinction. The following lemma states that a.s. both the sequences $\left(G_{n}\right)_{n \in \mathbb{N}}$ and $\left(T_{n}\right)_{n \in \mathbb{N}}$ satisfy Assumptions 1 and 2.

Lemma 3.5 (Super-critical Bienaymé-Galton-Watson trees). Let T be a super-critical Bienaymé-Galton-Watson tree whose offspring distribution has mean $m>1$ and finite second moment and is conditioned on non-extinction.
(i) Let $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ be a sequence of integers such that $0 \leq \ell_{n} \leq n$ for all $n \in \mathbb{N}$. For every $n \in \mathbb{N}$, let $A_{n}=\cup_{k=\left(n-\ell_{n}\right)_{+}}^{n} G_{k}$ be the subset composed of the last $\ell_{n}+1$ generations of $T_{n}$. Then, the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ a.s. satisfies Assumptions 1 and 2.
(ii) The sequences $\left(G_{n}\right)_{n \in \mathbb{N}}$ and $\left(T_{n}\right)_{n \in \mathbb{N}}$ a.s. satisfies Assumptions 1 and 2.

In the case of a critical Bienaymé-Galton-Watson tree, it is not possible to condition on nonextinction, but taking $A_{n}=G_{n}$ and conditioning on non-extinction at time $n$, [2, Theorem 2.1] suggests that Assumption 1 should be satisfied but not Assumption 2.

The proof of Lemma 3.5-(i) relies on the case where the sequence $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ is bounded. In this case, we prove a stronger version of [3, Theorem 2] where individuals can have zero child and the two random individuals are taken from the last $\ell_{n}+1$ generations instead of only the last generation.

Before proving Lemma 3.5, we need the following lemma stating that the last generations carry most of the weight of $T_{n}$.

Lemma 3.6 (Last generations carry all the weight). Let $T$ be a super-critical Bienaymé-GaltonWatson tree whose offspring distribution has mean $m>1$, and is conditioned on non-extinction. We have:

$$
\begin{equation*}
\forall \ell \in \mathbb{N}, \quad \text { a.s. } \quad \lim _{n \rightarrow \infty} \frac{\left|\cup_{k=(n-\ell)_{+}}^{n} G_{k}\right|}{\left|T_{n}\right|}=1-\frac{1}{m^{\ell+1}} \tag{6}
\end{equation*}
$$

Proof. For all $n \in \mathbb{N}$, we write $Z_{n}=\left|G_{n}\right|$. Using [6, Theorem I.C.12.3], as $T$ is a super-critical Bienaymé-Galton-Watson tree whose offspring distribution $\mathcal{P}$ has a finite mean $m>1$, and is conditioned on non-extinction, we know that there exists a sequence of positive constants $\left(C_{n}\right)_{n \in \mathbb{N}}$ with $\lim _{n \rightarrow \infty} C_{n}=\infty$ and $\lim _{n \rightarrow \infty} C_{n+1} / C_{n}=m$, and such that a.s. $\lim _{n \rightarrow \infty} C_{n}^{-1} Z_{n}=W$ where $W$ is a random variable on $\mathbb{R}_{+}$, and where the event $\{W=0\} \supset\left\{\exists n, Z_{n}=0\right\}$ has zero probability. Hence, we get that a.s. $C_{n}^{-1}\left|\cup_{k=0}^{\ell} G_{n-k}\right|=C_{n}^{-1} \sum_{k=0}^{\ell} Z_{n-k}$ converges to $W \sum_{k=0}^{\ell} m^{-k}$ as $n$ goes to infinity. Writing $S_{n}=\sum_{k=0}^{n} C_{n}$, as we know that $C_{n} \sim m C_{n-1}$, we have that $S_{n+1}=S_{n}+C_{n+1}=m S_{n}+o\left(S_{n}\right)$, and thus we get that $C_{n} \sim C_{n+1} / m \sim \frac{m-1}{m} S_{n}$. As $\lim _{n \rightarrow \infty} C_{n}^{-1} \sum_{k=0}^{n} C_{k}=\frac{m}{m-1}$, using Stolz-Cesàro theorem, we get that a.s. $C_{n}^{-1}\left|T_{n}\right|=$ $C_{n}^{-1} \sum_{k=0}^{n} Z_{k}$ converges to $W \frac{m}{m-1}$ as $n$ goes to infinity. Consequently, we get (6).
Proof of Lemma 3.5. Point (ii) is an immediate consequence of Point (i) taking $\ell_{n}=0$ or $n$.
We now prove Point (i). Using Lemma 3.3 with (6), it is enough to prove that the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ a.s. satisfies Assumption 2. Let $U_{n}$ and $V_{n}$ be independent and uniformly distributed over $A_{n}$. For $k \in \mathbb{N}$, remark that $h\left(U_{n} \wedge V_{n}\right) \geq k$ is equivalent to the existence of $u \in G_{k}$ such that $U_{n}, V_{n} \in T(u)$. Note that Assumption 2 for $\left(A_{n}\right)_{n \in \mathbb{N}}$ in the random tree $T$ can be reformulated as:

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid T\right)=\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(\exists u \in G_{k}, U_{n}, V_{n} \in T(u) \mid T\right)=0 \tag{7}
\end{equation*}
$$

We divide the rest of the proof into two cases: we first consider the case when the sequence $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ is bounded, and then the general case.

Case 1: the sequence $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ is bounded. Following [6, Section I.D.12] (and using the survivor/extinct vertices denomination from [1, Section 2.2.3]), the vertices of the supercritical Bienaymé-Galton-Watson tree $T$ conditioned on non-extinction can be partitioned into two categories: survivor vertices, whose descendants do not suffer extinction, and extinct vertices, whose descendants eventually become extinct. The root of $T$ is a survivor vertex due to the conditioning on non-extinction. Denote by $T^{s}$ the subtree of $T$ composed of survivor vertices. From [6, Theorem I.D.12.1], the tree $T^{s}$ is distributed as a super-critical Bienaymé-GaltonWatson tree whose offspring distribution $\mathcal{P}_{0}$ on $\mathbb{N}^{*}$ (hence no extinction) has the same mean $m>1$ as $\mathcal{P}$ and has finite second moment. Also, from [6, Theorem I.D.12.3], we know that if $u \in T$ is an extinct vertex, then its descendant subtree $T(u)$ is distributed as a sub-critical Bienaymé-Galton-Watson tree whose offspring distribution $\mathcal{P}_{1}$ is explicitly known and has finite second moment.

For all $n>\ell$ and $u \in T$, define $Z_{n, \ell, u}=\left|\left(T_{n} \backslash T_{n-\ell-1}\right) \cap T(u)\right|$. Fix some $k \in \mathbb{N}$. Conditionally on $T$, the unique ancestor of $U_{n}$ in $G_{k}$ is $u \in G_{k}$ with probability $Z_{n, \ell_{n}, u} / \sum_{v \in G_{k}} Z_{n, \ell_{n}, v}$. Define $Z_{n}=\left|G_{n}\right|, G_{n}^{s}=G_{n} \cap T^{s}$ and $Z_{n}^{s}=\left|G_{n}^{s}\right|$. Then, we have:

$$
\mathbb{P}\left(\exists u \in G_{k}, U_{n}, V_{n} \in T(u) \mid T\right)=\frac{\sum_{u \in G_{k}} Z_{n, \ell_{n}, u}^{2}}{\left(\sum_{u \in G_{k}} Z_{n, \ell_{n}, u}\right)^{2}}=\frac{\sum_{u \in G_{k}^{s}} Z_{n, \ell_{n}, u}^{2}}{\left(\sum_{u \in G_{k}^{s}} Z_{n, \ell_{n}, u}\right)^{2}}
$$

where the last equality holds a.s. for $n$ large enough as for any extinct vertex $u \in G_{k} \backslash G_{k}^{s}$, we know that a.s. $Z_{n, \ell_{n}, u}=0$ for $n$ large enough (remind that the sequence $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ is bounded).

From [6, Theorems I.B.6.1 and I.B.6.2], as $\mathcal{P}$ has finite second moment, we know that $\lim _{n \rightarrow \infty} m^{-n} Z_{n}=W$ a.s. and in $L^{2}$ where $W$ is a random variable in $\mathbb{R}_{+}^{*}$ with finite second moment. (From [6, Theorem I.B.6.2-(iii)], we know that on the non-extinction event, that is when the root is a survivor vertex, a.s. $W$ is positive.) Then, remark that for all survivor vertices $u \in G_{k}^{s}$, we have that a.s. $\lim _{n \rightarrow \infty} m^{-(n-k)} Z_{n, 0, u}=W_{u}$, where conditionally on $G_{k}^{s}$ the random
variables $\left(W_{u}\right)_{u \in G_{k}^{s}}$ are independent and distributed as $W$ (remind that the root of $T$ is also a survivor vertex). Thus, we get that a.s. for all $\ell \in \mathbb{N}$ and all $u \in G_{k}^{s}, \lim _{n \rightarrow \infty} m^{-(n-k)} Z_{n, \ell, u}=$ $\left(\sum_{j=0}^{\ell} m^{-j}\right) W_{u}$. As the sequence $\left(\ell_{n}\right)_{n \in \mathbb{N}}$ is bounded, this implies that a.s. for all $u \in G_{k}^{s}$, $\lim _{n \rightarrow \infty} m^{-(n-k)}\left(\sum_{j=0}^{\ell_{n}} m^{-j}\right)^{-1} Z_{n, \ell_{n}, u}=W_{u}$. Hence, we get:

$$
\text { a.s. } \frac{\sum_{u \in G_{k}^{s}} Z_{n, \ell, u}^{2}}{\left(\sum_{u \in G_{k}^{s}} Z_{n, \ell, u}\right)^{2}} \underset{n \rightarrow \infty}{\longrightarrow} \frac{\sum_{u \in G_{k}^{s}} W_{u}^{2}}{\left(\sum_{u \in G_{k}^{s}} W_{u}\right)^{2}}
$$

Combining what we got so far, we get:

$$
\begin{equation*}
\text { a.s. } \quad \lim _{n \rightarrow \infty} \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid T\right)=\frac{\sum_{u \in G_{k}^{s}} W_{u}^{2}}{\left(\sum_{u \in G_{k}^{s}} W_{u}\right)^{2}} \tag{8}
\end{equation*}
$$

As the left hand side in (8) is a non-increasing function of $k$, then so is the right hand side in (8). Thus, taking the limit when $k \rightarrow \infty$ and then taking the expectation, we get:

$$
\begin{align*}
\mathbb{E}\left[\lim _{k \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid T\right)\right] & =\mathbb{E}\left[\lim _{k \rightarrow \infty} \frac{\sum_{u \in G_{k}^{s}} W_{u}^{2}}{\left(\sum_{u \in G_{k}^{s}} W_{u}\right)^{2}}\right] \\
& =\lim _{k \rightarrow \infty} \mathbb{E}\left[\frac{\sum_{u \in G_{k}^{s}} W_{u}^{2}}{\left(\sum_{u \in G_{k}^{s}} W_{u}\right)^{2}}\right] \tag{9}
\end{align*}
$$

where we used the dominated convergence theorem in the last inequality.
Let $\left(W_{n}\right)_{n \in \mathbb{N}}$ be a sequence of independent random variables distributed as $W$. For all $n \in \mathbb{N}$, define the random variable $R(n)=\sum_{i=1}^{n} W_{i}^{2} /\left(\sum_{i=1}^{n} W_{i}\right)^{2}$. Using the strong law of large numbers, we get that the numerator of $R(n)$ is a.s. equivalent to $n \mathbb{E}\left[W^{2}\right]$, and the denominator of $R(n)$ is a.s. equivalent to $n^{2} \mathbb{E}[W]^{2}$. This implies that $R(n)$ is a.s. equivalent to $n^{-1} \mathbb{E}\left[W^{2}\right] / \mathbb{E}[W]^{2}$, and thus a.s. $\lim _{n \rightarrow \infty} R(n)=0$. Remark that the expectation in the last line of (9) can be written as $\mathbb{E}\left[R\left(Z_{k}^{s}\right)\right]$. As we know that a.s. $\lim _{k \rightarrow \infty} Z_{k}^{s}=\infty$, we get that a.s. $\lim _{k \rightarrow \infty} R\left(Z_{k}^{s}\right)=0$. Hence, using the dominated convergence theorem (with domination by 1), we get that $\lim _{n \rightarrow \infty} \mathbb{E}\left[R\left(Z_{k}^{s}\right)\right]=0$, which implies that the left hand side in (9) is also null. As a consequence, we get that a.s. (7) holds, which implies that a.s. the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 2. This concludes the proof of the first case.

Case 2: general case. Let $\varepsilon>0$, and let $\ell \in \mathbb{N}$ be such that $m^{-\ell-1}<\varepsilon$. Then, using Lemma 3.6, we get that a.s. $\mathbb{P}\left(h\left(U_{n}\right)<n-\ell \mid T\right)<\varepsilon$ for $n$ large enough. Thus, a.s. for $n$ large enough, for all $k \in \mathbb{N}$, we have:

$$
\begin{align*}
& \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid T\right) \leq \mathbb{P}\left(h\left(U_{n}\right)<n-\ell \text { or } h\left(V_{n}\right)<n-\ell \mid T\right) \\
&+\mathbb{P}\left(h\left(U_{n}\right) \geq n-\ell \text { and } h\left(V_{n}\right) \geq n-\ell \mid T\right) \\
& \times \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid \min \left(h\left(U_{n}\right), h\left(V_{n}\right)\right) \geq n-\ell, T\right) \\
& \leq 2 \varepsilon+\mathbb{P}\left(h\left(\bar{U}_{n} \wedge \bar{V}_{n}\right) \geq k \mid T\right) \tag{10}
\end{align*}
$$

where $\bar{U}_{n}$ and $\bar{V}_{n}$ are independent and uniformly distributed over $\cup_{k=\left(n-\min \left(\ell_{n}, \ell\right)\right)_{+}}^{n} G_{k}$. By the first case, we have that $\lim _{k \rightarrow \infty} \lim \sup _{n \rightarrow \infty} \mathbb{P}\left(h\left(\bar{U}_{n} \wedge \bar{V}_{n}\right) \geq k \mid T\right)=0$. Thus, using (10), we get that $\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} \mathbb{P}\left(h\left(U_{n} \wedge V_{n}\right) \geq k \mid T\right) \leq 2 \varepsilon$. This being true for all $\varepsilon>0$, we get that a.s. the sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ satisfies Assumption 2, which concludes the proof.

## 4 Dependence of the variance on the shape of the tree

In this section, we briefly discuss the variance of the empirical average estimator $\bar{M}_{A}(f)$ (which estimates $\langle\mu, f\rangle$ ), that is $\mathbb{E}_{\mu}\left[|A|^{-1} M_{A}(f)^{2}\right]$ for some Borel function $f$ on $\mathcal{X}$, and its dependence on the geometry of the averaging set $A \subset T$. We consider the case where the transition kernel $Q$ induces a self-adjoint compact operator on $L^{2}(\mu)$, where $\mu$ is the unique invariant measure of $Q$ (note that self-adjoint is equivalent to $(\mu, Q)$ being reversible). This is in particular the case when the state space $\mathcal{X}$ is finite and $(\mu, Q)$ is reversible, or when the operator induced by $Q$ on $L^{2}(\mu)$ is a symmetric Hilbert-Schmidt operator.

We now prove Proposition 1.4, which is a non-asymptotic result that states that among subtrees $T \subset \mathbb{T}^{\infty}$ of a given finite size, the line graph tree (i.e. the Markov chain) is the one minimizing the variance of the empirical average estimator.

Proof of Proposition 1.4. Let $f \in L^{2}(\mu)$ be some function. As $Q$ induces a self-adjoint compact operator on $L^{2}(\mu)$, using [10, Theorem $12.29-(\mathrm{d})$ and Theorem 12.30] (remind that a selfadjoint operator is normal), the spectrum of $Q$ is composed of a (at most) countable number of eigenvalues $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$, and the function $f \in L^{2}(\mu)$ has a unique expansion $\sum_{k \in \mathbb{N}} f_{k}$ where we have $Q f_{k}=\alpha_{k} f_{k}$ for all $k \in \mathbb{N}$, and $\left\langle f_{k}, f_{\ell}\right\rangle_{L^{2}(\mu)}=0$ for $k \neq \ell$. As $Q$ is a Markov kernel, we have $\alpha_{k} \in[-1,1]$ for all $k \in \mathbb{N}$ (indeed, using Jensen's inequality, we have $\alpha_{k}^{2}\left\langle\mu, f_{k}^{2}\right\rangle=\left\langle\mu,\left(Q f_{k}\right)^{2}\right\rangle \leq$ $\left.\left\langle\mu, Q\left(f_{k}^{2}\right)\right\rangle=\left\langle\mu, f_{k}^{2}\right\rangle\right)$. Remark that for all $n, m \in \mathbb{N}$, we have:

$$
\begin{equation*}
\left\langle\mu, Q^{n} f \times Q^{m} f\right\rangle=\sum_{i, j \in \mathbb{N}}\left\langle Q^{n} f_{i}, Q^{m} f_{j}\right\rangle_{L^{2}(\mu)}=\sum_{i \in \mathbb{N}} \alpha_{i}^{n+m}\left\langle\mu, f_{i}^{2}\right\rangle . \tag{11}
\end{equation*}
$$

Using (2) with $\nu=\mu$, we get that $\mathbb{E}_{\mu}\left[f\left(X_{u}\right) f\left(X_{v}\right)\right]=\sum_{k \in \mathbb{N}} \alpha_{k}^{d(u, v)}\left\langle\mu, f_{k}^{2}\right\rangle$. In particular, we get that $\mathbb{E}_{\mu}\left[M_{A}(f)^{2}\right]=\sum_{k \in \mathbb{N}} \mathbb{E}_{\mu}\left[M_{A}\left(f_{k}\right)^{2}\right]$, and thus it is sufficient to prove the result when $f=f_{k}$ for some $k \in \mathbb{N}$. (Remark that there exists $k \in \mathbb{N}$ such that $f_{k} \neq 0$ and $\alpha_{k} \notin\{-1,0,1\}$ if and only if $f \notin \operatorname{Ker}(Q) \oplus \operatorname{Ker}(Q-I) \oplus \operatorname{Ker}(Q+I)$.)

Hence, let $k \in \mathbb{N}$ be fixed, and in the rest of the proof, we will write $f=f_{k}$ and $\alpha=\alpha_{k} \in$ $[-1,1]$. Thus, the variance of the empirical average estimator can be written as:

$$
|A|^{-1} \mathbb{E}_{\mu}\left[M_{A}(f)^{2}\right]=|A|^{-1}\left\langle\mu, f^{2}\right\rangle H_{A}(\alpha), \quad \text { with } \quad H_{A}(\alpha)=\sum_{u, v \in A} \alpha^{d(u, v)}
$$

which involves the Hosoya-Wiener polynomial $H_{A}(\alpha)$ of $A$. Note that variance minimization is equivalent to minimization of $H_{A}(\alpha)$. Also note that we may consider unrooted trees $A=T$, as the definition of $H_{T}(\alpha)$ is invariant by rerooting the tree. If $\alpha=0$ or 1 , then the value of the Hosoya-Wiener polynomial $H_{T}$ depends only on the size of $T$, and thus is the same for every tree $T$ of size $n$. If $\alpha=-1$, then we have $H_{T}(-1)=(|B|-|R|)^{2}$ where $T=B \cup R$ is the bipartite partitioning of vertices in $T$, that is the value of $H_{T}(-1)$ is the imbalance between the two bipartite classes of vertices in $T$ (2-coloring of $T$ ), and its minimal value is 0 (resp. 1 ) when $n$ is even (resp. odd), and is achieved by the line graph (but not uniquely for $n \geq 5$, e.g. the doublecherry graph in Figure 1a is also a minimizer for $n=6$ ). We now assume that $\alpha \in(-1,1) \backslash\{0\}$, and we are going to prove that in this case the line graph is the unique minimizer of $H_{T}(\alpha)$. We divide the rest of the proof in two cases depending on the sign of $\alpha$.

Proof for $\alpha \in(0,1)$. Let $n \in \mathbb{N}^{*}$. To prove that the line graph minimizes the function $T \mapsto H_{T}(\alpha)$ among trees of size $n$, Let $u_{1}$ be a leaf of $T$, and consider the tree $T$ to be rooted at $u_{1}$. Let $\ell \in \mathbb{N}^{*}$ be the first generation with size larger than 1 (which exists as $T$ is not the line graph), and for $i<\ell$, denote by $u_{i+1}$ the only vertex in the $i$-th generation. Let $v$ be one of the children of the vertex $u_{\ell}$, and denote by $T_{v}$ the connected component of $T \backslash\left\{u_{\ell}\right\}$ that

(a) Double-cherry graph

(b) Line graph

Figure 1: Comparison of the double-cherry graph and the line graph $(n=6)$; both graphs have an exactly balanced bipartite 2-coloring, and thus satisfy $H_{T}(-1)=0$.
contains $v$. We define the tree $T^{\prime}$ by removing the edge $\left(u_{\ell}, v\right)$ and by adding the edge $\left(u_{1}, v\right)$ (see Figure 2b, where for clarity the other children of $u_{\ell}$ have been labeled $v_{2}, \cdots, v_{k}$ ). We now compare the distances $d_{T^{\prime}}(u, w)$ and $d_{T}(u, w)$ for $u, w \in T$ : if $u$ and $w$ are both in $T \backslash T_{v}$ or both in $T_{v}$, then $d_{T^{\prime}}(u, w)=d_{T}(u, w)$; if $w \in T_{v}$, then $d_{T^{\prime}}\left(u_{i}, w\right)=d_{T}\left(u_{\ell-i+1}, w\right)$ for $1 \leq i \leq \ell$; and if $u \in T \backslash\left(T_{v} \cup\left\{u_{1}, \cdots, u_{\ell}\right\}\right)$ and $w \in T_{v}$, then we have:

$$
d_{T^{\prime}}(u, w)=d_{T^{\prime}}\left(u, u_{\ell}\right)+d_{T^{\prime}}\left(u_{\ell}, v\right)+d_{T^{\prime}}(w, v)=d_{T}\left(u, u_{\ell}\right)+\ell+d_{T}(w, v)>d_{T}(u, w)
$$

Hence, we get:

$$
H_{T}(\alpha)-H_{T^{\prime}}(\alpha)=2 \sum_{u \in T_{v}, w \in T \backslash\left(T_{v} \cup\left\{u_{1}, \cdots, u_{\ell}\right\}\right)} \alpha^{d_{T}(u, v)}-\alpha^{d_{T^{\prime}}(u, v)}>0,
$$

and thus $T$ does not minimize $H_{T}(\alpha)$.


Figure 2: The unrooted trees $T$ and $T^{\prime}$ for $\alpha \in(0,1)$

Proof for $\alpha \in(-1,0)$. We prove the statement by recurrence on the size $n$ of the tree. For $n \in\{1,2,3\}$, there exists only one (unrooted) tree of size $n$, hence the statement is trivial.

Before proving that this property is hereditary, first remark that if $T$ is a tree of size $n \geq 2$ and $u, v \in T$ are two vertices connected by an edge, and we let $T_{u}$ and $T_{v}$ be the two rooted subtrees of $T$ obtained by removing the edge $(u, v)$ and rooted at $u$ and $v$ respectively, then we get:

$$
\begin{align*}
H_{T}(\alpha) & =H_{T_{u}}(\alpha)+H_{T_{v}}(\alpha)+2 \sum_{u^{\prime} \in T_{u}} \sum_{v^{\prime} \in T_{v}} \alpha^{d_{T}\left(u^{\prime}, v^{\prime}\right)} \\
& =H_{T_{u}}(\alpha)+H_{T_{v}}(\alpha)+2 \alpha C_{T_{u}}(\alpha) C_{T_{v}}(\alpha), \tag{12}
\end{align*}
$$

where for convenience we write $C_{T_{v}}(\alpha)=\left(\sum_{v^{\prime} \in T_{v}} \alpha^{d_{T}\left(v, v^{\prime}\right)}\right)$, and similarly for $T_{u}$. We also remark that when $T_{v}$ is the line graph with $k$ vertices $\left\{u_{1}, \cdots, u_{k}\right\}$ rooted at the vertex $v=u_{j}$, then we have $C_{T_{v}}(\alpha)=\frac{1}{1-\alpha}\left(1+\alpha-\alpha^{j}-\alpha^{k-j+1}\right)$, which is maximal among rooted copies of $\left\{u_{1}, \cdots, u_{k}\right\}$ only for $j=1$ or $k$ (remind that $\alpha \in(-1,0)$ ). We denote by $L_{k}$ the line graph with $k$ vertices rooted at one of its extremities.

Now, consider $n>3$ and assume that for all $k<n$, the line graph is the unique minimizer of $T \mapsto H_{T}(\alpha)$ among trees of size $k$. Consider an unrooted tree $T$ that is not the line graph. Let $u$ be a leaf of the tree obtained by removing all the leaves of $T$ (such vertex is sometimes called a non-protected vertex). In particular, the node $u$ has $2+\ell$ neighbors in $T$ with $\ell \in \mathbb{N}$, which we denote by $u_{0}, \cdots, u_{\ell+1}$; and at most one of the neighbors of $u$ is not a leaf, say $v=u_{\ell+1}$. (All the neighbors of $u$ are leaves if and only if $T$ is the star graph whose center vertex is $u$, in which case we still write $v=u_{\ell+1}$.) Denote by $T_{v}$ the subtree $T \backslash\left\{u, u_{0}, \cdots, u_{\ell}\right\}$ of $T$ rooted at $v$. We consider three cases.


Figure 3: The unrooted tree $T$ before modification

Case 1: $\ell=0$ (see Figure 3a). As $T$ is not the line graph and as $T_{v}$ has size $n-2$, by induction hypothesis, we either have $H_{T_{v}}(\alpha)>H_{L_{n-2}}(\alpha)$, or $T_{v}$ is a line graph rooted at a non-extremal vertex (and thus $C_{T_{v}}(\alpha)<C_{L_{n-2}}(\alpha)$ ). If $C_{T_{v}}(\alpha)<C_{L_{n-2}}(\alpha)$, using (12) around edge $(v, u)$, as $\alpha(1+\alpha)<0$ (remind that $\alpha \in(-1,0)$ ), we get:

$$
\begin{aligned}
H_{T}(\alpha) & =H_{T_{v}}(\alpha)+H_{L_{2}}(\alpha)+2 \alpha C_{T_{v}}(\alpha)(1+\alpha) \\
& >H_{L_{n-2}}(\alpha)+H_{L_{2}}(\alpha)+2 \alpha C_{L_{n-2}}(\alpha)(1+\alpha) \\
& =H_{L_{n}}(\alpha)
\end{aligned}
$$

If $C_{T_{v}}(\alpha) \geq C_{L_{n-2}}(\alpha)$ (thus we have $\left.H_{T_{v}}(\alpha)>H_{L_{n-2}}(\alpha)\right)$, using (12) around edge $\left(u, u_{0}\right)$, as $C_{L_{n-1}}(\alpha)=1+\alpha C_{L_{n-2}}(\alpha)$, we get:

$$
\begin{aligned}
H_{T}(\alpha) & =H_{T \backslash\left\{u_{0}\right\}}(\alpha)+H_{L_{1}}(\alpha)+2 \alpha\left(1+\alpha C_{T_{v}}(\alpha)\right) \\
& >H_{L_{n-1}}(\alpha)+H_{L_{1}}(\alpha)+2 \alpha\left(1+\alpha C_{L_{n-2}}(\alpha)\right) \\
& =H_{L_{n}}(\alpha)
\end{aligned}
$$

Thus, for all values of $C_{T_{v}}(\alpha)$, we get that $H_{T}(\alpha)>H_{L_{n}}(\alpha)$.
Case 2: $\ell \geq 1$ and $C_{T_{v}}(\alpha)>0$. Denote by $T_{u}$ the subtree of $T$ composed of the $\ell+2$ vertices $u, u_{0}, \cdots, u_{\ell}$ (see Figure 3b), and consider the tree $T^{\prime}$ obtained from $T$ by replacing $T_{u}$ by a copy of $L_{2+\ell}$. By induction hypothesis, we know that $H_{T_{u}}(\alpha) \geq H_{L_{2+\ell}}(\alpha)$. Using (12) around edge $(v, u)$, as $1+(\ell+1) \alpha<C_{L_{2+\ell}}(\alpha)$, we get:

$$
\begin{aligned}
H_{T}(\alpha) & =H_{T_{v}}(\alpha)+H_{T_{u}}(\alpha)+2 \alpha C_{T_{v}}(\alpha)(1+(\ell+1) \alpha) \\
& >H_{T_{v}}(\alpha)+H_{L_{2+\ell}}(\alpha)+2 \alpha C_{T_{v}}(\alpha) C_{L_{2+\ell}}(\alpha) \\
& =H_{T^{\prime}}(\alpha),
\end{aligned}
$$

and thus the tree $T$ does not minimize the Hosoya-Wiener polynomial.
Case 3: $\ell \geq 1$ and $C_{T_{v}}(\alpha) \leq 0$. As $C_{T_{v}}(\alpha) \neq 1$, we know that $v$ is not a leaf. Denote by $v_{1}, \cdots, v_{k}$ the neighbors of $v$ other than $u$, and for each $i \in \llbracket 1, k \rrbracket$, denote by $T_{v_{i}}$ the subtree of $T_{v}$ rooted at $v_{i}$ (see Figure 3c). As $C_{T_{v}}(\alpha)=1+\alpha \sum_{i=1}^{k} C_{T_{v_{i}}}(\alpha) \leq 0$, we have that $\sum_{i=1}^{k} C_{T_{v_{i}}}(\alpha) \geq$ $-1 / \alpha>0$, and thus there exists $i \in \llbracket 1, k \rrbracket$ such that $C_{T_{v_{i}}}(\alpha)>0$. Without loss of generality, we assume for simplicity that $i=1$.


Figure 4: The unrooted tree $T^{\prime}$ in Case 3 after modification
Case 3a: $\ell \geq 1$ and $C_{T_{v}}(\alpha) \leq 0$ and $\sum_{i=2}^{k} C_{T_{v_{i}}}(\alpha)>0$. Consider the tree $T^{\prime}$ obtained from $T$ by replacing edge $\left(v_{1}, v\right)$ by $\left(v_{1}, u_{0}\right)$, that is grafting $T_{v_{1}}$ on $u_{0}$ (see Figure 4a). Remark that going from $T$ to $T^{\prime}$, the subtrees $T_{v_{1}}$ and $T \backslash T_{v_{1}}$ do not change, the distance between $v_{1}$ and $v_{i}$ for $i \in \llbracket 2, k \rrbracket$ goes from 2 to 4 , and that $v_{1}$ is still at distance 1 from a leaf of the star graph formed by vertices $\left\{v, u, u_{0}, \ldots, u_{\ell}\right\}$. Thus, as $\alpha \in(-1,0)$, we have:

$$
H_{T}(\alpha)-H_{T^{\prime}}(\alpha)=2 C_{T_{v_{1}}}(\alpha)\left(\sum_{i=2}^{k} C_{T_{v_{i}}}(\alpha)\right)\left(\alpha^{2}-\alpha^{4}\right)>0
$$

and thus the tree $T$ does not minimize the Hosoya-Wiener polynomial.
Case 3b: $\ell \geq 1$ and $C_{T_{v}}(\alpha) \leq 0$ and $\sum_{i=2}^{k} C_{T_{v_{i}}}(\alpha) \leq 0$. In particular, we get that $C_{T_{v_{1}}}(\alpha) \geq-1 / \alpha \geq 1$. Consider the tree $T^{\prime}$ obtained from $T$ by replacing edge ( $u_{i}, u$ ) by ( $u_{i}, v_{1}$ ) for all $i \in \llbracket 1, \ell \rrbracket$, that is grafting leaves $u_{1}, \ldots, u_{\ell}$ to $v_{1}$ (see Figure 4b). Remark that going from $T$ to $T^{\prime}$, the subtree $T \backslash\left\{u_{1}, \cdots, u_{\ell}\right\}$ does not change, and for for $i, j \in \llbracket 1, \ell \rrbracket$, the distance between $u_{i}$ and $u_{j}$ (resp. $v$ ) does not change, and the distance between $u_{i}$ and $v_{1}$ (resp. $u$ ) goes from 3 to 1 (resp. from 1 to 3 ). Thus, as $\alpha \in(-1,0)$, we have:

$$
\begin{aligned}
H_{T}(\alpha)-H_{T^{\prime}}(\alpha) & =2 \ell C_{T_{v_{1}}}(\alpha)\left(\alpha^{3}-\alpha\right)+2 \ell(1+\alpha)\left(\alpha-\alpha^{3}\right) \\
& \geq 2 \ell\left(\alpha^{3}-\alpha\right)+2 \ell(1+\alpha)\left(\alpha-\alpha^{3}\right) \\
& \geq 2 \ell\left(\alpha^{2}-\alpha^{4}\right)>0
\end{aligned}
$$

and thus the tree $T$ does not minimize the Hosoya-Wiener polynomial.
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