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# EFFECTIVE RATIONALITY OF SECOND ORDER SYMMETRIC TENSOR SPACES 

M. OLIVE AND R. DESMORAT


#### Abstract

We consider the natural $\operatorname{SO}(3, \mathbb{k})$ linear representation, $\mathbb{k}=\mathbb{C}$ or $\mathbb{R}$, on the $\mathbb{k}$ vector space $\mathrm{V}=n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$ of $n$ second order symmetric tensors, the associated invariant field $\mathbb{k}(\mathrm{V})^{\mathrm{SO}(3, \mathbb{k})}$ being known to be a purely transcendental extension in the complex case. We give an explicit tensorial form of a minimal generating set of the field of invariants, in both the complex and the real cases, showing that the invariant field is also a purely transcendental extension in the real case. Present results rely on some octahedral polynomial invariants obtained from Clebsch-Gordan projectors defined by a fourth order octahedral covariant. Thanks to Cartan's map we also obtain a minimal set of generators for the $\mathrm{SL}(2, \mathbb{C})$-rational invariant field of $n$ binary quartics.


## 1. Introduction

The invariant theory, which finds its source in works as distinct as those of Boole [7] and Gauss [29], has acquired such a maturity so that its mathematical framework is both well delimited, and the application domains addressed by it is very broad: it goes from the theory of group representation [74] to the one of algebraic geometry [36,54], cryptography via hyperelliptic curves [38, 46] and biomarkers in neuroimaging or shape recognition [55, 32, 4]. Its fields of application and investigation are not limited to mathematics, see in particular the works on Qubits [47, 43] and also in mechanics [63, 77]. For instance, let us mention specific concerns in hyper-elasticity of rubber-like materials [2, 44, 58], in the determination of distances to elasticity symmetry (isotropy) classes [69], in the modeling of porous or granular material anisotropy [13], in the description of magneto-elasticity coupling [16, 68], further applications to material instabilities [37] and wave propagation being expected.

It was in the 1960s and 1970s [60,5] that the continuum mechanics community seized the abstract tools developed by Weyl [74] to produce notable results in effective invariant theory, producing minimal integrity bases of $\mathrm{O}(3, \mathbb{R})$-and its closed subgroups- representations on tensor spaces of order less than 2 , where $\mathrm{O}(3, \mathbb{R})$ denotes the group of orthogonal transformations in $\mathbb{R}^{3}$. Due to the lack of communication between the mechanical and mathematical community [25], it took them a decade to obtain results in fact established in 1898 by Young [76], but difficult to access without Cartan map $[15,14]$ (see $[3,52,18]$ ): indeed, it should have been necessary to explicit the link between the $\mathrm{SL}(2, \mathbb{C})$ representations on binary forms and the $\mathrm{SO}(3, \mathbb{R})$ representations on tensor spaces.

Such a link has later been successfully exploited by Boehler-Kirilov-Onat [6] to propose, in tensorial form, an explicit integrity basis for the space of fourth order harmonic tensors (i.e. traceless and totally symmetric tensors), equivariant to the space of binary octavics, for which the associated SL $(2, \mathbb{C})$ invariant algebra was already known from the works of von Gall [71] and Shioda [59].

The effective invariant theory, where effectiveness means the ability to display existing objects a priori, continues to raise questions $[19,20,17,10,11,51,45]$. The main difficulty in effectivity is particularly well illustrated by Hilbert's finiteness theorem [36]. Indeed, after Gordan's constructive demonstration for the finiteness of the invariant algebra of binary form [31], Hilbert obtained a theoretical and abstract result in a much more general framework (that of reductive groups). Since there was no real evidence of any construction of a finite integrity basis in Hilbert's general proof, effectiveness was finally put aside. As emphasized by Weyl himself [74]: "Hilbert almost killed the subject".

Nevertheless, Hilbert's work allowed the invariant theory to fit into a very rich formal framework, and Noether's work [33] did fix the algebraic objects specific to this theory, enriched over the years [35,54, 21]. Nowadays' general framework concerns some reductive group action over an algebraic variety [54], and its associated invariant algebra and field of rational invariants.

[^0]As mentioned above, the continuum mechanics community [56, 60, 63, 77] did take up this theory in the case of real tensorial representations $\mathbb{V}$ of the group $O(3, \mathbb{R})$. One goal was to be able to get parametrization of the associated orbit space, and thus find a finite set $\left\{s_{1}, \ldots, s_{p}\right\}$ of invariants, called a separating set, such that for any two vectors (in fact, tensors or any family of tensors) $\boldsymbol{v}_{1}$, $\boldsymbol{v}_{2} \in \mathbb{V}$

$$
\forall i, \quad s_{i}\left(\boldsymbol{v}_{1}\right)=s_{i}\left(\boldsymbol{v}_{2}\right) \text { iff } \boldsymbol{v}_{1}, \boldsymbol{v}_{2} \text { belong to the same orbit. }
$$

In the case of first order tensors, Weyl's theorem on polarization [74, Theorem 2.9-A] was enough to obtain polynomial separating sets of $n \mathbb{R}^{3}:=\mathbb{R}^{3} \oplus \ldots \oplus \mathbb{R}^{3}$ ( $n$ times), so the next question was to find similar results for $n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$, where $\mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$ is the space of symmetric second order tensors. Being in the case of a real representation of a compact group, it was noticed that the algebra of polynomial invariants had this separating property [1] (while a separating set is not necessary an integrity basis). By Hilbert's theorem, it was therefore theoretically possible to obtain a finite separating set: the possibly non-minimal one coming from a finite integrity basis. A notion of separating algebra was then proposed in [24, 42], and Draisma et al. [23] obtained an algorithm to compute a polynomial separating set of a direct sum of the same representation, using polarization procedure on separating invariants.

It was therefore important to obtain an effective construction of minimal integrity bases or minimal separating sets for $n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right):=\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \ldots \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$ endowed with the standard $\operatorname{SO}(3, \mathbb{R})$ diagonal representation. By using a complexification process, the problem reduces in fact to the one of determining an $\operatorname{SL}(2, \mathbb{C})$ integrity basis of $n$ quartic forms (see [6, 51]), first obtained by Young in 1899 [76]. Unfortunately, as recalled above, such results were unknown by the mechanical community, and they were established back over the years [56, 60, 63].

The quite high number of elements in these minimal integrity bases and polynomial separating sets was such that these results were not very useful in practice (see Table 1). There was then the idea of returning to the notion of functional basis (that is to say a generating set of all invariant functions [75]). It was in fact a question of taking up Weyl's own ideas [74]: finding a finite set of invariants $\left\{\phi_{1}, \ldots, \phi_{k}\right\}$ such that any other invariant function $f$ can be expressed in terms of the $\phi_{i}$ 's. As Weyl pointed out, the term function is here to be taken in its broadest sense.

The hard work carried out in $[72,60,73,5]$ made it possible to obtain minimal polynomial functional bases (in the sense that any subset is no longer a functional basis), in the case of $n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$. Their cardinals are given in Table 1 (minimality was obtained in [53]).

|  | Cardinal | $n=3$ | $n=4$ | $n=5$ | $n=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Mininimal <br> integrity basis | $3 n+4\binom{n}{2}+7\binom{n}{3}+20\binom{n}{4}$ <br> $+26\binom{n}{5}+10\binom{n}{6}$ | 28 | 84 | 261 | 684 |
| Mininimal <br> separating set | $3 n+4\binom{n}{2}+\binom{n}{3}=\frac{n\left(n^{2}+17\right)}{6}$ | 22 | 40 | 65 | 98 |

TABLE 1. Cardinals of minimal integrity bases and minimal polynomial separating sets for $\left(n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right), \mathrm{SO}(3, \mathbb{R})\right)$.

If we further aim at reducing the cardinal of a separating set (i.e. a functional basis [75]), we have to join the standard approach in invariant theory, introducing no longer polynomial invariants but rational ones, and considering at first the complexification of the group and of its representation. In that scope, the question then becomes the one of determining a generating set of the field of rational invariants $\mathbb{C}\left(n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$.

Now, in the complex case, and only in this case (i.e. of an algebraically closed field), such generating sets are obtained using a separating property of the orbits in general position, thanks to Popov's lemma 2.2 [54, p.155]. Indeed, for any complex linear representation $(\mathrm{V}, G)$ of a reductive group, if one exhibits a finite set $\left\{r_{1}, \ldots, r_{s}\right\}$ of rational invariants and a dense open set $\mathrm{X} \subset \mathrm{V}$ such that, for all $\boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathrm{X}$,

$$
\forall i \quad r_{i}\left(\boldsymbol{x}_{1}\right)=r_{i}\left(\boldsymbol{x}_{2}\right) \Longrightarrow \boldsymbol{x}_{1}, \boldsymbol{x}_{2} \text { belong to the same orbit, }
$$

then we can deduce that the field $\mathbb{C}(\mathrm{V})^{G}$ of rational invariants is generated by $\left\{r_{1}, \ldots, r_{s}\right\}$. It is important here to note that such a result ceased to be true in the real case $\mathbb{R}(\mathrm{V})^{G}$ (see Remark 2.10).

Using this approach, we can aim at obtaining an optimal bound for the cardinal of a generating set of the field $\mathbb{C}(\mathrm{V})^{G}$. This can be achieved when such a field is rational, meaning that it is a purely transcendental extension of $\mathbb{C}$. In such a case, there exists a finite set $r_{1}, \ldots, r_{d}$ of rational invariants such that

$$
\mathbb{C}(\mathrm{V})^{G}=\mathbb{C}\left(r_{1}, \ldots, r_{d}\right), \quad r_{i} \in \mathbb{C}(\mathrm{~V})^{G},
$$

where $d=\operatorname{dim}(\mathrm{V})-\operatorname{dim}(G)$ is the transcendence degree of $\mathbb{C}(\mathrm{V})^{G}$ (see [21, Corollary 6.2] for instance). The question of the rationality of the field $\mathbb{C}(\mathrm{V})^{G}$ is in general a difficult one, both from a theoretical and from an effective point of view [22]. In the specific case of $G=\mathrm{SL}(2, \mathbb{C})$ representations, the rationality was theoretically obtained by Katsylo for all reducible representations [40, 39]. It was then Maeda [48] who produced an explicit generating set of 6 rational invariants for $\operatorname{SL}(2, \mathbb{C})$ representations on the space of binary octavics.

We present here effective results about the rationality of $\mathrm{SO}(3, \mathbb{C})$ representations on the space $n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ of $n$ second order symmetric tensors on $\mathbb{C}^{3}$. From such results, we also obtain effective rationality for the space $n \mathrm{~S}_{4}$ of $n$ quartic forms, endowed with its natural $\mathrm{SL}(2, \mathbb{C})$ representation. In fact, we propose an effective approach of the slice lemma [28, 40], following Maeda's strategy for binary octavics [48]:
(1) Compute an explicit minimal integrity basis of octahedral invariants of $\mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$;
(2) Construct $\mathrm{SO}(3, \mathbb{C})$ rational invariants $t_{1}, \ldots, t_{9}$ of $\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ from this integrity basis;
(3) Find a Zariski open space $\mathcal{Z}^{c}$ in $\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ so that $t_{1}, \ldots, t_{9}$ separate all points in $\mathcal{Z}^{c}$;
(4) Propose a generalization to vector space $\mathrm{V}=n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ so to obtain a minimal generating set $t_{1}, \ldots, t_{d}$ of $\mathbb{C}(\mathrm{V})^{\mathrm{SO}(3, \mathbb{C})}$, with $d=6 n-3$.
Thus, as a first result we will obtain (the tensor expressions for the invariants being detailed in theorem 4.2):

Theorem 1.1. There exists an explicit set of 9 rational invariants $\left\{I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, s_{3}, r_{4}, r_{5}\right\}$ separating $\mathrm{SO}(3, \mathbb{C})$ orbits of $\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ in general position, so that

$$
\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}=\mathbb{C}\left(I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, s_{3}, r_{4}, r_{5}\right)
$$

where the number 9 is exactly the transcendence degree of $\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$.
An important fact here is that all such invariants are given using integers as coefficients so that, when evaluated to real second order symmetric tensors, we obtain real numbers. We will have as a second result:
Theorem 1.2. The invariant field $\mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{R})}$ is rational and generated by the explicit minimal set of 9 rational invariants $I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, s_{3}, r_{4}, r_{5}$ :

$$
\mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{R})}=\mathbb{C}\left(I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, s_{3}, r_{4}, r_{5}\right)
$$

These results will be generalized to the $\mathrm{SO}(3, \mathbb{k})$ representation on the space $n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ of $n$ second order symmetric tensors on $\mathbb{k}^{3}$, where $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$, the tensor expressions for the invariants being detailed in theorem 5.1:
Theorem 1.3. The invariant field $\mathbb{k}\left(n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{k})}$ is rational and is generated by an explicit minimal set $r_{1}, \ldots, r_{d}$ of $d=6 n-3$ rational invariants:

$$
\mathbb{k}\left(n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{k})}=\mathbb{k}\left(r_{1}, \ldots, r_{d}\right), \quad \mathbb{k}=\mathbb{R} \text { or } \mathbb{C}
$$

where, in the case $\mathbb{k}=\mathbb{C}, 6 n-3$ correspond to the transcendence degree of $\mathbb{C}\left(n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$.
Finally, we will exploit an explicit equivariant isomorphism $\phi^{-*}$ between the $\mathrm{SO}(3, \mathbb{C})$ space $n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)$ and the $\operatorname{SL}(2, \mathbb{C})$ space $n S_{4}$ of $n$ quartic forms on $\mathbb{C}^{2}$ (from the so-called Cartan's map, see section 6 ), so to obtain:
Theorem 1.4. The invariant field $\mathbb{C}\left(n \mathrm{~S}_{4}\right)^{\operatorname{SL}(2, \mathbb{C})}$ is rational and generated by a minimal set $\left\{\hat{r}_{1}, \ldots, \hat{r}_{d}\right\}$ of $d=5 n-3$ rational invariants:

$$
\mathbb{C}\left(n \mathrm{~S}_{4}\right)^{\mathrm{SL}(2, \mathbb{C})}=\mathbb{C}\left(\hat{r}_{1}, \ldots, \hat{r}_{d}\right), \quad \hat{r}_{i}=r_{i} \circ \phi^{-*},
$$

where $5 n-3$ correspond to the transcendence degree of $\mathbb{C}\left(n S_{4}\right)^{\mathrm{SL}(2, \mathbb{C})}$.

Organisation of the paper. We first recall in section 2 some general results about rational invariants and weak separating sets, closely related in the complex case to a generating set of the field of rational invariants $\mathbb{k}(\mathrm{V})^{G}$, all this being done in the scope of a linear representation of a reductive group $G$. In section 3 we focus on the standard linear representation of the octahedral group on the space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ of second order symmetric tensors on $\mathbb{k}^{3}$, where $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$. We then produce a minimal integrity basis for the octahedral polynomial invariants on the space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, where such a space decomposes into two octahedral stable subspaces: the one Diag 2 of diagonal tensors and its complement Adiag 2 . Such an octahedral integrity basis will be given in tensorial form, using a fourth order covariant projector and contraction operations.

Thanks to the use of the generalized cross product (definition 4.1), we then produce a weak separating set of 9 rational invariants for the $\mathrm{SO}(3, \mathbb{k})$ space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ of two second order symmetric tensors, both valid in the case $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$. We then deduce in corollary 4.7 that this weak separating set is also a generating set of the field of rational invariants $\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$, and corollary 4.8 provides the same result in the real case $\mathbb{k}=\mathbb{R}$. We also deduce in section 5 a weak separating set of $6 n-3$ rational invariants for the $\mathrm{SO}(3, \mathbb{k})$ space $n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ (theorem 5.1 ), so that this defines also a generating set of the associated field of invariant (corollary 5.3). Finally, all such results obtained for second order symmetric tensors are used to produce an explicit set of $5 n-3$ rational invariants of the $\mathrm{SL}(2, \mathbb{C})$ space $n \mathrm{~S}_{4}$ of $n$ binary quartic forms, equivariant to the $\mathrm{SO}(3, \mathbb{C})$ space $n \mathbb{H}^{2}\left(\mathbb{C}^{3}\right)$ of $n$ second order harmonic tensors (symmetric and traceless).

## 2. Separating sets of an orbit space

Let us consider the field $\mathbb{k}$ to be either $\mathbb{R}$ or $\mathbb{C}$ and $(\mathbb{V}, G, \rho)$ a finite dimensional $\mathbb{k}$ linear representation of a group $G$, so that

$$
\rho: G \longrightarrow \mathrm{GL}(\mathrm{~V})
$$

is a group morphism, where $\mathrm{GL}(\mathrm{V})$ stands for the group of linear invertible maps of V . This means that for any $g \in G, \rho(g)$ is a linear invertible map of V and that

$$
\rho\left(g_{1} g_{2}\right) \boldsymbol{v}=\rho\left(g_{1}\right)\left(\rho\left(g_{2}\right) \boldsymbol{v}\right), \quad \rho(e) \boldsymbol{v}=\boldsymbol{v}
$$

for all $g_{1}, g_{2} \in G$ and $\boldsymbol{v} \in \mathrm{V}$, where $e$ is the unit element of $G$. For any $\boldsymbol{v} \in \mathrm{V}$ its associated orbit is the set

$$
\operatorname{Orb}(\boldsymbol{v}):=\{\rho(g) \boldsymbol{v}, \quad g \in G\}
$$

and the orbit space is the set of all orbits.
A important question in effective invariant theory is to obtain a clear description of the associated orbit space [70], which can be done using $\mathbb{k}$-valued invariant functions, where such functions can be polynomials, rationals, etc.

Such invariants may be used to get either separating sets or weak separating sets, as defined below.
Definition 2.1 (Separating set). A finite set $\left\{s_{1}, \ldots, s_{p}\right\}$ of $\mathbb{k}$-valued invariant functions is a separating set if for all $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ in V

$$
\exists g \in G, \quad \rho(g) \boldsymbol{v}_{1}=\boldsymbol{v}_{2} \Longleftrightarrow \forall k \in\{1, \ldots, p\} \quad s_{k}\left(\boldsymbol{v}_{1}\right)=s_{k}\left(\boldsymbol{v}_{2}\right)
$$

Invariant functions do not need to be polynomial invariants. Note that a more general definition is the one of a separating algebra introduced by Derksen and al [24, 17]. Let us now recall in Theorem 2.2 a theoretical result stating when a separating set is directly given by a finite generating set of the algebra $\mathbb{k}[\mathrm{V}]^{G}$ of polynomial invariants, where

$$
\mathbb{k}[\mathrm{V}]^{G}:=\{p \in \mathbb{k}[\mathrm{~V}], \quad g \star \mathrm{p}=\mathrm{p}, \quad \forall g \in G, \quad \boldsymbol{v} \in \mathrm{~V}\}, \quad(g \star \mathrm{p})(\boldsymbol{v}):=\mathrm{p}\left(\rho\left(g^{-1}\right) \boldsymbol{v}\right)
$$

Theorem 2.2. Suppose that either
(a) $G$ is a finite group and $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$;
(b) $G$ is a compact Lie group and $\mathbb{k}=\mathbb{R}$.

Then any finite generating set $\left\{I_{1}, \ldots, I_{p}\right\}$ of the algebra $\mathbb{k}[\mathrm{V}]^{G}$ of polynomial invariants is a separating set.

In case $(a)$ the proof follows from [23, Lemma 2.1], while the proof of case $(b)$ is given in [1, Appendix C$]$. Note that in both cases, a finite generating set of $\mathbb{k}[\mathrm{V}]^{G}$, also known as an integrity basis [74], always exists from Hilbert's finiteness theorem [36]. In the case of the real vector space $\mathrm{V}=n \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)$ and the compact Lie group $G=\mathrm{SO}(3, \mathbb{R})$, explicit computations of minimal integrity
bases were obtained in the 1960's by Smith [62], where the cardinals of such minimal integrity bases are those of table 1.

In the case of complex representations of a linearly reductive group, such as $\mathrm{SL}(2, \mathbb{C})$, one also defines weak separating sets:

Definition 2.3 (Weak separating set). Given some dense open set $\mathrm{U} \subset \mathrm{V}$, a finite set $\left\{s_{1}, \ldots, s_{p}\right\}$ of $\mathbb{k}$-valued invariant functions is a weak separating set if, for all $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ in $U$

$$
\exists g \in G, \quad \rho(g) \boldsymbol{v}_{1}=\boldsymbol{v}_{2} \Longleftrightarrow \forall k \in\{1, \ldots, p\} \quad s_{k}\left(\boldsymbol{v}_{1}\right)=s_{k}\left(\boldsymbol{v}_{2}\right)
$$

Remark 2.4. In the scope of invariant theory, it is classical to consider a dense open set defined in the Zariski topology, where closed sets are defined as

$$
\mathcal{Z}:=\{\boldsymbol{v} \in V, \quad \mathrm{p}(\boldsymbol{v})=0, \quad \forall \mathrm{p} \in S\}, \quad S \subset \mathbb{k}[\mathrm{~V}]
$$

Every open Zariski set is the complementary set $\mathcal{Z}^{c}=\mathrm{V} \backslash \mathcal{Z}$ of a closed set $\mathcal{Z}$, which is open and dense for the classical topology on V .

As a corollary of [54, Proposition 3.4] and theorem 2.5, for any complex representation V of $G=$ $\mathrm{SO}(3, \mathbb{C})$ or $G=\mathrm{SL}(2, \mathbb{C})$, an integrity basis of the invariant algebra $\mathbb{C}[\mathrm{V}]^{G}$ is also a weak separating set. Nevertheless, its cardinal can be very big: for instance, a minimal integrity basis of the $\mathrm{SL}(2, \mathbb{C})$ space of binary decimic is given by 106 invariants [10].

One question is then to obtain a weak separating set of low cardinal. An interesting approach is to consider rational invariants instead of polynomial ones.

Let $\mathbb{k}(\mathrm{V})$ be the field of quotients of the coordinate ring $\mathbb{k}[\mathrm{V}]$,

$$
\mathbb{k}(\mathrm{V})=\left\{\frac{\mathrm{p}}{\mathrm{q}}, \quad \mathrm{p}, \mathrm{q} \in \mathbb{k}[\mathrm{~V}]\right\}
$$

Then we define $\mathbb{k}(\mathrm{V})^{G}$ to be the field of rational invariants

$$
\mathbb{k}(\mathrm{V})^{G}:=\{\mathrm{r} \in \mathbb{k}(\mathrm{~V}), \quad g \star \mathrm{r}=\mathrm{r}, \quad \forall g \in G, \quad \boldsymbol{v} \in \mathrm{~V}\}, \quad(g \star \mathrm{r})(\boldsymbol{v}):=\mathrm{r}\left(\rho\left(g^{-1}\right) \boldsymbol{v}\right)
$$

For the groups and fields under consideration, we have in particular:
Theorem 2.5. Suppose $(\mathrm{V}, G, \rho)$ is a finite dimensional linear representation of $G=\mathrm{SL}(2, \mathbb{C})$, $\mathrm{SO}(3, \mathbb{C})$ or $\mathrm{SO}(3, \mathbb{R})$, where the ground field is either $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$. Then the field of rational invariants $\mathbb{k}(\mathrm{V})^{G}$ is the quotient field of $\mathbb{k}[\mathrm{V}]^{G}$, meaning that for any rational invariant $\mathrm{r} \in \mathbb{k}(\mathrm{V})^{G}$ we can write

$$
\mathrm{r}=\frac{\mathrm{p}}{\mathrm{q}}, \quad \mathrm{p}, \mathrm{q} \in \mathbb{k}[\mathrm{~V}]^{G} .
$$

Proof. This proof follows the one of Popov [54, Theorem 3.3] and Brion [8], initially stated in the scope of an action of a group on some algebraic variety, defined on an algebraically closed field.

Let us consider a given rational invariant $r \in \mathbb{k}(\mathrm{~V})^{G}$ and write $r=p / q$ with $p, q \in \mathbb{k}[\mathrm{~V}]$ relatively prime. We thus have

$$
g \star \mathrm{r}=\frac{g \star \mathrm{p}}{g \star \mathrm{q}}=\frac{\mathrm{p}}{\mathrm{q}}, \quad \forall g \in G
$$

so that $g \star \mathrm{q}=\alpha(g) \mathrm{q}$, where $\alpha: G \rightarrow \mathbb{k}^{*}$ is a group morphism. In case $G=\mathrm{SL}(2, \mathbb{C}), \mathrm{SO}(3, \mathbb{C})$ or $\mathrm{SO}(3, \mathbb{R})$ and $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}, \alpha$ defines a one dimensional representation of $G$, and the only one dimensional representation is given by the trivial one (see $[9]$ for instance), so that $\alpha \equiv 1$, which conclude the proof.
Remark 2.6. In the case of a finite group, the result still holds (a proof is for instance given in [8, Proposition 1], also valid in the real case).

Finally, Katsylo was able to solve the rationality problem [22] for $G=\mathrm{SL}(2, \mathbb{C})$, so that we get (theoretically) an optimal generating set for the field of rational invariants:

Theorem 2.7 (Katsylo [39]). Let $(\mathrm{V}, \mathrm{SL}(2, \mathbb{C})$ ) be a finite dimensional complex linear representation of the special linear group $\mathrm{SL}(2, \mathbb{C})$. Then the field of rational invariants $\mathbb{C}(\mathrm{V})^{\mathrm{SL}(2, \mathbb{C})}$ is a purely transcendental extension of $\mathbb{C}$, so there exists rational invariants $r_{1}, \ldots, r_{d}$ such that

$$
\mathbb{C}(\mathrm{V})^{\mathrm{SL}(2, \mathbb{C})}=\mathbb{C}\left(r_{1}, \ldots, r_{d}\right), \quad d=\operatorname{dim}(\mathrm{V})-3
$$

Remark 2.8. The number $d=\operatorname{dim}(\mathrm{V})-3$ is here the transcendental degree of the field $\mathbb{C}(\mathrm{V})^{\mathrm{SL}(2, \mathbb{C})}$, which is given by (see [21, Corollary 6.2] for instance):

$$
d=\operatorname{dim}(\mathrm{V})-\operatorname{dim}(G)
$$

As $\operatorname{SL}(2, \mathbb{C})$ is the universal covering space of $\operatorname{SO}(3, \mathbb{C})$ [66], we also deduce the same theoretical results for $\mathrm{SO}(3, \mathbb{C})$ reducible representations.

To conclude this section, we recall an important result from Popov [54, Lemma 2.2] which connects a finite generating set of the quotient field $\mathbb{k}(\mathrm{V})^{G}$ and a weak generating set:

Lemma 2.9. Let $\mathbb{k}$ be an algebraically closed field. If $\left\{r_{1}, \ldots, r_{p}\right\}$ is a finite weak generating set of rational invariants, then $\left\{r_{1}, \ldots, r_{p}\right\}$ generates the field $\mathbb{k}(\mathrm{V})^{G}$.

Remark 2.10. In the real case, Lemma 2.9 is no longer true: taking $G=\{I d\}$ the trivial group and $\mathrm{V}=\mathbb{R}$, the field of invariant is simply given by $\mathbb{R}(\mathrm{V}) \simeq \mathbb{R}(x)$. The polynomial invariant $\mathrm{p}(x):=x^{3}$ separates all the orbits but is not a generator of $\mathbb{R}(V)$.

## 3. Octahedral integrity basis of one second order symmetric tensor

Let us consider the standard octahedral linear representation on the space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ of second order symmetric tensors on $\mathbb{k}^{3}$, with $\mathbb{k}=\mathbb{R}$ or $\mathbb{C}$. Here, the space $\mathbb{k}^{3}$ is endowed with the standard non degenerate quadratic form

$$
\mathrm{q}(\boldsymbol{x}):=x^{2}+y^{2}+z^{2}, \quad \boldsymbol{x}=(x, y, z) \in \mathbb{k}^{3}
$$

Consider now an orthonormal basis $\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{e}_{3}\right)$ of $\mathbb{k}^{3}$, with respect to the quadratic form q . The octahedral group $\mathbb{O}^{+}$is defined as:

$$
\mathbb{O}^{+}:=\left\{g \in \mathrm{GL}(3, \mathbb{k}), \quad g \boldsymbol{e}_{i}= \pm \boldsymbol{e}_{j}, \quad \operatorname{det}(g)=1\right\}
$$

It is a finite group of order 24 and is generated by

$$
\left(\begin{array}{lll}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right), \quad\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

The space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ is the space of second order (covariant) symmetric tensors

$$
\mathbb{S}^{2}\left(\mathbb{k}^{3}\right):=\left\{\mathbf{a} \in\left(\mathbb{k}^{3}\right)^{*} \otimes\left(\mathbb{k}^{3}\right)^{*}, \quad \mathbf{a}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}\right)=\mathbf{a}\left(\boldsymbol{x}_{2}, \boldsymbol{x}_{1}\right), \quad \forall \boldsymbol{x}_{1}, \boldsymbol{x}_{2} \in \mathbb{k}^{3}\right\}
$$

In fact, using quadratic form $\mathbf{q}$, there is an isomorphism between $\left(\mathbb{k}^{3}\right)^{*}$ and $\mathbb{k}^{3}$, so, from now on, we do not distinguish between covariant and contravariant tensors, and we write

$$
\mathbf{a}=a_{i j} \boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}
$$

where Einstein convention on repeated indices has been used.
The standard $\mathbb{O}^{+}$representation on the space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ is now given by

$$
\begin{equation*}
g \star \mathbf{a}:=g \mathbf{a} g^{t} \tag{1}
\end{equation*}
$$

with $g^{t}$ the transpose matrix of $g$, and where matrix product is used, so that the symmetric tensor a is identified with a $3 \times 3$ matrix.

A minimal integrity basis of the invariant algebra $\mathbb{R}\left[\mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right]^{\mathbb{D}^{+}}$has already been obtained in [61], but we propose here to write such an integrity basis in a tensorial intrinsic form, both in the real and in the complex case.

To do so, we next provide the Hilbert series and a homogeneous system of parameters of this algebra. From this, we deduce a degree bound for an integrity basis (see Lemma 3.3), and finally use Macaulay software [34] to check the minimality. Note that such a strategy to obtain en explicit integrity basis in the case of a finite group is close to the one proposed in [67] (see also [10, 11] for a similar strategy to compute integrity basis in classical invariant theory). Let us now provide the details.

For any graded algebra $\mathcal{A}=\oplus_{k} \mathcal{A}_{k}$, its associated Hilbert series is the formal series

$$
H_{\mathcal{A}}(z)=\sum_{k \geq 0} \operatorname{dim}\left(\mathcal{A}_{k}\right) z^{k}
$$

In the case of invariant algebra of a finite group, there is an a priori way to compute such Hilbert series (see $\left[67\right.$, Theorem 2.2.1] for instance). In our specific case, Hilbert series $H=H_{\text {octa }}$ of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right]^{\mathbb{D}^{+}}$is obtained by direct computation:

$$
\begin{equation*}
H_{\mathrm{octa}}(z)=\frac{1+z^{3}+z^{4}+z^{5}+z^{6}+z^{9}}{(1-z)\left(1-z^{2}\right)^{2}\left(1-z^{3}\right)^{2}\left(1-z^{4}\right)} \tag{2}
\end{equation*}
$$

To go one step further, let us introduce the so-called homogeneous system of parameters [67] of a graded $\mathbb{k}$ algebra $\mathcal{A}=\oplus_{k} \mathcal{A}_{k}$.

Definition 3.1. A family $\theta_{1}, \ldots, \theta_{s}$ is a homogeneous system of parameters of a graded algebra $\mathcal{A}$ if:
(1) Each $\theta_{i}$ belongs to some homogeneous space $\mathcal{A}_{k_{i}}$ of $\mathcal{A}$.
(2) The family $\theta_{1}, \ldots, \theta_{s}$ is algebraically free.
(3) The algebra $\mathcal{A}$ is a $\mathbb{k}\left[\theta_{1}, \ldots, \theta_{s}\right]$-module of finite type.

An explicit determination of a homogeneous system of parameters is in general not straightforward $[19,41,12]$, but in case of a finite group, and thus the group $\mathbb{O}$, the following result holds [64, Proposition 5.3.7]:

Lemma 3.2. A familly $\theta_{1}, \ldots, \theta_{s}$ of homogeneous invariants form a system of parameters of the invariant ring $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{D}^{+}}(\mathbb{k}=\mathbb{R}$ or $\mathbb{C})$ if and only if $s=6$ and

$$
\left\{\mathbf{a} \in \mathbb{S}^{2}\left(\mathbb{C}^{3}\right), \quad \theta_{1}(\mathbf{a})=\ldots=\theta_{s}(\mathbf{a})=0\right\}=\{\mathbf{0}\}
$$

Finally, recall that a graded algebra $\mathcal{A}$ is said to be Cohen-Macaulay if for any homogeneous system of parameters $\theta_{1}, \ldots, \theta_{s}$, the algebra $\mathcal{A}$ is a free $\mathbb{k}\left[\theta_{1}, \ldots, \theta_{s}\right]$-module, so that the following lemma holds [67, Proposition 2.3.6].

Lemma 3.3. Let $\mathcal{A}$ be some Cohen-Macaulay algebra with a homogeneous system of parameters $\theta_{1}, \ldots, \theta_{s}$. Then the Hilbert series of $\mathcal{A}$ is given by

$$
H(z)=\frac{z^{e_{1}}+\ldots+z^{e_{r}}}{\left(1-z^{d_{1}}\right) \ldots\left(1-z^{d_{s}}\right)}
$$

where $d_{i}=\operatorname{deg}\left(\theta_{i}\right)$ and $e_{j} \in \mathbb{N}$. Furthermore, a degree bound for a generating family of $\mathcal{A}$ is $\max \left(d_{i}, e_{j}\right)$.

General statements having been recalled, let us now consider the invariant algebra of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{O}^{+}}$. Following Smith and Kiral [61], first perform the decomposition:

$$
\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)=\operatorname{Diag}_{2} \oplus \text { Adiag }_{2}
$$

where

$$
\begin{equation*}
\operatorname{Diag}_{2}:=\left\{\lambda_{1} \mathbf{e}_{11}+\lambda_{2} \mathbf{e}_{22}+\lambda_{3} \mathbf{e}_{33}\right\} \subset \mathbb{S}^{2}\left(\mathbb{k}^{3}\right), \quad \mathbf{e}_{i i}:=\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{i} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Adiag}_{2}:=\left\{\alpha_{1} \mathbf{e}_{23}+\alpha_{2} \mathbf{e}_{13}+\alpha_{3} \mathbf{e}_{12}\right\} \subset \mathbb{S}^{2}\left(\mathbb{k}^{3}\right), \quad \mathbf{e}_{i j}:=\boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j}+\boldsymbol{e}_{j} \otimes \boldsymbol{e}_{i}(i \neq j) \tag{4}
\end{equation*}
$$

are $\mathbb{O}^{+}$stable.
Remark 3.4. Using the well-known isomorphism between $\mathbb{O}^{+}$and the permutation group $\mathfrak{S}_{4}$ of four elements [27], we can check from $\mathfrak{S}_{4}$ character table that $\mathrm{Adiag}_{2}$ is the irreducible (standard) representation $\chi^{\text {std }}$ corresponding to Young'stable

when $\mathrm{Diag}_{2}=\chi^{\text {triv }} \oplus \chi^{(2,2)}$ is reducible, with $\chi^{\text {triv }}$ the trivial representation and $\chi^{(2,2)}$ the irreducible $\mathfrak{S}_{4}$ representation corresponding to square Young'stable


Let us define the so-called out-of-diagonal octahedral fourth order projector tensor $\mathbf{P}[57,50,26,49]$ :

$$
\begin{equation*}
\mathbf{P}=\frac{1}{2} \sum_{i<j} \mathbf{e}_{i j} \otimes \mathbf{e}_{i j} \tag{5}
\end{equation*}
$$

The projection of $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ onto the vector space Adiag ${ }_{2}$ parallel to Diag ${ }_{2}$ is given by $\mathbf{P}$. More specifically, for any $\mathbf{c}=c_{i j} \boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j} \in \mathbb{S}^{2}\left(\mathbb{K}^{3}\right)$ we have

$$
\mathbf{P}: \mathbf{c}=\left(\begin{array}{ccc}
0 & c_{12} & c_{13}  \tag{6}\\
c_{12} & 0 & c_{23} \\
c_{13} & c_{23} & 0
\end{array}\right), \quad \text { and } \quad \mathbf{c}-\mathbf{P}: \mathbf{c}=\left(\begin{array}{ccc}
c_{11} & 0 & 0 \\
0 & c_{22} & 0 \\
0 & 0 & c_{33}
\end{array}\right)
$$

where ": "stands for the double contraction $(\mathbf{P}: \mathbf{c})_{i j}:=P_{i j p q} c_{p q}$.
A minimal integrity basis of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{D}^{+}}$is provided in the next result.
Theorem 3.5. Let $\mathbf{a} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ and

$$
\mathbf{a}_{1}:=\mathbf{P}: \mathbf{a} \in \operatorname{Adiag}_{2}, \quad \mathbf{a}_{2}:=\mathbf{a}-\mathbf{P}: \mathbf{a} \in \mathrm{Diag}_{2}
$$

The 9 polynomial invariants

$$
\begin{array}{lll}
I_{1}^{c}:=\operatorname{tr} \mathbf{a}, & I_{2}^{c}:=\operatorname{tr}\left(\mathbf{a}_{2}^{2}\right), & I_{3}^{c}:=\operatorname{tr}\left(\mathbf{a}_{2}^{3}\right) \\
J_{2}^{c}:=\operatorname{tr}\left(\mathbf{a}_{1}^{2}\right), & J_{3}^{c}=\operatorname{tr}\left(\mathbf{a}_{1}^{3}\right), & J_{4}^{c}=\operatorname{tr}\left(\left(\mathbf{P}: \mathbf{a}_{1}^{2}\right)^{2}\right) \\
K_{3}^{c}=\operatorname{tr}\left(\mathbf{a}_{1}^{2} \mathbf{a}_{2}\right), & K_{4}^{c}=\operatorname{tr}\left(\left(\mathbf{a}_{1} \mathbf{a}_{2}\right)^{2}\right), & I_{5}^{c}=\operatorname{tr}\left(\mathbf{a}_{1} \mathbf{a}_{2} \mathbf{a}_{1}\left(\mathbf{P}: \mathbf{a}_{1}^{2}\right)\right)
\end{array}
$$

constitute a minimal integrity basis of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{O}^{+}}$.
A proof of this theorem relies on two essential results: one about an explicit homogeneous system of parameters (corollary 3.6), and the other one related to a degree bound given by Lemma 3.3 deduced from the Cohen-Macauleyness of $\mathbb{C}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{O}+}$.

By a direct computation we first deduce from Lemma 3.2:
Corollary 3.6. The family $I_{1}^{c}, I_{2}^{c}, I_{3}^{c}, J_{2}^{c}, J_{3}^{c}, J_{4}^{c}$ is a homogeneous system of parameters of the invariant algebra $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{D}}$.

Proof of Theorem 3.5. From corollary 3.6, Lemma 3.3 and Hilbert series (2), we know that there exists a generating set of the invariant algebra $\mathcal{A}=\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{D}^{+}}$with maximum degree 9 . Taking now the following algebra,

$$
\mathcal{B}:=\mathbb{k}\left[I_{1}^{c}, I_{2}^{c}, I_{3}^{c}, J_{2}^{c}, J_{3}^{c}, J_{4}^{c}, K_{3}^{c}, K_{4}^{c}, I_{5}^{c}\right]=\oplus_{k} \mathcal{B}_{k} \subset \mathcal{A}
$$

where $\mathcal{B}_{k}$ are homogeneous spaces. We check by direct computation (done using Macaulay2 [34] software) that for all $k \leq 9$ we have $\operatorname{dim}\left(\mathcal{B}_{k}\right)=\operatorname{dim}\left(\mathcal{A}_{k}\right)$, where we have from Hilbert series (2)

$$
H_{\mathrm{octa}}(z)=H_{\mathcal{A}}(z)=1+z+3 z^{2}+6 z^{3}+11 z^{4}+18 z^{5}+32 z^{6}+48 z^{7}+75 z^{8}+111 z^{9}+\ldots
$$

By induction on the degree $k$ of the homogeneous space $\mathcal{B}_{k}$, we also check that any subfamily of $\left\{I_{1}^{c}, \ldots, I_{5}^{c}\right\}$ is no longer a generating set of $\mathcal{A}$, so we can conclude.

Note here that the invariants $J_{2}^{c}, J_{3}^{c}, J_{4}^{c}$ form a homogeneous system of parameter of the invariant algebra $\mathbb{k}\left[\mathrm{Adiag}_{2}\right]^{\mathbb{O}+}$ (using [64, Proposition 5.3.7] once again), with Hilbert series given by:

$$
H_{\mathrm{Adiag}_{2}}(z)=\frac{1}{\left(1-z^{2}\right)\left(1-z^{3}\right)\left(1-z^{4}\right)}
$$

We finally directly deduce from Remark 2.6:
Corollary 3.7. The algebra of invariant $\mathbb{k}\left[\operatorname{Adiag}_{2}\right]^{\mathbb{O}}$ is generated by $J_{2}^{c}, J_{3}^{c}, J_{4}^{c}$, as well as the field of invariant $\mathbb{k}\left(\operatorname{Adiag}_{2}\right)^{\mathbb{O}^{+}}$, which is rational:

$$
\mathbb{k}\left(\operatorname{Adiag}_{2}\right)^{\mathbb{O}}=\mathbb{k}\left(J_{2}^{c}, J_{3}^{c}, J_{4}^{c}\right)
$$

## 4. Rational invariant field of two symmetric second order tensors

One still considers the canonical quadratic form $\mathrm{q}(\boldsymbol{x}):=x^{2}+y^{2}+z^{2}$ on $\mathbb{k}^{3}, \mathbb{k}=\mathbb{R}$ ot $\mathbb{C}$, and defines the associated orthogonal group of linear transformation preserving q :

$$
\mathrm{O}(3, \mathbb{k}):=\left\{g \in \mathrm{GL}(3, \mathbb{k}), \quad g^{t} g=I\right\}
$$

Then $S O(3, \mathbb{k})$ is the subgroup of elements $g \in O(3, \mathbb{k})$ such that $\operatorname{det}(g)=1$.
The diagonal representation $\rho$ of $\mathrm{SO}(3, \mathbb{k})$ on $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ is given by

$$
\rho(g)(\mathbf{a}, \mathbf{b}):=(g \star \mathbf{a}, g \star \mathbf{b})=\left(g \mathbf{a} g^{t}, g \mathbf{b} g^{t}\right)
$$

and we consider the associated invariant algebra $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right]^{\mathrm{SO}(3, \mathbb{C})}$ with its quotient field corresponding to its field of rational invariants $\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\operatorname{SO}(3, \mathbb{C})}$ (see Theorem 2.5).

From Katsylo's result (Theorem 2.7), we know that there exist rational invariants $\mathrm{r}_{1}, \ldots, \mathrm{r}_{9}$ such that

$$
\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}=\mathbb{C}\left(\mathrm{r}_{1}, \ldots, \mathrm{r}_{9}\right)
$$

and we address the question of finding explicit sets of such invariants, for the complex case as well as for the real case. We already know a minimal integrity basis of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathrm{SO}(3, \mathbb{k})}$, given by the 10 polynomial invariants (see [65] for instance):

$$
\begin{aligned}
& I_{1}=\operatorname{tr}(\mathbf{a}), \quad J_{1}=\operatorname{tr}(\mathbf{b}), \quad I_{2}=\operatorname{tr}\left(\mathbf{a}^{2}\right), \quad J_{2}=\operatorname{tr}\left(\mathbf{b}^{2}\right), \quad K_{2}=\operatorname{tr}(\mathbf{a b}) \\
& I_{3}=\operatorname{tr}\left(\mathbf{a}^{3}\right), \quad J_{3}=\operatorname{tr}\left(\mathbf{b}^{3}\right), \quad K_{3}=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{b}\right), \quad L_{3}=\operatorname{tr}\left(\mathbf{a b}^{2}\right), \quad I_{4}=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{b}^{2}\right)
\end{aligned}
$$

Before we produce an explicit generating set of rational invariants, we need to introduce the generalized cross product defined for totally symmetric tensors [52]. Recall here that a totally symmetric tensor of order $p$ is a $p$ linear form

$$
\mathbf{S}:\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{p}\right) \in\left(\mathbb{k}^{3}\right)^{p} \mapsto \mathbf{S}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{p}\right)
$$

which is invariant under any permutation of $\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{p}\right)$.
Definition 4.1 (Generalized cross product). Let $\varepsilon$ be the Levi-Civita symbol in $\mathbb{K}^{3}$ and $\mathbf{A} \in \mathbb{S}^{p}\left(\mathbb{k}^{3}\right)$, $\mathbf{B} \in \mathbb{S}^{q}\left(\mathbb{k}^{3}\right)$ be totally symmetric tensors. Then the totally symmetric tensor $\mathbf{A} \times \mathbf{B}$, of order $p+q-1$, is defined by

$$
\mathbf{A} \times \mathbf{B}:=(\mathbf{B} \cdot \boldsymbol{\varepsilon} \cdot \mathbf{A})^{s} \in \mathbb{S}^{p+q-1}\left(\mathbb{k}^{3}\right)
$$

where ()$^{s}$ is the total symmetrization and $\cdot$ means the contraction over one subscript.
In coordinates, this gives for two second order symmetric tensors $\mathbf{a}, \mathbf{b} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$

$$
\begin{aligned}
(\mathbf{a} \times \mathbf{b})_{i j k} & =\frac{1}{6} \sum_{\sigma \in \mathfrak{S}_{3}} b_{\sigma(i) p} \varepsilon_{p \sigma(j) q} a_{q \sigma(k)} \\
& =\frac{1}{6}\left(b_{i p} \varepsilon_{p j q} a_{q k}+b_{i p} \varepsilon_{p k q} a_{q j}+b_{j p} \varepsilon_{p i q} a_{q k}+b_{j p} \varepsilon_{p k q} a_{q i}+b_{k p} \varepsilon_{p i q} a_{q j}+b_{k p} \varepsilon_{p j q} a_{q i}\right),
\end{aligned}
$$

where $\mathfrak{S}_{3}$ is the permutation group of three elements.
We obtain now:
Theorem 4.2. For a pair $(\mathbf{a}, \mathbf{b}) \in \mathbb{S}^{2}\left(\mathbb{K}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, let $\mathbf{C}_{\mathbf{a}}$ be the fourth order tensor

$$
\begin{equation*}
\mathbf{C}_{\mathbf{a}}:=\left(\mathbf{a}^{2} \times \mathbf{a}\right) \cdot\left(\mathbf{a}^{2} \times \mathbf{a}\right) \tag{7}
\end{equation*}
$$

and $\mathbf{c}, \mathbf{d}$ the two second order symmetric tensors

$$
\begin{equation*}
\mathbf{c}:=\mathbf{C}_{\mathbf{a}}: \mathbf{b} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right), \quad \mathbf{d}:=\mathbf{C}_{\mathbf{a}}: \mathbf{c}^{2} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \tag{8}
\end{equation*}
$$

Then, the set of 9 rational invariants

$$
\begin{array}{llll}
I_{1}=\operatorname{tr} \mathbf{a}, & J_{1}=\operatorname{tr} \mathbf{b}, & K_{2}=\operatorname{tr}(\mathbf{a b}), & K_{3}=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{b}\right), \\
r_{2}=\frac{\operatorname{tr}\left(\mathbf{c}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{4}}, & r_{3}=\frac{\operatorname{tr}\left(\mathbf{c}^{3}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}}, & s_{3}=\frac{\operatorname{tr}\left(\mathbf{a c}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{4}}, & r_{4}=\frac{\operatorname{tr}\left(\mathbf{d}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{12}}, \quad r_{5}=\frac{\operatorname{tr}\left(\mathbf{a d}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{12}}
\end{array}
$$

is a weak separating set of the $\mathrm{SO}(3, \mathbb{k})$ space $\mathbb{S}^{2}\left(\mathbb{K}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$.

Remark 4.3. In fact, the second order symmetric tensors $\mathbf{c}$ and $\mathbf{d}$ defined by (8) and the fourth order tensor $\mathbf{C}_{\mathbf{a}}$ given by (7) are polynomial covariants of $(\mathbf{a}, \mathbf{b}) \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, meaning $i$ ) that their coordinates are polynomial expression in $(\mathbf{a}, \mathbf{b})$ coordinates and $i i)$ that

$$
\mathbf{c}\left(g \mathbf{a} g^{t}, g \mathbf{b} g^{t}\right)=g \mathbf{c}(\mathbf{a}, \mathbf{b}) g^{t}, \quad \mathbf{C}_{g \mathbf{a} g^{t}}=g \star \mathbf{C}_{\mathbf{a}}
$$

with

$$
\left(g \star \mathbf{C}_{\mathbf{a}}\right)\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \boldsymbol{x}_{4}\right):=\mathbf{C}_{\mathbf{a}}\left(g^{-1} \boldsymbol{x}_{1}, g^{-1} \boldsymbol{x}_{2}, g^{-1} \boldsymbol{x}_{3}, g^{-1} \boldsymbol{x}_{4}\right) .
$$

To obtain Theorem 4.2, we first explicitly define some Zariski open set connected to the announced weak separating set. For any $(\mathbf{a}, \mathbf{b}) \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, one defines

$$
\begin{aligned}
& \widehat{\mathbf{c}}:=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2} \mathbf{b}-\mathbf{C}_{\mathbf{a}}: \mathbf{b}, \\
& \widehat{\mathbf{d}}:=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}\left(\mathbf{C}_{\mathbf{a}}: \mathbf{b}\right)^{2}-\mathbf{C}_{\mathbf{a}}:\left(\left(\mathbf{C}_{\mathbf{a}}: \mathbf{b}\right)^{2}\right),
\end{aligned}
$$

and considers the Zariski open set

$$
\begin{equation*}
\mathcal{Z}^{c}:=\left\{(\mathbf{a}, \mathbf{b}) \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right), \quad \mathbf{a}^{2} \times \mathbf{a} \neq 0 \text { and } \widehat{\mathbf{d}}^{2} \times \widehat{\mathbf{d}} \neq 0\right\} . \tag{9}
\end{equation*}
$$

As a first step we have:
Lemma 4.4. Any symmetric second order tensor $\mathbf{a} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ has three distinct eigenvalues if and only if

$$
\begin{equation*}
\mathbf{a}^{2} \times \mathbf{a} \neq 0 \tag{10}
\end{equation*}
$$

Proof. Consider the invariant given by the squared norm (which is indeed a norm in the real case)

$$
\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}:=\left(\mathbf{a}^{2} \times \mathbf{a}\right)_{i j k}\left(\mathbf{a}^{2} \times \mathbf{a}\right)_{i j k} .
$$

Now, taking $\mathrm{p}_{\mathbf{a}}(X)$ to be the polynomial characteristic of $\mathbf{a}$, we check directly that $6\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}$ is the square of the discriminant of $\mathrm{pa}_{\mathbf{a}}(X)$, so we can conclude.

As a second step, let us point out that covariant $\mathbf{C}_{\mathbf{a}}$ given by (7) is strongly linked to the octahedral projector (5). Indeed, by direct computation we have:

Lemma 4.5. Let $\mathbf{a}=\sum_{i} \lambda_{i} \boldsymbol{e}_{i} \otimes \boldsymbol{e}_{i} \in \operatorname{Diag}_{2}, \mathbf{b} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ and fourth order tensor $\mathbf{P}$ defined by (5). We have

$$
\begin{equation*}
\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}=\Pi_{i<j}\left(\lambda_{i}-\lambda_{j}\right)^{2}, \quad \mathbf{C}_{\mathbf{a}}=\left(\mathbf{a}^{2} \times \mathbf{a}\right) \cdot\left(\mathbf{a}^{2} \times \mathbf{a}\right)=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2} \mathbf{P} \tag{11}
\end{equation*}
$$

and,

$$
\begin{aligned}
& \mathbf{c}=\mathbf{C}_{\mathbf{a}}: \mathbf{b}=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}\left(\begin{array}{ccc}
0 & b_{12} & b_{13} \\
b_{12} & 0 & b_{23} \\
b_{13} & b_{23} & 0,
\end{array}\right), \\
& \widehat{\mathbf{c}}=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}(\mathbf{b}-\mathbf{P}: \mathbf{b})=\frac{1}{3}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}\left(\begin{array}{ccc}
b_{11} & 0 & 0 \\
0 & b_{22} & 0 \\
0 & 0 & b_{33}
\end{array}\right), \\
& \widehat{\mathbf{d}}=\frac{1}{27}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}\left(\mathbf{c}^{2}-\mathbf{P}: \mathbf{c}^{2}\right)=\frac{1}{27}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}\left(\begin{array}{ccc}
b_{13}^{2}+b_{12}^{2} & 0 & 0 \\
0 & b_{23}^{2}+b_{12}^{2} & 0 \\
0 & 0 & b_{13}^{2}+b_{23}^{2}
\end{array}\right) .
\end{aligned}
$$

Proof of Theorem 4.2. Let $(\mathbf{a}, \mathbf{b}) \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ and $(\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}) \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ in the Zariski open set $\mathcal{Z}^{c}$ defined by (9) such that

$$
I_{1}(\mathbf{a}, \mathbf{b})=I_{1}(\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}), \ldots, K_{2}(\mathbf{a}, \mathbf{b})=K_{2}(\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}), \ldots, r_{5}(\mathbf{a}, \mathbf{b})=r_{5}(\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}) .
$$

From lemma 4.4, we can always suppose that

$$
\mathbf{a}=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3},
\end{array}\right) \in \operatorname{Diag}_{2}, \quad \widetilde{\mathbf{a}}=\left(\begin{array}{ccc}
\widetilde{\lambda}_{1} & 0 & 0 \\
0 & \widetilde{\lambda}_{2} & 0 \\
0 & 0 & \widetilde{\lambda}_{3}
\end{array}\right) \operatorname{Diag}_{2}, \quad \operatorname{tr}(\mathbf{a})=\operatorname{tr}(\widetilde{\mathbf{a}}) .
$$

Thus, from lemma 4.5 we have $\mathbf{P}: \mathbf{a}=\mathbf{a}$ and $\mathbf{P}: \widetilde{\mathbf{a}}=\widetilde{\mathbf{a}}$ with projector (5) equal to

$$
\mathbf{P}=\frac{3 \mathbf{C}_{\mathbf{a}}}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{2}}=\frac{3 \mathbf{C}_{\widetilde{\mathbf{a}}}}{\left\|\widetilde{\mathbf{a}}^{2} \times \widetilde{\mathbf{a}}\right\|^{2}}
$$

We deduce that

$$
r_{k}(\mathbf{a}, \mathbf{b})=J_{k}^{c}(\mathbf{P}: \mathbf{b})=J_{k}^{c}(\mathbf{P}: \widetilde{\mathbf{b}}), \quad k=1,2,3,
$$

with octahedral invariants $J_{k}^{c}$ defined in theorem 3.5. Thus, from theorem 2.2, we can write $\mathbf{P}: \widetilde{\mathbf{b}}=$ $\gamma \star(\mathbf{P}: \mathbf{b})$ for some $\gamma \in \mathbb{O}$.

As $\operatorname{Diag}_{2}$ is a stable $\mathbb{O}$ space, both $\gamma \star$ a and $\gamma \star \widetilde{\mathbf{a}}$ are still in $\operatorname{Diag}_{2}$, so we can now suppose that

$$
\mathbf{b}_{1}:=\mathbf{P}: \mathbf{b}=\mathbf{P}: \widetilde{\mathbf{b}}=\sum_{i \neq j} b_{i j} \boldsymbol{e}_{i} \otimes \boldsymbol{e}_{j} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)
$$

and we can write from lemma 4.5

$$
\begin{aligned}
& s_{3}(\mathbf{a}, \mathbf{b})=\operatorname{tr}\left(\mathbf{a}\left(\mathbf{b}_{1}\right)^{2}\right)=\operatorname{tr}\left(\widetilde{\mathbf{a}}\left(\mathbf{b}_{1}\right)^{2}\right)=\alpha, \\
& r_{5}(\mathbf{a}, \mathbf{b})=\operatorname{tr}\left(\mathbf{a}\left(\mathbf{h}_{1}\right)^{2}\right)=\operatorname{tr}\left(\widetilde{\mathbf{a}}\left(\mathbf{h}_{1}\right)^{2}\right)=\beta, \quad \mathbf{h}_{1}:=\mathbf{P}:\left(\mathbf{b}_{1}^{2}\right)
\end{aligned}
$$

so that $\lambda_{i}, \widetilde{\lambda}_{j}$ are solutions of the linear system

$$
(\mathcal{S}):\left\{\begin{array}{ll}
\left(b_{12}^{2}-b_{23}^{2}\right) x+\left(b_{12}^{2}-b_{13}^{2}\right) y & =\alpha-\left(b_{12} b_{13}-b_{23}^{2}\right) t \\
b_{13}^{2}\left(b_{23}^{2}-b_{12}^{2}\right) x+b_{23}^{2}\left(b_{13}^{2}-b_{12}^{2}\right) y & =\beta-b_{12}^{2}\left(b_{13}^{2}+b_{23}^{2}\right) t
\end{array}, \quad x+y+z=t\right.
$$

where $(\mathcal{S})$ has non-zero determinant $\left(b_{13}^{2}-b_{12}^{2}\right)\left(b_{12}^{2}-b_{23}^{2}\right)\left(b_{23}^{2}-b_{13}^{2}\right)$. Indeed, the eigenvalues of

$$
\widehat{\mathbf{d}}=\frac{1}{27}\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}\left(\mathbf{b}_{1}^{2}-\mathbf{P}:\left(\mathbf{b}_{1}^{2}\right)\right)
$$

are all distincts (see Lemma 4.5). We thus deduce that $\mathbf{a}=\widetilde{\mathbf{a}}$.
Finally, let

$$
\mathbf{b}=\left(\begin{array}{ccc}
\mu_{1} & 0 & 0 \\
0 & \mu_{2} & 0 \\
0 & 0 & \mu_{3},
\end{array}\right)+\mathbf{P}: \mathbf{b}, \quad \widetilde{\mathbf{b}}=\left(\begin{array}{ccc}
\widetilde{\mu}_{1} & 0 & 0 \\
0 & \widetilde{\mu}_{2} & 0 \\
0 & 0 & \widetilde{\mu}_{3}
\end{array}\right)+\mathbf{P}: \mathbf{b}, \quad t^{\prime}:=\operatorname{tr}(\mathbf{b})=\operatorname{tr}(\widetilde{\mathbf{b}}) .
$$

From $K_{2}(\mathbf{a}, \mathbf{b})=\operatorname{tr}(\mathbf{a b})=\operatorname{tr}(\mathbf{a} \widetilde{\mathbf{b}})=\alpha^{\prime}$ and $K_{3}(\mathbf{a}, \mathbf{b})=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{b}\right)=\operatorname{tr}\left(\mathbf{a}^{2} \widetilde{\mathbf{b}}\right)=\beta^{\prime}$ we deduce that $\mu_{i}, \widetilde{\mu}_{j}$ are solutions of the linear system

$$
\left(\mathcal{S}^{\prime}\right):\left\{\begin{array}{ll}
\left(\lambda_{1}-\lambda_{3}\right) x+\left(\lambda_{2}-\lambda_{3}\right) y & =\alpha^{\prime}-\lambda_{3} t^{\prime}  \tag{12}\\
\left(\lambda_{1}^{2}-\lambda_{3}^{2}\right) x+\left(\lambda_{2}^{2}-\lambda_{3}^{2}\right) y & =\beta^{\prime}-\lambda_{3}^{2} t^{\prime}
\end{array}, \quad x+y+z=t^{\prime}\right.
$$

where $\left(\mathcal{S}^{\prime}\right)$ has non-vanishing determinant (see (11)), so that $\mathbf{b}=\widetilde{\mathbf{b}}$, which concludes the proof.
Remark 4.6. When taking the standard representation of $\operatorname{SO}(3, \mathbb{k})$ on $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ (see (1)), we know that the vector space $\mathrm{Diag}_{2}$ is in fact a linear slice [39, 48] for generic tensors (the genericity condition being of course useless for $\mathbb{k}=\mathbb{R})$ : for any $\mathbf{a} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ with three distinct eigenvalues, there exists $g \in \mathrm{SO}(3, \mathbb{k})$ such that $g \star \mathbf{a} \in \operatorname{Diag}_{2}$.

From lemma 2.9 we directly have:
Corollary 4.7. The invariant field $\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$ is rational and generated by the minimal set $\left\{I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, r_{4}, r_{5}, s_{3}\right\}$ of 9 rational invariants given in Theorem 4.2:

$$
\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}=\mathbb{C}\left(I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, r_{4}, r_{5}, s_{3}\right)
$$

A remarkable fact is that all the rational invariants given by Theorem 4.2 are such that

$$
\mathrm{r}(\boldsymbol{v}) \in \mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right), \quad \forall \boldsymbol{v} \in \mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)
$$

Following the proof of [51, Lemme 6.14] we thus get:
Corollary 4.8. The invariant field $\mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{R})}$ is rational and generated by the minimal set $\left\{I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, r_{4}, r_{5}, s_{3}\right\}$ of 9 rational invariants given in Theorem 4.2:

$$
\mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{R})}=\mathbb{R}\left(I_{1}, J_{1}, K_{2}, K_{3}, r_{2}, r_{3}, r_{4}, r_{5}, s_{3}\right)
$$

## 5. Rational invariants of $n$ SYMMETRIC SECOND ORDER TENSORS

Using the results of previous section leads to a $\operatorname{SO}(3, \mathbb{k})$ weak separating set of $n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)(n \geq 3)$, where we consider the standard diagonal representation. Recall that the cross product is given by Definition 4.1 and that the notations • and : stand for contractions, respectively over one subscript and over two subscripts.
Theorem 5.1. For $\left(\mathbf{a}, \mathbf{b}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right) \in n \mathbb{S}^{2}\left(\mathbb{K}^{3}\right)(n \geq 3)$, let $\mathbf{C}_{\mathbf{a}}$ be the fourth order tensor

$$
\mathbf{C}_{\mathbf{a}}=\left(\mathbf{a}^{2} \times \mathbf{a}\right) \cdot\left(\mathbf{a}^{2} \times \mathbf{a}\right)
$$

and $\mathbf{c}, \mathbf{d}$ the two second order symmetric tensors

$$
\mathbf{c}:=\mathbf{C}_{\mathbf{a}}: \mathbf{b} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right), \quad \mathbf{d}:=\mathbf{C}_{\mathbf{a}}: \mathbf{c}^{2} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)
$$

Then the set of $6 n-3$ rational invariants

$$
\begin{array}{lllll}
I_{1}=\operatorname{tr}(\mathbf{a}), & J_{1}=\operatorname{tr}(\mathbf{b}), & K_{2}=\operatorname{tr}(\mathbf{a b}), & K_{3}=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{b}\right), & I_{1, k}=\operatorname{tr}\left(\mathbf{c}_{k}\right), \\
I_{2, k}=\operatorname{tr}\left(\mathbf{a c}_{k}\right), & J_{2, k}=\operatorname{tr}\left(\mathbf{b} \mathbf{c}_{k}\right), & I_{3, k}=\operatorname{tr}\left(\mathbf{a}^{2} \mathbf{c}_{k}\right) & J_{3, k}=\operatorname{tr}\left(\mathbf{a b} \mathbf{c}_{k}\right), & I_{5, k}=\operatorname{tr}\left((\mathbf{a b}-\mathbf{b a})^{2} \mathbf{c}_{k}\right), \\
r_{2}=\frac{\operatorname{tr}\left(\mathbf{c}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{4}}, & r_{3}=\frac{\operatorname{tr}\left(\mathbf{c}^{3}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}}, & r_{4}=\frac{\operatorname{tr}\left(\mathbf{d}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{12}}, & s_{3}=\frac{\operatorname{tr}\left(\mathbf{a c}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{4}}, & r_{5}=\frac{\operatorname{tr}\left(\mathbf{a d}^{2}\right)}{\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{12}}
\end{array}
$$

is a weak separating set of the $\mathrm{SO}(3, \mathbb{k})$ space $n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, with associated Zariski open set $\mathcal{Z}^{c} \oplus(n-2) \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$, where $\mathcal{Z}^{c}$ is defined by (9).

Before we get to the proof, we need:
Lemma 5.2. Let ( $\mathbf{a}, \mathbf{b}$ ) in the Zariski open set $\mathcal{Z}^{c}$ defined by (9). Then $\mathbf{a}, \mathbf{b}$ do not share any common eigenvector and $\left(\mathbf{q}, \mathbf{a}, \mathbf{b},(\mathbf{a b})^{s},[\mathbf{a}, \mathbf{b}]^{2}\right)$ is a basis of $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$.
Proof. Let us suppose that $\mathbf{a}$ and $\mathbf{b}$ have one common eigenvector, so we can write

$$
\mathbf{a}=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{ccc}
b_{11} & 0 & 0 \\
0 & b_{22} & b_{23} \\
0 & b_{23} & b_{33}
\end{array}\right)
$$

and we have a non trivial element $g$ in the isotropy group of ( $\mathbf{a}, \mathbf{b}$ )

$$
g:=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

Then we obtain from Lemma 4.5

$$
\widehat{\mathbf{d}}=k\left\|\mathbf{a}^{2} \times \mathbf{a}\right\|^{6}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & b_{23}^{2} & 0 \\
0 & 0 & b_{23}^{2}
\end{array}\right) \Rightarrow \widehat{\mathbf{d}}^{2} \times \widehat{\mathbf{d}}=0
$$

so that $(\mathbf{a}, \mathbf{b}) \notin \mathcal{Z}^{c}$. We deduce that any $(\mathbf{a}, \mathbf{b}) \in \mathcal{Z}^{c}$ has a trivial isotropy group (otherwise $\mathbf{a}$ and $\mathbf{b}$ have a common eigenvector), so we can conclude using [18, Lemma 4.4].
Proof of Theorem 5.1. Let us consider ( $\mathbf{a}, \mathbf{b}, \mathbf{c}_{1}, \ldots, \mathbf{c}_{k}$ ) and ( $\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}}, \widetilde{\mathbf{c}}_{1}, \ldots, \widetilde{\mathbf{c}}_{k}$ ) in the open Zariski set $\mathcal{Z}_{c}^{2} \oplus(n-2) \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ so that all the rational invariants from the theorem statement have equal evaluations.

First of all, from Theorem 4.2 we obtain some $g \in \operatorname{SO}(3, \mathbb{k})$ such that $(\mathbf{a}, \mathbf{b})=(g \star \mathbf{a}, g \star \mathbf{b})$, and we can suppose from now on that $(\mathbf{a}, \mathbf{b})=(\widetilde{\mathbf{a}}, \widetilde{\mathbf{b}})$.

Furthermore, from corollary 4.4 we can suppose that

$$
\mathbf{a}=\widetilde{\mathbf{a}}=\left(\begin{array}{ccc}
\lambda_{1} & 0 & 0 \\
0 & \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right)
$$

Finally, as invariants $I_{1, k}, I_{2, k}, J_{2, k}, I_{3, k}, J_{3, k}, I_{5, k}$ give linear projections of any tensor $\mathbf{c}_{k} \in \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ on $\left(\mathbf{q}, \mathbf{a}, \mathbf{b},(\mathbf{a b})^{s},[\mathbf{a}, \mathbf{b}]^{2}\right)$, we conclude using Lemma 5.2.

As from the previous results with the $\operatorname{SO}(3, \mathbb{k})$ space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ (Corollary 4.7 and 4.8), we can deduce:
Corollary 5.3. The invariant field $\mathbb{k}\left(n \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{k})}$ is rational and generated by the minimal set of $6 n-3$ rational invariants given in Theorem 5.1, for either $\mathbb{k}=\mathbb{R}$ or $\mathbb{k}=\mathbb{C}$.

## 6. RATIONAL INVARIANTS OF $n$ QUARTIC BINARY FORMS

All results previously stated concern $\operatorname{SO}(3, \mathbb{k})$ tensor spaces with $\mathbb{k}$ either $\mathbb{R}$ or $\mathbb{C}$. Concerning binary forms, Katsylo has obtained the rationality of all $\mathrm{SL}(2, \mathbb{C})$ representations [40, 39]. Maeda has explicited generators for the $\mathrm{SL}(2, \mathbb{C})$-invariant field of binary octavics [48].

Let us now address the question of effective rationality of $\operatorname{SL}(2, \mathbb{C})$ spaces of quartic forms. We give in corollary 6.1 a minimal set of generators for the $\mathrm{SL}(2, \mathbb{C})$-invariant field of $n$ binary quartics.

First define $S_{n}$ to be the complex vector space of $n$th degree binary forms

$$
\mathbf{f}(\boldsymbol{\xi})=a_{0} u^{n}+a_{1} u^{n-1} v+\ldots+a_{n} v^{n}, \quad \boldsymbol{\xi}:=(u, v) \in \mathbb{C}^{2}, \quad a_{i} \in \mathbb{C}
$$

Such a space is naturally endowed with the $\operatorname{SL}(2, \mathbb{C})$ representation given by

$$
(\gamma \star \mathbf{f})(\boldsymbol{\xi}):=\mathbf{f}\left(\gamma^{-1} \boldsymbol{\xi}\right), \quad \gamma \in \operatorname{SL}(2, \mathbb{C}) .
$$

There is a deep connection between $\mathrm{SO}(3, \mathbb{C})$ and its universal cover $\mathrm{SL}(2, \mathbb{C})$, so that the $\mathrm{SL}(2, \mathbb{C})$ representation on the space $\mathrm{S}_{2 n}$ of $2 n$th degree binary forms is equivariant to the $\mathrm{SO}(3, \mathbb{C})$ representation on the space of $n$th order harmonic polynomials (see [18] for more details).

To obtain an explicit equivariant isomorphism, let us first consider the adjoint representation Ad of $\operatorname{SL}(2, \mathbb{C})$ on its Lie algebra $\mathfrak{s l}(2, \mathbb{C})$

$$
\operatorname{Ad}_{\gamma}(m):=\gamma m \gamma^{-1}
$$

As it preserves the quadratic form $\operatorname{det}(m)$ defined on $m \in \mathfrak{s l}(2, \mathbb{C})$, we have

$$
\operatorname{Ad}_{\gamma} \in \mathrm{SO}(3, \mathbb{C}), \quad \forall \gamma \in \mathrm{SL}(2, \mathbb{C})
$$

Take now Cartan's map [14, p. 48],

$$
\phi: \mathbb{C}^{2} \rightarrow \mathbb{C}^{3}, \quad(u, v) \mapsto\left(\frac{u^{2}+v^{2}}{2}, \frac{u^{2}-v^{2}}{2 i}, i u v\right)
$$

which induces an equivariant isomorphism

$$
\phi^{*}: \mathcal{H}_{2}\left(\mathbb{C}^{3}\right) \longrightarrow \mathrm{S}_{4}, \quad \mathrm{~h} \mapsto \mathrm{~h} \circ \phi
$$

where $\mathcal{H}_{2}\left(\mathbb{C}^{3}\right)$ is the space of degree 2 harmonic polynomials, also isomorphic to the space $\mathbb{H}^{2}\left(\mathbb{C}^{3}\right)$ of second order symmetric and traceless tensors (see [30] for instance):

$$
\mathbf{a} \in \mathbb{H}^{2}\left(\mathbb{C}^{3}\right) \mapsto \mathrm{p}(\boldsymbol{x}):=\mathbf{a}(\boldsymbol{x}, \boldsymbol{x}) \in \mathcal{H}_{2}\left(\mathbb{C}^{3}\right), \quad \Delta \mathrm{p}=2 \operatorname{tr}(\mathbf{a})=0
$$

Using the inverse map $\phi^{-*}$ of $\phi^{*}$, this defines an equivariant isomorphism

$$
\phi^{-*}: n \mathrm{~S}_{4} \longrightarrow n \mathbb{H}^{2}\left(\mathbb{C}^{3}\right)
$$

In the case of a single quartic form

$$
\mathbf{f}=a_{0} u^{4}+a_{1} u^{3} v+a_{2} u^{2} v^{2}+a_{3} u v^{3}+a_{4} v^{4}
$$

we simply have

$$
\begin{aligned}
\phi^{-*}(\mathbf{f})=\left(\frac{a_{2}}{3}+a_{0}+a_{4}\right) \mathbf{e}_{11}+\left(\frac{a_{2}}{3}-a_{0}-a_{4}\right) & \mathbf{e}_{22}-\frac{2 a_{2}}{3} \mathbf{e}_{33} \\
& +i\left(a_{0}-a_{4}\right) \mathbf{e}_{12}-\frac{1}{2} i\left(a_{1}+a_{3}\right) \mathbf{e}_{13}+\frac{1}{2}\left(a_{1}-a_{3}\right) \mathbf{e}_{23}
\end{aligned}
$$

where $\mathbf{e}_{i j}$ are given by (3) and (4).
From Theorem 5.1 we finally get:
Corollary 6.1. Let us consider the representation $\left(n S_{4}, \mathrm{SL}(2, \mathbb{C})\right.$ ) for $n \geq 2$. Then the invariant field $\mathbb{C}\left(n \mathrm{~S}_{4}\right)^{\mathrm{SL}(2, \mathbb{C})}$ is rational and generated by the minimal set of $5 n-3$ rational invariants given by

$$
\begin{array}{llllll}
K_{2} \circ \phi^{-*}, & K_{3} \circ \phi^{-*}, & I_{2, k} \circ \phi^{-*}, & J_{2, k} \circ \phi^{-*}, & I_{3, k} \circ \phi^{-*} & J_{3, k} \circ \phi^{-*},
\end{array} \quad I_{5, k} \circ \phi^{-*},
$$

where $K_{2}, \ldots, r_{5}$ are the rational invariants given in Theorem 5.1.

## 7. Conclusion

Considering both the complex $\mathbb{k}=\mathbb{C}$ and the real $\mathbb{k}=\mathbb{R}$ cases, we have obtained explicit minimal separating sets of $6 n-3$ rational invariants for the $\mathrm{SO}(3, \mathbb{k})$ linear representation on $n$ copies of $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ (k vector spaces second order symmetric tensors, Theorem 5.1). We have shown the rationality of the invariant field $\mathbb{k}\left(n \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{k})}$ (Corollary 5.3). Thanks to Cartan map, we have obtained a minimal set of $5 n-3$ rational invariants for the $\mathrm{SL}(2, \mathbb{C})$ invariant field $\mathbb{C}\left(n S_{4}\right)^{\mathrm{SL}(2, \mathbb{C})}$ of $n$ quartic forms (Corollary 6.1), leading to an explicit version of the theoretical rationality result from Katsylo [39].

A first issue (Theorem 4.2) was that a weak separating set of the $\mathrm{SO}(3, \mathbb{k})$ space $\mathbb{S}^{2}\left(\mathbb{k}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{k}^{3}\right)$ consists in 9 rational invariants, the rationality of the invariant field $\mathbb{C}\left(\mathbb{S}^{2}\left(\mathbb{C}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{C}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{C})}$ and $\mathbb{R}\left(\mathbb{S}^{2}\left(\mathbb{R}^{3}\right) \oplus \mathbb{S}^{2}\left(\mathbb{R}^{3}\right)\right)^{\mathrm{SO}(3, \mathbb{R})}$ having been obtained as Corollaries 4.7 and 4.8 . As a by-product, a minimal integrity basis of $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{D}^{+}}$, for orientation preserving octahedral group $\mathbb{O}^{+}$, has been explicited in Theorem 3.5, and a homogeneous system of parameters of the invariant algebra $\mathbb{k}\left[\mathbb{S}^{2}\left(\mathbb{k}^{3}\right)\right]^{\mathbb{0}}$ has been provided.

## References

[1] M. Abud and G. Sartori. The geometry of spontaneous symmetry breaking. Ann. Physics, 150(2):307-372, 1983.
[2] E. Arruda and M. Boyce. A three-dimensional constitutive model for the large stretch behavior of rubber elastic materials. J. Mech. Phys. Solids, 41:389-412, 1993.
[3] G. Backus. A geometrical picture of anisotropic elastic tensors. Rev. Geophys., 8(3):633-671, 1970.
[4] L. Bedratyuk. 2d geometric moment invariants from the point of view of the classical invariant theory. Journal of Mathematical Imaging and Vision, pages 1-14, 2020.
[5] J.-P. Boehler. Introduction to the invariant formulation of anisotropic constitutive equations. In Applications of tensor functions in solid mechanics, volume 292 of CISM Courses and Lectures, pages 13-30. Springer, Vienna, 1987.
[6] J.-P. Boehler, A. A. Kirillov, Jr., and E. T. Onat. On the polynomial invariants of the elasticity tensor. J. Elasticity, 34(2):97-110, 1994.
[7] G. Boole. Exposition of a general theory of linear transformation. Camb. Math., 3:1-20, 1841.
[8] M. Brion. Invariants et covariants des groupes algébriques réductifs. Lecture notes from a summer school in Monastir (Tunisia) in summer 1996, Juillet 1996.
[9] T. Bröcker and T. Tom Dieck. Representations of compact Lie groups, volume 98. Springer Science \& Business Media, 2013.
[10] A. Brouwer and M. Popoviciu. The invariants of the binary decimic. J. Symbolic Comput., 45(8):837-843, 2010.
[11] A. Brouwer and M. Popoviciu. The invariants of the binary nonic. J. Symbolic Comput., 45(6):709-720, 2010.
[12] A. E. Brouwer and M. Popoviciu. $\mathrm{SL}_{2}$-modules of small homological dimension. Transform. Groups, 16(3):599-617, 2011.
[13] L. Cardoso and S. Cowin. Fabric tensors - Measures of porous or granular material anisotropy. CISM Courses and Lectures. Springer, Udine, Italy, 2016.
[14] E. Cartan. The theory of spinors. Dover Publications, Inc., New York, 1981.
[15] E. Cartan and A. Mercier. Leçons sur la théorie des spineurs: Les spineurs de l'espace a trois dimensions. Hermann, 1938.
[16] K. Danas, S. Kankanala, and N. Triantafyllidis. Experiments and modeling of iron-particle-filled magnetorheological elastomers. Journal of the Mechanics and Physics of Solids, 60(1):120-138, Jan. 2012.
[17] H. Derksen and G. Kemper. Computational invariant theory, volume 130 of Encyclopaedia of Mathematical Sciences. Springer, Heidelberg, enlarged edition, 2015. With two appendices by Vladimir L. Popov, and an addendum by Norbert A'Campo and Popov, Invariant Theory and Algebraic Transformation Groups, VIII.
[18] R. Desmorat, N. Auffray, B. Desmorat, B. Kolev, and M. Olive. Generic separating sets for three-dimensional elasticity tensors. Proc. R. Soc. A, 475, 2019.
[19] J. Dixmier. Série de Poincaré et systèmes de paramètres pour les invariants des formes binaires. Acta Sci. Math. (Szeged), 45(1-4):151-160, 1983.
[20] J. Dixmier and D. Lazard. Le nombre minimum d'invariants fondamentaux pour les formes binaires de degré 7 . Portugal. Math., 43(3):377-392, 1985/86.
[21] I. Dolgachev. Lectures on invariant theory, volume 296 of London Mathematical Society Lecture Note Series. Cambridge University Press, Cambridge, 2003.
[22] I. V. Dolgachev. Rationality of fields of invariants. Algebraic Geometry, Bowdoin, pages 3-16, 1985.
[23] J. Draisma, G. Kemper, and D. Wehlau. Polarization of separating invariants. Canad. J. Math., 60(3):556-571, 2008.
[24] E. S. Dufresne. Separating Invariants. PhD thesis, Queen's University, Kingston, Ontario, Canada, Aug. 2008.
[25] C. S. Fisher. The death of a mathematical theory. A study in the sociology of knowledge. Arch. History Exact Sci., 3:137-159 (1966), 1966.
[26] M. Francois. Détermination des symétries matérielles de matériaux anisotropes. PhD thesis, Université Paris 6, 1995.
[27] W. Fulton and J. Harris. Representation theory: a first course, volume 129. Springer Science \& Business Media, 2013.
[28] V. Gatti and E. Viniberghi. Spinors of 13-dimensional space. Advances in Mathematics, 30(2):137-155, 1978.
[29] C. F. Gauss. Disquisitiones arithmeticae. Springer-Verlag, New York, 1986. Translated and with a preface by Arthur A. Clarke, Revised by William C. Waterhouse, Cornelius Greither and A. W. Grootendorst and with a preface by Waterhouse.
[30] M. Golubitsky, I. Stewart, and D. G. Schaeffer. Singularities and groups in bifurcation theory. Vol. II, volume 69 of Applied Mathematical Sciences. Springer-Verlag, New York, 1988.
[31] P. Gordan. Beweis, dass jede Covariante und Invariante einer Bineren Form eine ganze Function mit numerischen Coefficienten einer endlichen Anzahl solcher Formen ist. Journal für die reine und angewandte Mathematik, 69:323354, 1868.
[32] P. Görlach, E. Hubert, and T. Papadopoulo. Rational invariants of even ternary forms under the orthogonal group. Foundations of Computational Mathematics, 19(6):1315-1361, Nov. 2018.
[33] J. Gray. Algebraic geometry between noether and noether-a forgotten chapter in the history of algebraic geometry. Revue d'histoire des mathématiques, 3(1):1-48, 1997.
[34] D. R. Grayson and M. E. Stillman. Macaulay2, a software system for research in algebraic geometry. Available at http://www.math.uiuc.edu/Macaulay2/.
[35] G. B. Gurevich. Foundations of the theory of algebraic invariants. Translated by J. R. M. Radok and A. J. M. Spencer. P. Noordhoff Ltd., Groningen, 1964.
[36] D. Hilbert. Theory of algebraic invariants. Cambridge University Press, Cambridge, 1993.
[37] R. Hill. Aspects of invariance in solid mechanics. Adv. Appl. Mech., pages 1-75, 1978.
[38] J.-i. Igusa. Arithmetic variety of moduli for genus two. Annals of Mathematics, pages 612-649, 1960.
[39] P. Katsylo. Rationality of fields of invariants of reducible representations of $\mathrm{SL}_{2}$. Mosc. Univ. Math. Bull, 39:80-83, 1984.
[40] P. I. Katsylo. Rationality of the orbit spaces of irreducible representations of the group $\mathrm{SL}_{2}$. Mathematics of the USSR-Izvestiya, 22(1):23, 1984.
[41] G. Kemper. An algorithm to calculate optimal homogeneous systems of parameters. Journal of Symbolic Computation, 27(2):171-184, 1999.
[42] G. Kemper. Separating invariants. J. Symbolic Comput., 44(9):1212-1222, 2009.
[43] R. C. King, T. A. Welsh, and P. D. Jarvis. The mixed two-qubit system and the structure of its ring of local invariants. J. Phys. A, 40(33):10083-10108, 2007.
[44] J. Lambert-Diani and C. Rey. New phenomenological behavior laws for rubbers and thermoplastic elastomers. Eur. J. Mech. A/Solids, 18:1027-1043, 1999.
[45] R. Lercier and M. Olive. Covariant algebra of the binary nonic and the binary decimic. AMS comtemporary mathematics, 686, 2017. https://doi.org/10.1090/conm/686.
[46] R. Lercier and C. Ritzenthaler. Hyperelliptic curves and their invariants: geometric, arithmetic and algorithmic aspects. J. Algebra, 372:595-636, 2012.
[47] J.-G. Luque. Invariants des hypermatrices. Available at http://tel.archives-ouvertes.fr/tel-00250312, 2007.
[48] T. Maeda. On the invariant field of binary octavics. Hiroshima Math. J., 20(3):619-632, 1990.
[49] R. D. R. Marull. Non-quadratic kelvin modes based plasticity criteria for anisotropic materials. International Journal of Plasticity, 27, 2011.
[50] M. M. Mehrabadi and S. C. Cowin. Eigentensors of linear anisotropic elastic materials. Quart. J. Mech. Appl. Math., 43(1):15-41, 1990.
[51] M. Olive. About Gordan's algorithm for binary forms. Found. Comput. Math., 17(6):1407-1466, 2017.
[52] M. Olive, B. Kolev, R. Desmorat, and B. Desmorat. Characterization of the symmetry class of an elasticity tensor using polynomial covariants. Available at https://arxiv.org/abs/1807.08996, 2018.
[53] S. Pennisi and M. Trovato. On the irreducibility of professor G.F. Smith's representations for isotropic functions. International journal of engineering science, 25(8):1059-1065, 1987.
[54] V. L. Popov and E. B. Vinberg. Invariant Theory, pages 123-278. Springer Berlin Heidelberg, Berlin, Heidelberg, 1994.
[55] R. J. Prokop and A. P. Reeves. A survey of moment-based techniques for unoccluded object representation and recognition. CVGIP: Graphical Models and Image Processing, 54(5):438-460, 1992.
[56] R. S. Rivlin. Further remarks on the stress-deformation relations for isotropic materials. Journal of Rational Mechanics and Analysis, 4:681-702, 1955.
[57] J. Rychlewski. On Hooke's law. Prikl. Matem. Mekhan., 48:303-314, 1984.
[58] J. Schröder and P. Neff. Invariant formulation of hyperelastic transverse isotropy based on polyconvex free energy functions. International Journal of Solids and Structures, 40(2):401-445, 2003.
[59] T. Shioda. On the graded ring of invariants of binary octavics. Amer. J. Math., 89:1022-1046, 1967.
[60] G. Smith. On isotropic functions of symmetric tensors, skew-symmetric tensors and vectors. Int. J. Eng. Sci., 9:899-916, 1971.
[61] G. Smith and E. Kiral. Integrity bases forn symmetric second order tensor the crystal classes. Rendiconti del Circolo Matematico di Palermo, 18(1):5-22, 1969.
[62] G. F. Smith. On isotropic integrity bases. Arch. Rational Mech. Anal., 18:282-292, 1965.
[63] G. F. Smith. Constitutive equations for anisotropic and isotropic materials, volume 3 of Mechanics and Physics of Discrete Systems. North-Holland Publishing Co., Amsterdam, 1994.
[64] L. Smith. Polynomial invariants of finite groups. CRC Press, 1995.
[65] A. J. M. Spencer and R. S. Rivlin. Finite integrity bases for five or fewer symmetric $3 \times 3$ matrices. Arch. Rational Mech. Anal., 2:435-446, 1958.
[66] S. Sternberg. Group theory and physics. Cambridge University Press, Cambridge, 1994.
[67] B. Sturmfels. Algorithms in Invariant Theory. Texts \& Monographs in Symbolic Computation. 2 ${ }^{\text {nd }}$ edition, Springer Wien New-York, 2008.
[68] J. Taurines, M. Olive, R. Desmorat, O. Hubert, and B. Kolev. Integrity bases for cubic nonlinear magnetostriction. Journal of Magnetism and Magnetic Materials, page 167885, 2021.
[69] M. Vianello. An integrity basis for plane elasticity tensors. Arch. Mech., 49:197-208, 1997.
[70] E. Vinberg. Effective invariant theory. Amer. Math. Soc. Transl., 137:15-19, 1987.
[71] F. von Gall. Ueber das vollständige System einer binären Form achter Ordnung. Math. Ann., 17(1):139-152, 1880.
[72] C.-C. Wang. A new representation theorem for isotropic functions: An answer to Professor G.F. Smith's criticism of my papers on representations for isotropic functions, part I. Arch. Rational Mech. Anal., 36:166-197, 1970.
[73] C.-C. Wang. Corrigendum to my recent papers on Representations for isotropic functions. Arch. Rational Mech. Anal., 43:392-395, 1970.
[74] H. Weyl. The classical groups. Princeton Landmarks in Mathematics. Princeton University Press, Princeton, NJ, 1997. Their invariants and representations, Fifteenth printing, Princeton Paperbacks.
[75] A. Wineman and A. Pipkin. Material symmetry restrictions on constitutive equations. Arch. Ration. Mech. Anal., 17:184-214, 1964.
[76] A. Young. The Irreducible Concomitants of any Number of Binary Quartics. Proc. Lond. Math. Soc., 30:290-307, 1898/99.
[77] Q.-S. Zheng. Theory of representations for tensor functions - A unified invariant approach to constitutive equations. Appl. Mech. Rev., 47:545-587, 1994.
(Marc Olive) Université Paris-Saclay, ENS Paris-Saclay, CNRS, LMT - Laboratoire de Mécanique et Technologie, 91190, Gif-Sur-Yvette, France

Email address: marc.olive@math.cnrs.fr
(Rodrigue Desmorat) Université Paris-Saclay, ENS Paris-Saclay, CNRS, LMT - Laboratoire de MÉcanique et Technologie, 91190, Gif-Sur-Yvette, France

Email address: rodrigue.desmorat@ens-paris-saclay.fr


[^0]:    Date: June 23, 2021.
    2010 Mathematics Subject Classification. 74E10 (15A72 74B05).
    Key words and phrases. Rational invariants, Separating sets.

