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Abstract
The study of dreams has been central to understanding human (un)consciousness, cognition, and culture for
centuries. Analyzing dreams quantitatively depends on labor-intensive, manual annotation of dream narratives.
We automate this process through a natural language sequence-to-sequence generation framework. This paper
presents the first study on character and emotion detection in the English portion of the open DreamBank corpus
of dream narratives. Our results show that language models can effectively address this complex task. To get
insight into prediction performance, we evaluate the impact of model size, prediction order of characters, and the
consideration of proper names and character traits. We compare our approach with a large language model using
in-context learning. Our supervised models perform better while having 28 times fewer parameters. Our model and
its generated annotations are made publicly available.

Keywords: character and emotion detection, sequence-to-sequence language model, quantitative analysis
of dreams

1. Introduction

Dreams and their meanings have been the sub-
ject of extensive interest for centuries. Artemidorus
(2nd century AD) laid the foundations for dream in-
terpretation in his work Oneirocritica, studying the
content of dreams and proposing techniques for
interpreting them (Harris-McCoy, 2012). In the 19th
century, Sigmund Freud marked a turning point in
understanding dreams with his book “The Interpre-
tation of Dreams” (Freud, 1983). Freud attributed
specific meanings to recurring characters, objects,
and scenarios in dreams, emphasizing themes of
sexuality and aggressiveness. According to Freud,
dreams are expressions of desires repressed dur-
ing the waking state and relieve tensions caused
by these repressed desires, thereby maintaining
good sleep and bodily health.

The idea that dreams function as emotional con-
flict resolution is echoed in contemporary theories
(Cartwright, 2005; Walker and van der Helm, 2009),
particularly those considering dreams as a nightly
therapeutic mechanism that identifies dreamers’
fears and offers new perspectives for resolving
conflicts (Walker and van der Helm, 2009). Other
contemporary theories focus on the dream’s role
in memory consolidation (Diekelmann and Born,
2010) and its function in selectively forgetting irrel-
evant information to facilitate future learning (Crick
and Mitchison, 1983, 1995). Dreams have also
been likened to simulators that train individuals to
better react to new situations, particularly potential
threats (Thill and Svensson, 2011).

Limited empirical evidence supports the idea that
dreaming contributes to adaptation and, conse-
quently, the survival of individuals. However, recent

Figure 1: Sequence-to-sequence approach for au-
tomating the coding of dream narratives. Codes
describing characters and their emotions are con-
verted into natural language to produce the training
data. From a narrative, a language model gener-
ates the natural language description of characters
and their emotions.

studies offer evidence that dreams prolong events
experienced during waking, known as the continu-
ity hypothesis (Schredl and Hofmann, 2003). The
subfield of quantitative dream analysis has studied
this hypothesis in detail, emphasizing the narra-
tives’ quantitative aspects by examining recurring
patterns and associations between different nar-
rative elements (Zlotowicz, 1973; Domhoff, 2003).
Studies of this subfield collect and analyze objec-
tive data, like lexical fields (Reinert, 1993), and do
not rely on subjective or psychoanalytic interpre-
tations. For example, if one wanted to study the
theme of love in an individual’s dreams, a straight-



forward approach would be to identify the frequency
of terms related to the lexical field of love, such as
“in love”, “romance”, and “passion”. If these terms
appeared frequently, it could suggest that the in-
dividual focuses on the theme of love during the
waking state. Quantitative dream analysis has thus
brought to light elements related to daily interests
and concerns in the waking state (Domhoff, 2003).

Such an analytical approach requires a specific
framework for systematically evaluating and com-
paring narratives. An annotation scheme clearly
defining what to look for and how to note it en-
sures that all dreams will be analyzed according to
the same criteria, allowing researchers to compare
their results. Among the wide variety of annotation
schemes for quantitative dream analysis (Winget
and Kramer, 1979), the Hall and Van de Castle
(HVdC) scheme is the most commonly used (Flana-
gan, 1966; McNamara et al., 2019; Fogli et al.,
2020; Zheng and Schweickert, 2021; Bertolini et al.,
2023). This scheme identifies characters, emo-
tions, interactions, and objects present in the narra-
tives. However, applying this scheme to narratives
is time-consuming due to its complexity and the
need to train annotators for manual dream analy-
sis. Thus, although many available narratives exist,
only a small subset has been annotated accord-
ing to this scheme (Domhoff and Schneider, 2008).
Automating the coding of narratives is an important
challenge, as it would accelerate dream research
by making thousands of annotated narratives avail-
able. In this paper, we propose to use transformer-
based language models (Vaswani et al., 2017) to
automate the annotation of both characters and
their emotions (i.e., not interactions and objects)
according to the HVdC scheme.

There are few tools for automating the coding
of dream narratives (Fogli et al., 2020; Bertolini
et al., 2023). Bertolini et al. (2023) are the first
to use language models to predict the absence
or presence of emotions, considering the entire
narrative. However, the study does not account
for the number of times an emotion appears in the
narrative. Moreover, emotions are not identified
concerning the characters experiencing them.

We address these limitations by automatically
identifying characters and their emotions. Accord-
ing to the HVdC scheme, characters are coded by
symbols that classify their status, gender, identity
concerning the dreamer, and age. For example,
in the sentence “Emma is reading a book on the
philosophy of language”, the character symbols for
Emma are “1FKA”, with “1” for “individual alive”,
“F” for “female”, “K” for “known”, and “A” for “adult”.
We convert the symbols coding the characters and
emotions into natural language so that language
models can use their semantics in a text genera-
tion task. Using LaMini-Flan-T5, a sequence-to-

sequence language model (Raffel et al., 2020), we
generate a natural language description of char-
acters and their emotions from a dream narrative,
corresponding to the coded representation present
in the HVdC scheme (see Figure 1). Our contribu-
tions are:

• The joint prediction of characters and
their emotions in dream narratives using a
sequence-to-sequence language model. The
description of characters and their emotions
is leveraged by converting the corresponding
codes into natural language;

• The examination of various phenomena, allow-
ing insight into prediction performance, such
as the effect of language model size, the or-
der of character prediction, the conversion of
codes into natural language, and the consider-
ation of proper names and character traits;

• The comparison of our approach with a large
language model using in-context learning. Our
supervised models perform better while having
28 times fewer parameters;

• The release of our model1 and the English part
of the DreamBank corpus, including 27,952 an-
notated dream narratives.2 Our model has ac-
celerated the slow manual annotation of dream
narratives. Researchers in quantitative analy-
sis of dreams are encouraged to use our model
to predict characters and emotions in unseen
dreams.

2. Theoretical background and
related works

2.1. Relationship with structured
emotion and sentiment analysis

Automated coding of dream narratives is closely re-
lated to the structured analysis of emotions, a task
studied in NLP (Natural Language Processing). In-
spired by the semantic role labeling task (Gildea
and Jurafsky, 2000), it aims to answer the question:
“Who feels what, towards whom, and why?”. It iden-
tifies emotional cues with the entities feeling the
emotions and the causes and targets of the emo-
tions. Campagnano et al. (2022) propose a unified
annotation scheme for different corpora of seman-
tic roles related to emotions. Our task also shares
similarities with aspect-based sentiment analysis,
which seeks to identify the aspects of a product or
subject and to determine the sentiment expressed

1https://huggingface.co/gustavecortal/
dream-t5

2https://huggingface.co/datasets/
gustavecortal/DreamBank-annotated
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about each of these aspects (Poria et al., 2023).
For example, in the sentence “The battery life of this
phone is incredible, but its camera quality is disap-
pointing”, the sentiment is positive for the “battery
life” aspect and negative for the “camera quality”
aspect.

Dreams are often organized into a sequence of
events that form a narrative. This narrative struc-
ture provides an exciting angle for analysis, and
comparisons can be made with other types of nar-
ratives used in NLP, such as first-person emotional
narratives (Cortal et al., 2023). We believe that
dream narratives can represent an interesting re-
source for emotion regulation assisted by NLP (Cor-
tal et al., 2022).

2.2. Existing research on automated
analysis of dream narratives

Elce et al. (2021) have summarized various works
in NLP for the automated analysis of dream narra-
tives. They can be divided into two approaches:
dictionary and lexical database-based approaches
(Bulkeley and Graves, 2018; Fogli et al., 2020; Mal-
lett et al., 2021; Zheng and Schweickert, 2021;
Yu, 2022), and distributional semantic-based ap-
proaches (Altszyler et al., 2017; Sanz et al., 2018;
McNamara et al., 2019; Gutman Music et al., 2022).
We here present another approach that is based
on recent language models (Bertolini et al., 2023).

2.2.1. Dictionary and lexical database-based
approach

The dictionary-based approach analyzes the narra-
tive word by word, referring to dictionaries and lexi-
cal databases. These dictionaries classify words
into semantic categories. For example, the words
“angry” and “frustration” can be associated with the
“anger” category. Thus, for the sentence “I thought
he was frustrated.”, the method will identify that the
word “frustrated” belongs to the “anger” category.
The emotion linked to this sentence will be anger.
Fogli et al. (2020) use the lexical database Word-
Net (Miller, 1994) to identify some aspects of the
Hall and Van de Castle (HVdC) scheme, such as
friendly and aggressive interactions.

2.2.2. Language model-based approach

The distributional semantic-based approach uses
models for the vector representation of words or
phrases. Gutman Music et al. (2022) identify proto-
typical situations of flight or attack through embed-
ding and clustering narratives in a vector space with
a pre-trained Sentence-BERT model (Reimers and
Gurevych, 2019). Sentence-BERT is a modification
of BERT (Devlin et al., 2019) that uses siamese
networks for sentence embedding.

Previous studies present two major limitations:
a partial consideration of the context of the nar-
ratives and the absence of comparison with es-
tablished coding systems like the HVdC scheme.
To remedy these limitations, some studies com-
bine the dictionary-based or distributional semantic-
based approaches with machine learning (McNa-
mara et al., 2019; Yu, 2022). For example, Yu
(2022) combines a sentiment dictionary with a sup-
port vector machine (Cortes and Vapnik, 1995) to
predict the overall sentiment of a dream narrative.
Bertolini et al. (2023) are the first to finetune a pre-
trained language model for detecting the absence
or presence of emotions in narratives. This ap-
proach makes it possible to consider the whole con-
text of the narrative and evaluate performance by
comparing the model’s predictions with HVdC gold-
standard annotations. However, this study does
not account for the frequency with which an emo-
tion appears in the narrative. Moreover, emotions
are not identified with the characters experiencing
them.

Generally, the studies we have cited focus mainly
on the presence of emotional states in narratives
without linking characters to these states. To
remedy this limitation, we propose automatically
identifying characters and their emotions using
sequence-to-sequence language models based on
the transformer architecture.

3. Methodology

In this section, we introduce the DreamBank dream
narrative database (Domhoff and Schneider, 2008)
and how characters and their emotions are coded
according to the Hall and Van de Castle (HVdC)
annotation scheme. We present our approach for
training language models to generate characters
and their emotions based on a dream narrative.

3.1. DreamBank dream narrative
database

series information years nb
ed adult man 1980-2002 143
bea1 teenager girl 2003-2005 136
b-baseline adult woman 1960-1997 234
emma adult woman 1949-1997 285
norms-m adult men 1940s-1950s 485
norms-f adult women 1940s-1950s 483

Table 1: Series of dreamers with the number of
annotated narratives.

The open DreamBank database consists of
27,952 dream narratives in English and German.3

3A detailed description of DreamBank is available at



In this paper, we focus only on the English narra-
tives, which are predominant and have been col-
lected in the United States. Some of these nar-
ratives come from groups of individuals, such as
university or college students, while others are a
series of narratives from a single individual. Only
1,823 narratives have been annotated according
to the HVdC scheme. We use a subset of 1,766
narratives with fewer than eight characters per nar-
rative for training and evaluation.4 Table 1 presents
the series of dreamers used.

Narrative: It was my birthday and I was having
a party but in a place I’ve never been before.
It was in a forest type area. All I remember
is that at the same time I had two boyfriends.
Only one was at my party, though he had just
broken up with my best friend so I kinda felt
uncomfortable being with him. We had got in
an argument so he left. I don’t quite remember
how but we did make up but I don’t remember
when or why even got in the argument. I woke
up when I heard the telephone ringing.
Coding: 2MSC, 1MSC, 1FSC (two boyfriends,
one boyfriend, my best friend)
AP, D (dreamer has apprehension)

Table 2: A narrative and its coding. See the follow-
ing section for the meaning of the symbols.

Table 2 shows that in DreamBank, annotations
are not anchored in texts. This makes our task
akin to detecting implicit sentiments, a challenging
task in sentiment analysis (Poria et al., 2023). This
observation motivated our choice of a sequence-
to-sequence generation-based approach. This ap-
proach takes a text as input (a dream narrative).
It generates a new text as output (the natural lan-
guage describing characters and their emotions)
without requiring annotation anchors in texts. Our
approach is illustrated in Figure 1 and is explained
in Section 3.3.

3.2. Hall and Van de Castle annotation
scheme

The HVdC scheme is one of the most popular
schemes for analyzing and categorizing the con-
tent of dreams (Flanagan, 1966). It classifies var-
ious elements of dream narratives, such as char-
acters, emotions, interactions, objects, and loca-
tions.5 We use 1,766 narratives annotated accord-

https://www.dreambank.net/grid.cgi.
4We do not consider narratives with more than eight

characters to avoid slowdown during the training and
evaluation of our models, as these narratives tend to be
very large.

5Annotation guidelines are available at https://
dreams.ucsc.edu/Coding/.

ing to this scheme and available from the Dream-
Bank database. In this paper, we only consider
the coding of characters and their emotions. Thus,
we omit other annotations like interactions between
characters or unlucky and lucky events for some
characters. Considering other available annota-
tions will be the subject of a future study.

3.2.1. Character

In the HVdC scheme, characters can be people, an-
imals, or creatures. For clarity and space, we focus
only on people representing the majority in our an-
notated narratives (201 animals, 24 creatures, and
4,588 people), although our approach and models
also consider animals and creatures. The major-
ity of dreams have at least one character. Out of
1,766 annotated dreams, only 45 contain no char-
acters. On average, there are 2.8 characters per
narrative. Apart from animals and creatures, char-
acters are coded according to four classes: status,
gender, identity relative to the dreamer, and age.
Each character is characterized by four symbols
corresponding to the respective four classes.

The “status” class indicates whether a character
is an individual or a group of individuals. In ad-
dition, the status indicates whether a character is
alive, dead, or imaginary. It also considers meta-
morphoses by considering the original and altered
forms. The “gender” class has four subclasses:
male, female, groups (with two genders), and un-
known (gender not known by the dreamer or not
clearly identified in the narrative). The “identity”
class has eight subclasses arranged in a hierarchi-
cal order, from the most familiar to the least familiar:
the dreamer’s immediate family (e.g., parents or
sister), the dreamer’s relatives by marriage, blood,
or adoption (e.g., cousin or aunt), characters di-
rectly known by the dreamer (e.g., roommates or
boyfriend), characters known to the dreamer by
their reputation (e.g., Winston Churchill or God),
characters designated by their occupation (e.g., a
student or a soldier), characters designated by their
nationality, region, or city (e.g., a Frenchman), char-
acters whose identity is not known by the dreamer
(e.g., a girl or a crowd), and characters of which it is
unknown if the dreamer knows their identity. Finally,
the “age” class has four subclasses organized in a
chronological decreasing order: adult, adolescent,
child, and baby.

We observed that annotators sometimes rely on
information that does not come from the narrative
but rather from the characteristics of the dreamer,
such as age and social status. For some narratives,
it is impossible to determine the characters’ ages
from the text. However, it is possible to guess it by
partially knowing the dreamer. For example, the
characters in Béatrice’s dreams (bea1 in Table 1),
who is a teenager with several school friends in her

https://www.dreambank.net/grid.cgi
https://dreams.ucsc.edu/Coding/
https://dreams.ucsc.edu/Coding/


dreams, are predominantly annotated as adoles-
cents, even when no element in the text indicates
it (for an example, see Table 2). We have decided
to merge specific subclasses for age and identity
to limit this bias. For the “age” class, the “baby”
and “adolescent” subclasses are integrated into
the “child” subclass. The “adult” subclass remains
intact. For the “identity” class, the subclasses cor-
responding to the immediate family and relatives
of the dreamer are integrated into the subclass of
characters directly known by the dreamer, “known”.
The subclass corresponding to characters of which
it is unknown if the dreamer knows their identities
is integrated into the subclass of unknown charac-
ters of the dreamer, “stranger”. The distribution of
dreams according to the various subclasses for sta-
tus, gender, identity, and age is illustrated in Figure
3 in the appendix. We summarize the subclasses
and their corresponding symbols:

• Status: individual alive (1), group alive (2),
dead individual (3), dead group (4), imaginary
individual (5), imaginary group (6), original
form (7), changed form (8).

• Gender: male (M), female (F), joint (J), indefi-
nite (I).

• Identity: known (K), prominent (P), occupa-
tional (O), ethnic (E), stranger (S).

• Age: adult (A), child (C).

3.2.2. Emotion

The HVdC scheme considers five emotional states:
anger (AN), apprehension (AP), sadness (SD), con-
fusion (CO), and happiness (HA). The coding pro-
cedure focuses mostly on explicit emotions.6 It also
indicates which characters are experiencing these
emotions. For example, in the sentence “Emma
is angry”, Emma’s anger is coded by the symbols
“1FKA AN”, denoting that an adult woman known by
the dreamer (1FKA) is angry (AN). The dreamer is
always present in the narrative and is represented
by the symbol “D” when their emotion is coded. Our
models are trained to predict characters and their
corresponding emotions. We aim not only to predict
that anger is present in the narrative but also to pre-
dict who is experiencing this anger. From the sen-
tence “Emma is angry”, the language model should
generate “1FKA AN”. In the following section, we
will show that the generation of these symbols can
be facilitated by converting them into natural lan-
guage. This conversion allows for better exploita-
tion of the semantics of references to characters
and their emotions.

6The coding procedure is available at https://
dreams.ucsc.edu/Coding/emotions.html.

Out of 1,766 narratives, 885 have no emotional
content. Thus, emotionally neutral dreams are com-
mon. On average, narratives with emotional con-
tent have 1.6 emotions. Figure 2 describes the
distribution of emotional states in the narratives. Ap-
prehension is the dominant emotion. The dreamer
experiences more emotions than other characters,
with three-quarters of the emotions being attributed
to the dreamer.

Figure 2: Distribution of emotional states.

3.3. Description of our approach

3.3.1. Natural language conversion of
character and emotion codes

From a dream narrative, we generate the codes of
characters and their emotions converted into nat-
ural language. Our approach, illustrated in Figure
1, is inspired by the study of Zhang et al. (2021)
on aspect-based sentiment analysis. They detect
all sentiment elements jointly by casting the task
to a sequence-to-sequence generation process.
Thanks to this approach, the task is solved end-to-
end, and the semantics of the sentiment elements
can be fully exploited by learning to generate them
in the natural language form.

In DreamBank, narratives are annotated accord-
ing to the HVdC scheme, which codes characters
and their emotions with symbols. We propose to
convert these symbols into natural language to ex-
ploit better the semantics of their references using
language models. We jointly identify characters
and their emotions and want to leverage the knowl-
edge of pre-trained language models. The HVdC
annotation guidelines map each symbol to its cor-
responding linguistic label. For example, for the
character symbols “1FKA”, “1” becomes “individual
alive”, “F” becomes “female”, “K” becomes “known”,
and “A” becomes “adult”. The conversion of charac-
ter symbols is summarized in Section 3.2.1. A simi-
lar conversion is also performed for emotions (e.g.,
“CO” becomes “confused”). We perform this con-
version on all the symbols in our narratives. In this

https://dreams.ucsc.edu/Coding/emotions.html
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paper, we hypothesize that considering the seman-
tics of references to characters and their emotions
will improve prediction performance. Indeed, we
believe a sequence-to-sequence language model
can better exploit context to predict “individual alive
female known adult” rather than “1FKA”.

As illustrated in Figure 1, to distinguish refer-
ences to multiple characters, the marker “[CHAR-
ACTER]” is introduced. We apply the same strat-
egy to separate emotions by introducing the marker
“[EMOTION]”. To link the different subclasses, we
introduce linguistic markers such as “status is”,
“gender is”, “identity is”, and “age is”. We hypothe-
size that these linguistic markers will help our mod-
els correctly identify character classes. If a narra-
tive does not contain a character (resp. does not
contain an emotion), then the model must generate
the sentence “There is no character.” (resp. “There
is no emotion.”).

3.3.2. Training

We use an encoder-decoder language model based
on the transformer architecture (Vaswani et al.,
2017) for training. We finetune LaMini-Flan-T5 (Wu
et al., 2023), a pre-trained T5 language model (Raf-
fel et al., 2020). The model has 248 million pa-
rameters and was initially finetuned on 2.58 million
instructions. The model takes as input a sequence
of tokens and generates a new sequence of tokens
as output. When writing this article, LaMini-Flan-T5
is one of the best language models with less than
one billion parameters and has been evaluated on
fifteen different NLP tasks (Wu et al., 2023). We
chose a small model size to ensure that the dream
quantitative analysis community can easily reuse
our supervised models to analyze novel dreams.
We use a batch size of sixteen with a learning rate
of 3−4. The number of epochs is set to fifteen for
all experiments.7 Greedy decoding is used for in-
ference.

The character and emotion generation procedure
consists of two steps. The first step identifies the
characters in the narrative with their status, gender,
identity, and age. For each character, the model
generates the corresponding natural language rep-
resentation and then its code (e.g., “[CHARACTER]
status is individual alive, gender is female, identity
is known, age is adult [SYMBOL] 1FKA”). The sec-
ond step relies on the first and associates certain
identified characters with emotional states. The
first step is essential; if the model does not correctly
identify the characters, it will not correctly identify
the emotional states related to them. In the exam-
ple of Figure 1, the characters “1FKA” and “1MSA”

7The full set of hyperparameters is made available
at https://huggingface.co/gustavecortal/
dream-t5.

(resp. Chloe and the boy) are identified during the
first step. Then, in the second step, happiness is
associated with the character “1FKA” since Chloe
is happy. Thanks to our sequence-to-sequence ap-
proach, the model performs both steps end-to-end.

3.3.3. Evaluation

During the evaluation, the generated sequence cor-
responding to characters and their emotions in the
natural language form is converted back to HVdC
codes. For example, in the generated sequence
“[CHARACTER] status is individual alive, gender is
female, identity is known, age is adult [SYMBOL]
1FKA”, we extract the status “individual alive”, the
gender “female”, the identity “known”, and the age
“adult”. Then, we use the conversion presented
in 3.2.1 to find the character’s corresponding sym-
bols, namely “1”, “F”, “K”, and “A”. We proceed
in the same way to recover emotion codes (e.g.,
from “[EMOTION] 1FKA is happy”, we get “1FKA
HA”). The prediction is considered null if decod-
ing fails because the generated sequence does
not conform to the predefined format. The codes
generated by our models are compared with the
gold-standard codes by calculating recall, preci-
sion, and F1-score. We only display the F1-score
to save space.

The prediction of a character is considered cor-
rect if and only if its status, gender, identity, and
age match the gold-standard symbols. We also
display scores for predicting status, gender, iden-
tity, and age. These scores help us to refine the
performance evaluation. The prediction of an emo-
tion is considered correct if and only if the char-
acter code and the emotion code match the gold-
standard codes.

Evaluation is performed across all series of
dreamers. To have a reliable evaluation, we need
to evaluate our models on dreamers who are not
from the training set. The models are trained while
leaving out a series of dreamers each time for evalu-
ation. Therefore, since we have six series of dream-
ers (as described in Table 1), we train six models
for each experiment and average the evaluation
results. This evaluation method prevents leakage
of series’ specificities. Indeed, it is possible that
specific characteristics of dreamers in the training
set (e.g., the way of expressing emotions or de-
scribing characters) may be found in the evaluation
set, which would bias the evaluation.

4. Experiments

4.1. Sequence-to-sequence language
models

Given that this task has not been previously ex-
plored, we construct a baseline model, which is a

https://huggingface.co/gustavecortal/dream-t5
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model status gender identity age character emotion
baseline 82.87 78.02 76.17 86.21 64.74 75.13
nosemantics 71.37 56.54* 61.0 90.51 41.79* 75.79
nonames 80.66* 74.32** 74.2 83.95* 60.93** 73.04*
sizesmall 78.35** 72.13** 70.25** 81.66** 56.79** 70.15**
sizelarge 84.51* 80.3** 78.63** 87.29 67.63** 74.71
firstgroup 82.33 77.71 74.86 85.61 63.71 71.94
firstindividual 80.59** 76.14 74.22* 83.87** 62.67 67.32
firstemotion 83.92 78.74 77.06 87.63 64.97 72.03
conversioncomma 84.02** 79.84** 77.67** 87.08* 66.69** 73.68
conversionmarker 82.39 78.45 76.53 86.09 65.44 74.36
StableBeluga1 43.95** 39.76** 31.25** 56.16** 15.65** -
StableBeluga3 52.44** 46.49** 38.46** 63.88** 21.06** -
StableBeluga5 55.89** 46.29** 42.61** 63.73** 24.86** -
cross-validation 86.28 81.9 79.51 89.52 68.64 76.18

Table 3: Results. **: p < 0.05; *: p < 0.1.

finetuned LaMini-Flan-T5 that uses the configura-
tion we presented in the previous section. Figure
1 illustrates a generation example. In our experi-
ments, all models are trained with the same hyper-
parameters, starting from the LaMini-Flan-T5 model
containing 248 million parameters. Only small and
large have different parameters. To get insight
into prediction performance, we investigate several
phenomena, such as the effect of the language
model size, character prediction order, the manner
of converting codes into natural language, and the
consideration of proper names and the semantics
of character references. Here is a description of
the model configurations:

• nosemantics: We investigate the effect of the se-
mantics of character references. nosemantics
does not consider the semantics of character
references, as it directly predicts the symbols.
Revisiting the example in Figure 1, the target
text will be “[CHARACTER] 1FKA [CHARAC-
TER] 1MSA [EMOTION] 1MSA is happy”.

• nonames: We study the effect of proper names
in the narratives. We apply a named entity
recognition model8 to detect proper names,
which are replaced by the specific token
“[PER]”. For example, the sentence “Emma
is angry at Robert.” would become “[PER1] is
angry at [PER2].”.

• size: We investigate the effect of language
model sizes. sizesmall and sizelarge contain
77 and 783 million parameters, respectively.

• first: We study the effect of different char-
acter prediction orders. firstindividual predicts
individuals before groups, and firstgroup pre-
dicts groups before individuals. firstemotion

8https://huggingface.co/Jean-Baptiste/
roberta-large-ner-english

also studies the effect of predicting emotions
before predicting characters, which involves
reversing the two steps in a generation.

• conversion: We investigate the effect of
different ways to convert character codes
into natural language. conversioncomma
separates subclasses with commas (e.g.,
“individual alive, female, known, adult”).
conversionmarker separates subclasses with
specific markers (e.g., “[STATUS] individual
alive [GENDER] female [IDENTITY] known
[AGE] adult”).

• cross-validation: We perform a five-fold
cross-series validation (80-20 split) to quan-
tify to what extent models are likely to rely on
the specificities of the training set series.

4.2. Autoregressive language models
To compare our approach, we also present an ex-
periment with a large decoder-only language model
without supervised training on DreamBank narra-
tives. We focus on predicting characters, which, as
we will see, is the most challenging task. We use
StableBeluga9, an autoregressive language model
with seven billion parameters based on Llama 2
(Touvron et al., 2023). StableBeluga has been
adapted from Llama 2 on a dataset similar to Orca
(Mukherjee et al., 2023) to mimic the reasoning pro-
cess of GPT-4 (OpenAI, 2023). As of November
2023, StableBeluga is one of the best open models
available for research according to the Open LLM
Leaderboard10. StableBeluga has 28 times more

9https://huggingface.co/stabilityai/
StableBeluga-7B

10https://huggingface.co/spaces/
HuggingFaceH4/open_llm_leaderboard

https://huggingface.co/Jean-Baptiste/roberta-large-ner-english
https://huggingface.co/Jean-Baptiste/roberta-large-ner-english
https://huggingface.co/stabilityai/StableBeluga-7B
https://huggingface.co/stabilityai/StableBeluga-7B
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard


parameters than our T5 models. We use StableBel-
uga for inference with a custom prompt available
in the appendix.

We perform in-context learning (Dong et al.,
2022). For a given narrative, we insert several
randomly chosen narratives from other dreamers
after the mention of "Assistant:". We experiment
with one, three, and five examples. Our models are
respectively StableBeluga1, StableBeluga3, and
StableBeluga5.

4.3. Results
The results of our experiments are displayed in
Table 3. The character metric evaluates the first
step (i.e., characters prediction), and the emotion
metric evaluates the second step (i.e., predicting
the emotional states of certain characters identified
in the first step). As described in Section 3.3.3, we
display the average evaluation results across six
series. There are differences between the series
that we do not explain here to save space.

Our baseline model performs well, with F1-
scores of 64.74 and 75.13 for character and emo-
tion, respectively. Our results show that language
models can effectively address the complex task
of predicting characters and their associated emo-
tions through our approach. In the following obser-
vations, we compare the results of our models to
the baseline model. Except for cross-validation,
we perform statistical significance testing using a
Wilcoxon signed-rank test.

How does StableBeluga perform compared
to our supervised models? We focus on the
character metric. We observe that the number of
in-context examples increases performance. In-
deed, StableBeluga5 scores 9.21 points higher
compared to StableBeluga1. The best model with
five examples performs poorly compared to base-
line (-39.88 points). Analyzing several predictions,
we observe that StableBeluga manages to fol-
low the generation format but hallucinates certain
subclasses (e.g., "identity is student" even though
"student" is not a valid subclass). Moreover, the
model is too sensitive to the in-context examples
and tends to use mostly characters from the ex-
amples during generation. These phenomena are
known limitations of in-context learning (Dong et al.,
2022). Thus, our supervised models perform better
while having 28 times fewer parameters.

How does considering the semantic aspects
of character references impact performance?
Considering the semantics of character references
improves character (baseline gains 22.95 points
compared to nosemantics). Therefore, converting the
character codes into natural language allows the

language model to leverage their semantics. Our
approach benefits from the pre-training of language
models that capitalize on context and encode some
world knowledge.

How does the use of proper names impact per-
formance? nonames performs worse overall com-
pared to baseline (resp. -3.81 points and -2.09
points for character and emotion). The most im-
pacted subclass is gender (-3.7 points). Therefore,
the model relies on proper names to predict char-
acters and their emotions.

How do the model sizes impact perfor-
mance? Scaling up the models improves char-
acter (sizelarge gains 10.84 points compared to
sizesmall). sizelarge does not improve emotion com-
pared to baseline. Therefore, scaling up the mod-
els is an interesting direction for improving charac-
ter prediction.

How does imposing an order in charac-
ter prediction impact performance? We won-
dered whether predicting individuals before groups
(firstindividual) or predicting groups before individ-
uals (firstgroup) could improve performance. We
observe no statistical significance. Therefore, we
can’t conclude that a specific order is better.

How does the sequence of predicting emo-
tions and characters impact performance?
firstemotion reverses the two steps by generating
emotions before characters. We observe no statis-
tical significance. We can’t conclude that emotion
prediction relies on character prediction.

How does converting codes into natural lan-
guage impact performance? Converting char-
acter codes into natural language with commas
increases character prediction performance (1.95
points) while converting character codes with mark-
ers has no statistical significance. Therefore, it is
unnecessary to introduce linguistic markers such
as “status is” and “gender is” to link the subclasses.
These markers may induce spurious correlations
with the input narratives, thereby reducing perfor-
mance.

How do series-specific factors impact perfor-
mance? By performing cross-series validation,
we observe that overall performance increases.
Hence, the model relies on the specificities of the
training set series to predict new dreams. To have
a reliable evaluation, we must evaluate our models
on dreamers who do not come from the training
set. That is what we have done for the other exper-
iments.



5. Discussions

5.1. Data bias
The recounting of a dream is primarily influenced by
memory, writing style, and the socio-economic cat-
egory of the dreamer (Lahire, 2021). For example,
the dreamer may add elements not initially present
during the dream experience or only select the most
important elements for themselves. Additionally,
there are biases in the representation of dream-
ers, predominantly educated women in the United
States. Finally, given the wide variety of linguistic
markers that verbalize emotion, the HVdC scheme
cannot capture the full emotional richness of the
narratives, mainly focusing on explicit emotions.

5.2. Nature of dreams
Dream narratives contain less sensory and con-
ceptual information than waking state narratives.
For example, in a waking state, one could describe
several dimensions of a meal, such as its texture,
taste, and smell. In a dream, these details may be
vaguer or absent. Additionally, the laws of physics
are often broken, e.g., characters may teleport or
transform. Dream narratives also do not describe
repeating events experienced in the waking state.
They have their own structure. These phenomeno-
logical properties can challenge annotators and
tools seeking to model them. Several debates in
the dream research community relate to our study
(Windt, 2021). For example, do dreams really have
emotional content? Can dreamers correctly identify
characters? Can dreamers identify with characters
other than themselves?

5.3. Limitations and future directions
We have only considered a subset of DreamBank,
which consists of narratives annotated according
to the HVdC scheme. Including non-annotated
dreams, perhaps using unsupervised learning on
the narratives, would be interesting.

We have not accounted for all available anno-
tations in the HVdC scheme. Narratives are also
annotated according to other classes, such as in-
teractions between characters, objects in scenes,
and lucky or unlucky events for certain characters.
These annotations could improve the prediction
performance of characters and their emotions. For
instance, interactions could represent emotions’
physiological and motor dimensions, while lucky or
unlucky events may provoke emotions in certain
characters.

We impose an arbitrary order in predicting traits
associated with character classes, while this task
does not necessarily have any ordering properties.
We conducted a preliminary experiment and found

that the trait prediction order affects performance.
The order set by the HVdC scheme (status, gender,
identity, and age) does not necessarily maximize
performance. What would be the performance if
identity is predicted first and status last? We plan
to study this phenomenon fully in a future study.

6. Conclusion

The quantitative analysis of dreams has re-
lied almost exclusively on the manual and time-
consuming annotation of dream narratives. This
work offers a new approach that automates the cod-
ing of narratives by treating it as a natural language
sequence-to-sequence generation task. This ap-
proach makes it possible to predict characters and
their emotions simultaneously. Our results show
that language models can effectively address this
complex task. We investigate several phenomena,
such as the effect of the language model size, the
prediction order of characters, the method of con-
verting codes into natural language, and the consid-
eration of proper names and semantic references to
characters. We compare our approach with a large
language model using in-context learning. Our su-
pervised models perform better while having 28
times fewer parameters. To accelerate dream re-
search, we have made our model and the English
part of the annotated DreamBank database avail-
able online. Researchers in quantitative analysis of
dreams are encouraged to use our model to predict
characters and emotions in unseen dreams.

7. Ethics statement

This research involves the automated analysis
of dream narratives, a topic that could touch on
personal issues for dreamers. All dream narra-
tives used for this research are sourced from the
publicly available DreamBank database and are
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The dreamers have given their consent to appear
in the database.
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10. Appendix

10.1. Prompt for StableBeluga

### System:
You are StableBeluga, an AI
that follows instructions extremely well.
Help as much as you can. You know the
Hall and Van de Castle annotation scheme.
### User:
Classify CHARACTERS (status,
gender, identity, and age) in a DREAM
REPORT.\nGiven a DREAM REPORT, you must
follow the format: CHARACTERS:
[CHARACTER]status is <status>, gender is
<gender>, identity is <identity>, age
is <age>\nWhere: <status> must be in
{"1":"individual alive", "2":"group
alive", "3":"dead individual", "4":
"dead group", "5":"imaginary individual",
"6":"imaginary group", "7": "original
form", "8":"changed form"}\n<gender> must
be in {"M":"male", "F":"female", "J":
"joint", "I":"indefinite"}\n<age> must be
in {"A":"adult", "C":"child"}\n<identity>
must be in {"K":"known", "P":"prominent",
"O":"occupational", "E":"ethnic", "S":
"stranger"}\nUse [CHARACTERS] to separate
multiple characters. Do not classify
the dreamer.
### Assistant:

Table 4: StableBeluga prompt for character pre-
diction.

10.2. Distribution of character classes

(a) Status

(b) Gender

(c) Identity

(d) Age

Figure 3: Distribution of status (a), gender (b), iden-
tity (c) and age (d) in the dream narratives.
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