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SINGULAR LIMIT OF A CHEMOTAXIS MODEL WITH INDIRECT SIGNAL

PRODUCTION AND PHENOTYPE SWITCHING

PHILIPPE LAURENÇOT AND CHRISTIAN STINNER

Abstract. Convergence of solutions to a partially diffusive chemotaxis system with indirect signal
production and phenotype switching is shown in a two-dimensional setting when the switching rate
increases to infinity, thereby providing a rigorous justification of formal computations performed in
the literature. The expected limit system being the classical parabolic-parabolic Keller-Segel system,
the obtained convergence is restricted to a finite time interval for general initial conditions but valid
for arbitrary bounded time intervals when the mass of the initial condition is appropriately small.
Furthermore, if the solution to the limit system blows up in finite time, then neither of the two
phenotypes in the partially diffusive system can be uniformly bounded with respect to the L2-norm
beyond that time.

1. Introduction

The singular limit γ → ∞ of a chemotaxis model with indirect signal production and phenotype
switching

∂tuγ = div(Du∇uγ − uγ∇wγ) + γ
(
θvγ − uγ

)
in (0,∞)× Ω,

∂tvγ = Dv∆vγ + γ
(
uγ − θvγ

)
in (0,∞)× Ω,

∂twγ = D∆wγ − αwγ + vγ in (0,∞)× Ω,

(1.1)

supplemented with no-flux boundary conditions and initial conditions (uγ, vγ, wγ)(0) = (u0, v0, w0),
is studied in [20] in a bounded domain Ω ⊂ R

n with n ≤ 3 and positive constants Du, Dv, D, α,
and θ, which were all set to 1 in [20]. The above model describes the dynamics of a population of
cells divided into two phenotypes with respective densities uγ and vγ and a chemoattractant with
concentration wγ. The model is designed to account for phenotype-dependent responses of cells to
the presence of a chemoattractant [17]. While both phenotypes are diffusing with possibly different
diffusion rates Du and Dv, only the motion of the phenotype with density uγ features a chemotactic
bias, the chemoattractant being only secreted by the other phenotype. For more details concerning
the modeling we refer to [17, 20] and the references therein.
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2 Ph. Laurençot & C. Stinner

As pointed out in [20, Section 2], letting γ → ∞ formally, one finds uγ ∼ θvγ, so that, introducing
the total density nγ := uγ+vγ , we expect that uγ ∼ θnγ/(1+θ) and vγ ∼ nγ/(1+θ). Since nγ solves

∂tnγ = div(Du∇uγ − uγ∇wγ) +Dv∆vγ in (0,∞)× Ω,

cluster points of (nγ , wγ)γ as γ → ∞ (if any) are bound to solve the following parabolic-parabolic
Keller-Segel system

∂tn =
Duθ +Dv

1 + θ
∆n− θ

1 + θ
div(n∇w) in (0,∞)× Ω,

∂tw = D∆w − αw +
n

1 + θ
in (0,∞)× Ω,

supplemented with no-flux boundary conditions and initial conditions (n, w)(0) = (n0, w0) with
n0 = u0 + v0. A challenging issue in establishing the connection between these two systems is that,
while the former is globally well-posed in space dimension 2 and 3 [8, 20], finite time blowup may
occur for the latter [10, 23].
As the diffusion rates of the two phenotypes may be of different orders, we focus here on the limit

case where the phenotype which produces the chemoattractant is not diffusing and static (Dv = 0)
and set Du = 1 for simplicity. For the corresponding system, global well-posedness and the existence
of a critical mass in a bounded domain of R2 are established in [15]. It is a particular case of the
model from [21] for foraging ants and also is a variant of chemotaxis models for building termites
nests, mountain pine beetles, and cancer cells. For more details we refer to the introduction of [15]
and the references therein.
We therefore assume that Ω ⊂ R

2 is a bounded domain with smooth boundary and investigate
the singular limit γ → ∞ of the system

∂tuγ = div(∇uγ − uγ∇wγ) + γ
(
θvγ − uγ

)
in (0,∞)× Ω, (1.2a)

∂tvγ = γ
(
uγ − θvγ

)
in (0,∞)× Ω, (1.2b)

∂twγ = D∆wγ − αwγ + vγ in (0,∞)× Ω, (1.2c)

supplemented with no-flux boundary conditions
(
∇uγ − uγ∇wγ

)
· n = ∇wγ · n = 0 on (0,∞)× ∂Ω (1.2d)

and initial conditions

(uγ, vγ, wγ)(0) = (u0, v0, w0) in Ω, (1.3)

where the parameters D, α, and θ are positive.
According to the above formal calculation, we expect that in the limit γ → ∞ solutions to (1.2)–

(1.3) converge to that of

∂tn =
θ

1 + θ
div(∇n− n∇w) in (0,∞)× Ω, (1.4a)

∂tw = D∆w − αw +
n

1 + θ
in (0,∞)× Ω, (1.4b)
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supplemented with no-flux boundary conditions
(
∇n− n∇w

)
· n = ∇w · n = 0 on (0,∞)× ∂Ω, (1.4c)

and initial conditions

(n, w)(0) = (n0, w0) in Ω, (1.5)

with n0 = u0+v0, and the purpose of this work is to provide a proof of this fact. Such a result supple-
ments nicely the analysis performed in [20, Lemmas 4.9 and 4.10] for the fully diffusive system (1.1),
where only a conditional convergence result is provided. As already mentioned, the first difficulty to
be faced is that, while solutions to (1.2)–(1.3) are always global in time, see [15, Theorem 1.1] and
Proposition 2.1 below, solutions to (1.4)–(1.5) may blow up in finite time when ‖n0‖1 = ‖u0 + v0‖1
exceeds the threshold value 4π(1 + θ)D, see [11–13] and Appendix B below. This feature excludes
convergence on arbitrary time intervals and we shall thus prove only convergence on a small time
interval for arbitrary initial data. It is actually proved in [20, Theorem 1.4] that there are initial
conditions such that, for the fully diffusive system (1.1), the family (uγ, vγ)γ>0 is not bounded in
L∞((0, T ) × Ω) for some T > 0 sufficiently large and we provide a corresponding result for (1.2)–
(1.3) in Theorem 1.2 below. When ‖n0‖1 < 4π(1 + θ)D, convergence on any finite time interval is
established. The second difficulty is of a more technical nature and is due to the assumption that
one of the species does not diffuse in space [21]. As a consequence, no compactness with respect to
the space variable is available for (vγ)γ>0.

Theorem 1.1. Assume that Ω ⊂ R
2 is a bounded domain with smooth boundary. For M > 0, we

consider

(u0, v0, w0) ∈ W 1
3,+(Ω)×W 1

3,+(Ω)×W 2
2,+(Ω) (1.6)

satisfying

‖u0 + v0‖1 =M. (1.7)

For γ > 0, we denote the solution to (1.2)–(1.3) given by Proposition 2.1 by (uγ, vγ, wγ) and set
nγ := uγ + vγ. Then there is T∞ ∈ (0,∞] such that, for all T ∈ (0, T∞),

lim
γ→∞

∫ T

0

‖nγ(t)− n(t)‖22 dt = 0, (1.8a)

lim
γ→∞

sup
t∈[0,T ]

‖wγ(t)− w(t)‖W 1

2
= 0, (1.8b)

where (n, w) is the unique weak-strong solution to (1.4)–(1.5) with n0 := u0 + v0 in the sense of
Definition C.1.
Moreover, T∞ = ∞ if M = ‖u0 + v0‖1 ∈ (0, 4π(1 + θ)D).

The final statement of Theorem 1.1 is valid for all masses below the critical mass and this property
can be established thanks to the construction of a Liapunov functional [15]. The latter does not seem
to be available for the fully diffusive system (1.1) and it is yet unclear whether Theorem 1.1 extends
to that case.
We next establish the analogue of [20, Theorem 1.4] for the partially diffusive system (1.2)–(1.3).
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Theorem 1.2. Consider (u0, v0, w0) satisfying (1.6) and set n0 := u0 + w0. Assume that the cor-
responding classical solution (n, w) to (1.4)–(1.5) blows up at some finite time Tbu ∈ (0,∞); that
is,

lim sup
t→Tbu

‖n(t)‖∞ = ∞. (1.9)

Then, for all T > Tbu,

sup
γ≥1

{
‖uγ‖L∞((0,T ),L2(Ω))

}
= ∞ and sup

γ≥1

{
‖vγ‖L∞((0,T ),L2(Ω))

}
= ∞, (1.10)

where (uγ, vγ, wγ) denotes the solution to (1.2)–(1.3) with initial condition (u0, v0, w0) given by Propo-
sition 2.1.

Before we start to prove the above results, we recall in Section 2 the global well-posedness for
(1.2)–(1.3) which is established in [15]. The proof of Theorem 1.1 involves two steps: the derivation
of estimates on (uγ, vγ, wγ)γ which do not depend on γ, eventually leading to compactness, and after-
wards the convergence of (uγ, vγ, wγ)γ . The proofs of the former in Section 4 bear some similarities
with computations performed to establish the local or global existence of solutions to the Keller-Segel
system (1.4)–(1.5) and are divided into small time estimates for arbitrary masses M > 0 and global
estimates for M ∈ (0, 4π(1 + θ)D). The convergence proof is more involved and we shall deal with
it in Section 3. One important step in the proof is the strong convergence of (vγ)γ which does not
follow from classical compact embeddings due to the non-diffusive character of (1.2b). The proof of
Theorem 1.1 is completed in Section 5. The final Section 6 is devoted to the proof of Theorem 1.2,
where we show that uniform bounds on the L2-norm of either vγ or uγ imply the validity of the
estimates which are required for the convergence proof of Theorem 1.1 and contradict the assumed
blowup in view of the uniqueness of the weak-strong solution to (1.4)–(1.5). We collect in three ap-
pendices some results used in the proofs. In Appendix A we recall the well-known Moser-Trudinger
inequality, while the rescaling performed in Appendix B shows the optimality of the mass constraint
from Theorem 1.1. In Appendix C we give the definition of the weak-strong solution to (1.4)–(1.5)
and prove its uniqueness, adapting an argument from [14].

2. Well-posedness

In this section we recall the global well-posedness for (1.2)–(1.3) established in [15, Theorem 1.1]
in an appropriate functional setting and give the notation of the involved function spaces. More
precisely, for r ∈ (1,∞), we set

Wm
r,B(Ω) := {z ∈ Wm

r (Ω) : ∇z · n = 0 on ∂Ω} if 1 +
1

r
< m ≤ 2,

Wm
r,B(Ω) := Wm

r (Ω) if − 1 +
1

r
< m < 1 +

1

r
, (2.1)

Wm
r,B(Ω) := W−m

r/(r−1)(Ω)
′ if − 2 +

1

r
< m ≤ −1 +

1

r
,
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and
Wm

r,B,+(Ω) :=
{
z ∈ Wm

r,B(Ω) : z ≥ 0 in Ω
}
, (2.2)

where Wm
r (Ω), m ∈ [0,∞), r ∈ [1,∞), denote the usual Sobolev spaces, see [3, Section 5].

Proposition 2.1. Let M > 0, γ > 0, and (u0, v0, w0) ∈ W 1
3,+(Ω;R

3) satisfying (1.7). Then the

system (1.2)–(1.3) has a unique non-negative weak solution (uγ, vγ , wγ) in W 1
3 (Ω) defined on [0,∞)

satisfying

uγ ∈ C
(
[0,∞),W 1

3,+(Ω)
)
∩ C1

(
[0,∞),W 1

3/2(Ω,R
2)′

)
,

vγ ∈ C1([0,∞),W 1
3,+(Ω)),

wγ ∈ C
(
[0,∞),W 1

3,+(Ω)
)
∩ C1

(
[0,∞),W 1

3/2(Ω,R
2)′

)
,

and
‖(uγ + vγ)(t)‖1 =M, t ≥ 0. (2.3)

Moreover,

uγ ∈ C
(
(0,∞),W 2

3,B(Ω)
)
∩ C1 ((0,∞), L3(Ω)) ,

wγ ∈ C
(
(0,∞),W 2

3,B(Ω)
)
∩ C1 ((0,∞), L3(Ω)) .

The local well-posedness of (1.2)–(1.3) relies on the abstract theory developed in [1,2] for partially
diffusive parabolic systems. It is however likely that a larger set of initial data may be handled as
well, in light of the recent result in [18, Section 5.2]. Global existence is a consequence from several
estimates and makes in particular use of the following Gagliardo-Nirenberg inequality

‖z‖4 ≤ c0‖z‖1/2W 1

2

‖z‖1/22 , z ∈ W 1
2 (Ω), (2.4)

which is also an important tool in the forthcoming analysis.

3. Convergence

We begin with the convergence issue and assume that we have already obtained several bounds on
the family (uγ, vγ , wγ)γ≥1, which do not depend on γ ≥ 1 and are valid on a time interval [0, T ]. We
shall devote the next sections to the derivation of these bounds.

Proposition 3.1. Let M > 0 and consider (u0, v0, w0) ∈ W 1
3,+(Ω;R

3) satisfying (1.7). For γ > 0,
we denote the solution to (1.2)–(1.3) given by Proposition 2.1 by (uγ, vγ , wγ) and set

nγ := uγ + vγ . (3.1)

Assume that there are T ∈ (0,∞) and c1 > 0 such that, for any γ ≥ 1,

sup
t∈[0,T ]

{
‖uγ(t)‖2 + ‖vγ(t)‖2 + ‖wγ(t)‖W 1

2

}
≤ c1, (3.2a)

∫ T

0

[
‖∇uγ(t)‖22 + ‖∂twγ(t)‖22 + γ‖eγ(t)‖22

]
dt ≤ c21, (3.2b)
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with
eγ := θvγ − uγ. (3.3)

Then there are a sequence (γj)j≥1, γj → ∞, and non-negative functions

n ∈ W 1
2 ((0, T ),W

1
2 (Ω)

′) ∩ L∞((0, T ), L2(Ω)) ∩ L2((0, T ),W
1
2 (Ω)),

w ∈ W 1
2 ((0, T ), L2(Ω)) ∩ L∞((0, T ),W 1

2 (Ω)) ∩ L2((0, T ),W
2
2 (Ω)),

such that

lim
j→∞

sup
t∈[0,T ]

{
‖(nγj − n)(t)‖(W 1

2
)′ + ‖(wγj − w)(t)‖2

}
= 0, (3.4)

lim
j→∞

∫ T

0

[
‖(wγj − w)(t)‖2W 1

2

+ ‖(nγj − n)(t)‖22 + ‖eγj (t)‖22
]
dt = 0. (3.5)

In addition,

lim
j→∞

∫ T

0

[∥∥∥∥
(
uγj −

θn

1 + θ

)
(t)

∥∥∥∥
2

2

+

∥∥∥∥
(
vγj −

n

1 + θ

)
(t)

∥∥∥∥
2

2

]
dt = 0 (3.6)

and

lim
j→∞

∫ T

0

∥∥∥∥
(
uγj∇wγj −

θ

1 + θ
n∇w

)
(t)

∥∥∥∥
4/3

2

dt = 0. (3.7)

Remark 3.2. At first glance, the estimate on (wγ)γ≥1 in L∞((0, T ),W 1
2 (Ω)) in (3.2a) is a straight-

forward consequence of (1.2c), parabolic regularity, and the estimate on (vγ)γ≥1 in L∞((0, T ), L2(Ω))
in (3.2a), and could thus be removed from the assumption (3.2a). We have however chosen to include
it in (3.2a), since it is actually (a part of) the first step of the proof of the validity of (3.2a) per-
formed in Proposition 4.1, see Lemma 4.2 and Lemma 4.5. The boundedness of (uγ)γ≥1 and (vγ)γ≥1

in L∞((0, T ), L2(Ω)) is actually derived afterwards, see the proof of Proposition 4.1.

In the following, c and (ci)i≥2 denote positive constants depending only on Ω, θ, D, α, (u0, v0, w0),
and c1. The dependence upon additional parameters will be indicated explicitly.
Several additional estimates can be derived from (3.2).

Lemma 3.3. Assume (3.2). There is c2(T ) > 0 such that, for all γ ≥ 1,
∫ T

0

[
‖wγ(t)‖2W 2

2

+ ‖uγ(t)‖44 + ‖∇wγ(t)‖44 + ‖(uγ∇wγ)(t)‖22
]
dt ≤ c22(T ), (3.8)

∫ T

0

‖∂tnγ(t)‖2(W 1

2
)′ dt ≤ c22(T ), (3.9)

recalling that nγ = uγ + vγ, see (3.1).

Proof. It first readily follows from (1.2c), (3.2), and parabolic regularity that
∫ T

0

‖wγ(t)‖2W 2

2

dt ≤ c(T ). (3.10)



Singular limit of a chemotaxis model 7

We next combine (2.4) with (3.2a) and (3.10) to find
∫ T

0

‖∇wγ(t)‖44 dt ≤ c40

∫ T

0

‖∇wγ(t)‖2W 1

2

‖∇wγ(t)‖22 dt

≤ c40c
2
1

∫ T

0

‖wγ(t)‖2W 2

2

dt ≤ c(T ). (3.11)

Similarly, we infer from (2.4) and (3.2) that
∫ T

0

‖uγ(t)‖44 dt ≤ c40

∫ T

0

‖uγ(t)‖2W 1

2

‖uγ(t)‖22 dt

≤ c40c
2
1

(
c21T +

∫ T

0

‖∇uγ(t)‖22 dt

)
≤ c(T ). (3.12)

Gathering (3.10), (3.11), and (3.12) and using Hölder’s inequality lead us to (3.8).
We next consider ϕ ∈ W 1

2 (Ω) and deduce from (1.2a), (1.2b), (1.2d), and Hölder’s inequality that

∣∣〈∂tnγ , ϕ〉(W 1

2
)′,W 1

2

∣∣ =
∣∣∣∣
∫

Ω

∇ϕ ·
(
∇uγ − uγ∇wγ

)
dx

∣∣∣∣ ≤ ‖∇ϕ‖2
(
‖∇uγ‖2 + ‖uγ∇wγ‖2

)
,

so that

‖∂tnγ‖(W 1

2
)′ ≤ ‖∇uγ‖2 + ‖uγ∇wγ‖2

by a duality argument. Combining the above inequality with (3.2b) and (3.8) readily gives (3.9) and
completes the proof. �

We are now ready to investigate the compactness properties of the family (uγ, vγ , wγ)γ≥1. At
this point, we emphasize that we are not in a position to apply directly Aubin-Lions’ lemma [22,
Corollary 4] to either (nγ)γ≥1 or (vγ)γ≥1, as no compactness with respect to the space variable is
available, according to (3.2a) and (3.9). Furthermore, in light of (3.2a) and (3.2b), there is no
information on the behaviour with respect to time of (uγ)γ≥1, which also prevents us from a direct
use of [22, Corollary 4]. In order to exploit the above mentioned “partial” compactness properties,
we make use of the following lemma [16, Chapitre I, Lemme 5.2], also known as Ehrling’s lemma [7,
Eq. (7)], which is a consequence of the compactness of the embedding of W 1

2 (Ω) in L2(Ω) and the
continuity of that of L2(Ω) in W

1
2 (Ω)

′, see also [22, Lemma 8].

Lemma 3.4. Given η > 0, there is c3(η) > 0 such that

‖z‖2 ≤ η‖z‖W 1

2
+ c3(η)‖z‖(W 1

2
)′ , z ∈ W 1

2 (Ω).

Proposition 3.5. Assume (3.2). There are a sequence (γj)j≥1, γj → ∞, and non-negative functions

n ∈ W 1
2 ((0, T ),W

1
2 (Ω)

′) ∩ L∞((0, T ), L2(Ω)) ∩ L2((0, T ),W
1
2 (Ω)),

w ∈ W 1
2 ((0, T ), L2(Ω)) ∩ L∞((0, T ),W 1

2 (Ω)) ∩ L2((0, T ),W
2
2 (Ω)),
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such that the convergences (3.4), (3.5), and (3.6) hold true; that is,

lim
j→∞

sup
t∈[0,T ]

{
‖nγj (t)− n(t)‖(W 1

2
)′ + ‖wγj(t)− w(t)‖2

}
= 0,

lim
j→∞

∫ T

0

[
‖wγj(t)− w(t)‖2W 1

2

+ ‖nγj (t)− n(t)‖22 + ‖eγj (t)‖22
]
dt = 0,

and

lim
j→∞

∫ T

0

[∥∥∥∥
(
uγj −

θn

1 + θ

)
(t)

∥∥∥∥
2

2

+

∥∥∥∥
(
vγj −

n

1 + θ

)
(t)

∥∥∥∥
2

2

]
dt = 0.

Proof. We first observe that a straightforward consequence of (3.2b) is that

lim
γ→∞

∫ T

0

‖eγ(t)‖22 dt = 0. (3.13)

Next, since (nγ)γ≥1 is bounded in L∞((0, T ), L2(Ω)) by (3.1) and (3.2a) and L2(Ω) is compactly
embedded in W 1

2 (Ω)
′, we deduce from (3.9) and [22, Corollary 4] that

(nγ)γ≥1 is relatively compact in C([0, T ],W 1
2 (Ω)

′).

A similar argument based on (3.2), (3.8), and the compactness of the embeddings ofW 1
2 (Ω) in L2(Ω)

and of W 2
2 (Ω) in W

1
2 (Ω) entails that

(wγ)γ≥1 is relatively compact in C([0, T ], L2(Ω)) and in L2((0, T ),W
1
2 (Ω)).

Consequently, there are a sequence (γj)j≥1, γj → ∞, and non-negative functions

n ∈ W 1
2 ((0, T ),W

1
2 (Ω)

′) ∩ L∞((0, T ), L2(Ω)),

w ∈ W 1
2 ((0, T ), L2(Ω)) ∩ L∞((0, T ),W 1

2 (Ω)) ∩ L2((0, T ),W
2
2 (Ω))

such that the convergences (3.4) hold true, along with

lim
j→∞

∫ T

0

‖wγj (t)− w(t)‖2W 1

2

dt = 0. (3.14)

Moreover, it readily follows from (3.2) and (3.8) that there are non-negative functions

u ∈ L∞((0, T ), L2(Ω)) ∩ L2((0, T ),W
1
2 (Ω)) and v ∈ L∞((0, T ), L2(Ω)) (3.15)

such that, up to the extraction of a further subsequence,

(uγj , vγj )j
∗
⇀ (u, v) in L∞((0, T ), L2(Ω;R

2)), (3.16a)

(uγj)j ⇀ u in L2((0, T ),W
1
2 (Ω)) ∩ L4((0, T )× Ω), (3.16b)

(wγj)j ⇀ w in L2((0, T ),W
2
2 (Ω)). (3.16c)

Since

uγj =
θnγj − eγj

1 + θ
and vγj =

nγj + eγj
1 + θ
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by (3.1) and (3.3), a first consequence of (3.4) and (3.13) is that

u =
θn

1 + θ
and v =

n

1 + θ
a.e. in (0, T )× Ω. (3.17)

In particular, it follows from (3.15), (3.17), and the positivity of θ that n ∈ L2((0, T ),W
1
2 (Ω)) and

we have thus established the regularity properties of (n, w) listed in Proposition 3.5.
We next turn to the proof of (3.5) and first recall that the convergences of (wγj )j≥1 and (eγj )j≥1

stated therein are already shown in (3.13) and (3.14). We are thus left with the strong convergence
of (nγj )j≥1 which will follow from Lemma 3.4. Indeed, for η > 0, we infer from (3.1), (3.3), and
Lemma 3.4 that

‖nγj − n‖2 = ‖uγj + vγj − n‖2 =
∥∥∥∥
1 + θ

θ
uγj − n+

eγj
θ

∥∥∥∥
2

≤ 1 + θ

θ

∥∥∥∥uγj −
θn

1 + θ

∥∥∥∥
2

+
‖eγj‖2
θ

≤ (1 + θ)η

θ

∥∥∥∥uγj −
θn

1 + θ

∥∥∥∥
W 1

2

+
(1 + θ)c3(η)

θ

∥∥∥∥uγj −
θn

1 + θ

∥∥∥∥
(W 1

2
)′
+

‖eγj‖2
θ

.

After integration with respect to time, we deduce from (3.1), (3.2), and (3.3) that

‖nγj − n‖L2((0,T )×Ω) ≤
(1 + θ)η

θ

(
‖uγj‖L2((0,T ),W 1

2
(Ω)) +

θ

1 + θ
‖n‖L2((0,T ),W 1

2
(Ω))

)

+ c3(η)‖nγj − n‖L2((0,T ),W 1

2
(Ω)′) +

c3(η)

θ
‖eγj‖L2((0,T ),W 1

2
(Ω)′)

+
‖eγj‖L2((0,T )×Ω)

θ

≤ (1 + θ)η

θ

(
c1
√
T + c1 +

θ

1 + θ
‖n‖L2((0,T ),W 1

2
(Ω))

)

+ c3(η)‖nγj − n‖L2((0,T ),W 1

2
(Ω)′) +

c3(η)

θ
‖eγj‖L2((0,T ),W 1

2
(Ω)′)

+
‖eγj‖L2((0,T )×Ω)

θ
.

Owing to (3.4), (3.13), and the continuous embedding of L2(Ω) in W 1
2 (Ω)

′, we may take the limit
j → ∞ in the above inequality to obtain

lim sup
j→∞

‖nγj − n‖L2((0,T )×Ω) ≤
(1 + θ)η

θ

(
c1
√
T + c1 +

θ

1 + θ
‖n‖L2((0,T ),W 1

2
(Ω))

)
.

The above inequality being valid for any η > 0, we conclude that

lim
j→∞

‖nγj − n‖L2((0,T )×Ω) = 0,
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which completes the proof of (3.5). Finally, the convergences (3.6) are immediate consequences
of (3.1), (3.3), (3.5), and (3.13). �

Corollary 3.6. Assume (3.2). There holds

lim
j→∞

∫ T

0

∥∥∥∥
(
uγj∇wγj −

θ

1 + θ
n∇w

)
(t)

∥∥∥∥
4/3

2

dt = 0.

Proof. We first recall that θn/(1 + θ) = u by (3.17).
On the one hand, thanks to (2.4), (3.2), the regularity of u, and Hölder’s inequality, we obtain

∫ T

0

‖(uγj − u)(t)‖24 dt ≤ c20

∫ T

0

‖(uγj − u)(t)‖W 1

2
‖(uγj − u)(t)‖2 dt

≤ c20
(
‖uγj‖L2((0,T ),W 1

2
(Ω)) + ‖u‖L2((0,T ),W 1

2
(Ω))

)
‖uγj − u‖L2((0,T )×Ω)

≤ c20

(
c1 + c1

√
T + ‖u‖L2((0,T ),W 1

2
(Ω))

)
‖uγj − u‖L2((0,T )×Ω).

Hence, by (3.6),

lim
j→∞

∫ T

0

‖(uγj − u)(t)‖24 dt = 0. (3.18)

On the other hand, we deduce from (2.4), (3.8), and Hölder’s inequality that
∫ T

0

‖(∇wγj −∇w)(t)‖24 dt

≤ c20

∫ T

0

‖(∇wγj −∇w)(t)‖W 1

2
‖(∇wγj −∇w)(t)‖2 dt

≤ c20

(
c(T ) + ‖w‖L2((0,T ),W 2

2
(Ω))

)
‖wγj − w‖L2((0,T ),W 1

2
(Ω)),

and we use (3.5) to conclude that

lim
j→∞

∫ T

0

‖(∇wγj −∇w)(t)‖24 dt = 0. (3.19)

Now, using Hölder’s inequality, along with (3.8) and (3.16b), gives
∫ T

0

‖(uγj∇wγj − u∇w)(t)‖4/32 dt

≤ c

∫ T

0

‖[(uγj − u)∇wγj ](t)‖
4/3
2 dt + c

∫ T

0

‖[u(∇wγj −∇w)](t)‖4/32 dt

≤ c

∫ T

0

‖(uγj − u)(t)‖4/34 ‖∇wγj(t)‖
4/3
4 dt+ c

∫ T

0

‖u(t)‖4/34 ‖(∇wγj −∇w)(t)‖4/34 dt

≤ c

(∫ T

0

‖(uγj − u)(t)‖24 dt

)2/3(∫ T

0

‖∇wγj (t)‖44 dt

)1/3
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+ c

(∫ T

0

‖u(t)‖44 dt

)1/3 (∫ T

0

‖(∇wγj −∇w)(t)‖24 dt

)2/3

≤ c(T )

[(∫ T

0

‖(uγj − u)(t)‖24 dt

)2/3

+

(∫ T

0

‖(∇wγj −∇w)(t)‖24 dt

)2/3
]

and we may pass to the limit j → ∞ in the above inequality with the help of (3.18) and (3.19) to
obtain Corollary 3.6. �

Proof of Proposition 3.1. Gathering the outcome of Proposition 3.5 and Corollary 3.6 gives Propo-
sition 3.1. �

4. Uniform estimates

This section is devoted to the derivation of estimates on solutions to (1.2)–(1.3) which do not
depend on γ and allow us to apply Proposition 3.1 to prove Theorem 1.1 in Section 5. In the
following, C and (Ci)i≥0 denote positive constants depending only on Ω, θ, D, α, and (u0, v0, w0).
The dependence upon additional parameters will be indicated explicitly.
Two different cases are handled: first, no constraint is placed onM = ‖u0+v0‖1 and the estimates

we derive are only valid on a finite time interval, a feature which complies with the possible finite
time blowup of solutions to (1.4)–(1.5). We next assume thatM = ‖u0+v0‖1 < 4πD(1+θ) and show
that estimates are available on any finite time interval, which is again consistent with the properties
of (1.4)–(1.5), as global solutions to (1.4)–(1.5) exist in that case. Specifically, we prove the following
result.

Proposition 4.1. Let M > 0 and consider (u0, v0, w0) satisfying (1.6) and (1.7). For γ ≥ 1, we
denote the corresponding solution to (1.2)–(1.3) provided by Proposition 2.1 by (uγ, vγ, wγ).

(a) There is T∞ ∈ (0,∞) depending only on Ω, θ, D, α, and (u0, v0, w0) with the following
property: for any T ∈ (0, T∞), there is C(T ) > 0 depending only on Ω, θ, D, α, (u0, v0, w0),
and T such that, for any γ ≥ 1,

‖uγ(t)‖2 + ‖vγ(t)‖2 + ‖wγ(t)‖W 1

2
≤ C(T ), t ∈ [0, T ], (4.1a)

∫ T

0

[
‖∇uγ(t)‖22 + ‖∂twγ(t)‖22 + γ‖eγ(t)‖22

]
dt ≤ C(T ), (4.1b)

recalling that eγ is defined in (3.3).
(b) Assume further that M ∈ (0, 4πD(1 + θ)). Then, for all T > 0, there is C(T ) > 0 depending

only on Ω, θ, D, α, (u0, v0, w0), and T such that the estimates (4.1) are valid for all γ ≥ 1.

4.1. Small time estimates. We begin with the following estimate which is valid whatever the value
of M but only on a finite time interval.

Lemma 4.2. There is T∞ ∈ (0,∞) (defined in (4.9) below) depending only on Ω, θ, D, α, and
(u0, v0, w0) with the following property: for any T ∈ (0, T∞), there is C0(T ) > 0 depending only on
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Ω, θ, D, α, (u0, v0, w0), and T such that, for any γ ≥ 1,

‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1 + ‖wγ(t)‖W 1

2
≤ C0(T ), t ∈ (0, T ), (4.2)

∫ T

0

‖∂twγ(t)‖22 dt ≤ C0(T ), (4.3)

where

L(r) := r ln r − r + 1 ≥ 0, Lθ(r) :=
L(θr)

θ
= r ln(θr)− r +

1

θ
≥ 0, r ≥ 0. (4.4)

Proof. On the one hand, it follows from (1.2a), (1.2c), and (1.2d) that

d

dt

∫

Ω

L(uγ) dx = −
∫

Ω

∇ lnuγ ·
(
∇uγ − uγ∇wγ

)
dx+ γ

∫

Ω

ln uγ(θvγ − uγ) dx

= −4
∥∥∇√

uγ
∥∥2

2
−

∫

Ω

uγ∆wγ dx+ γ

∫

Ω

ln uγ(θvγ − uγ) dx

= −4
∥∥∇√

uγ
∥∥2

2
+

1

D

∫

Ω

uγ
(
vγ − αwγ − ∂twγ

)
dx+ γ

∫

Ω

ln uγ(θvγ − uγ) dx.

On the other hand, we infer from (1.2b), (1.2c), and (1.2d) that

d

dt

∫

Ω

Lθ(vγ) dx = −γ
∫

Ω

ln (θvγ)(θvγ − uγ) dx,

1

2γ

d

dt
‖vγ‖22 =

∫

Ω

uγvγ dx− θ‖vγ‖22,

and

θ

2

d

dt

(
‖∇wγ‖22 +

α

D
‖wγ‖22

)
=

θ

D

∫

Ω

vγ∂twγ dx− θ‖∂twγ‖22
D

1

2γD

d

dt
‖∂twγ‖22 =

1

γD

∫

Ω

∂tvγ∂twγ dx− ‖∇∂twγ‖22
γ

− α‖∂twγ‖22
γD

.

Introducing

Pγ(uγ, vγ , wγ) := ‖L(uγ)‖1 + ‖Lθ(vγ)‖1 +
θ

2
‖∇wγ‖22 +

αθ

2D
‖wγ‖22 +

‖∂twγ‖22
2γD

+
‖vγ‖22
2γ

,

we sum up the above five identities and use (1.2b) to obtain

d

dt
Pγ(uγ, vγ, wγ) = −4

∥∥∇√
uγ
∥∥2

2
+
D + 1

D

∫

Ω

uγvγ dx− α

D

∫

Ω

uγwγ dx

−
(
θ

D
+

α

γD

)
‖∂twγ‖22 −

‖∇∂twγ‖22
γ

− θ‖vγ‖22

− γ

∫

Ω

(θvγ − uγ) ln

(
θvγ
uγ

)
dx+

1

D

∫

Ω

(
1

γ
∂tvγ + θvγ − uγ

)
∂twγ dx
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= −4
∥∥∇√

uγ
∥∥2

2
+
D + 1

D

∫

Ω

uγvγ dx− α

D

∫

Ω

uγwγ dx−
(
θ

D
+

α

γD

)
‖∂twγ‖22

− ‖∇∂twγ‖22
γ

− θ‖vγ‖22 − γ

∫

Ω

(θvγ − uγ) ln

(
θvγ
uγ

)
dx.

Since both uγ and wγ are non-negative and the logarithm is an increasing function on (0,∞), we
infer from Young’s inequality that

d

dt
Pγ(uγ, vγ, wγ) ≤ −4

∥∥∇√
uγ

∥∥2

2
+

(D + 1)2

2θD2
‖uγ‖22 +

θ

2
‖vγ‖22 − θ‖vγ‖22 −

θ

D
‖∂twγ‖22.

Hence,
d

dt
Pγ(uγ, vγ , wγ) ≤ −4

∥∥∇√
uγ

∥∥2

2
+

(D + 1)2

2θD2
‖uγ‖22 −

θ

2
‖vγ‖22 −

θ

D
‖∂twγ‖22. (4.5)

Now, let K > 1 to be determined later. By the Gagliardo-Nirenberg inequality (2.4),

‖uγ‖22 =
∥∥√uγ

∥∥4

4
=

∫

Ω

(√
uγ −K +K

)4
1(K2,∞)(uγ) dx+

∫

Ω

u2γ1[0,K2](uγ) dx

≤
∫

Ω

((√
uγ −K

)
+
+K

)4
1(K2,∞)(uγ) dx+K2

∫

Ω

uγ1[0,K2](uγ) dx

≤ 8

∫

Ω

(√
uγ −K

)4
+
dx+ 8K4

∫

Ω

1(K2,∞)(uγ) dx+K2

∫

Ω

uγ1[0,K2](uγ) dx

≤ 8c40

(∥∥∇
(√

uγ −K
)
+

∥∥2

2

∥∥(√uγ −K
)
+

∥∥2

2
+
∥∥(√uγ −K

)
+

∥∥4

2

)

+ 8K2

∫

Ω

uγ1(K2,∞)(uγ) dx+K2

∫

Ω

uγ1[0,K2](uγ) dx

≤ 8c40
∥∥uγ1(K2,∞)(uγ)

∥∥
1

∥∥∇√
uγ

∥∥2

2
+ 8c40‖uγ‖21 + 8K2‖uγ‖1.

Since
∥∥uγ1(K2,∞)(uγ)

∥∥
1
≤ 1

2 lnK

∫

Ω

uγ ln uγ1(K2,∞)(uγ) dx ≤ ‖L(uγ)‖1 + ‖uγ‖1
2 lnK

,

we combine the above two inequalities and (2.3) to obtain

‖uγ‖22 ≤
4c40

(
‖L(uγ)‖1 +M

)

lnK

∥∥∇√
uγ

∥∥2

2
+ 8M

(
c40M +K2

)
.

At this point, we choose

K = exp

{
c40(D + 1)2

θD2

(
‖L(uγ)‖1 +M

)}

in the above inequality and end up with

‖uγ‖22 ≤
4θD2

(D + 1)2
∥∥∇√

uγ
∥∥2

2
+ 8M

(
c40M + exp

{
2c40(D + 1)2

θD2

(
‖L(uγ)‖1 +M

)})
. (4.6)
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Since ‖L(uγ)‖1 ≤ Pγ(uγ, vγ, wγ), it follows from (4.5) and (4.6) that there is C1 > 0 such that

d

dt
Pγ(uγ, vγ, wγ) ≤ −2

∥∥∇√
uγ

∥∥2

2
− θ

2
‖vγ‖22 −

θ

D
‖∂twγ‖22 + C1e

C1Pγ(uγ ,vγ ,wγ). (4.7)

We first infer from (4.7) that

d

dt
Pγ(uγ, vγ, wγ) ≤ C1e

C1Pγ(uγ ,vγ ,wγ), t > 0;

hence, after integration with respect to time,

Pγ(uγ(t), vγ(t), wγ(t)) ≤ Pγ(u0, v0, w0)−
1

C1
ln

(
1− t

Tγ

)
, t ∈ [0, Tγ) , (4.8)

where

Tγ :=
e−C1Pγ(u0,v0,w0)

C2
1

∈ (0,∞).

Now, in view of γ ≥ 1,

Pγ(u0, v0, w0) ≤ P1(u0, v0, w0) := ‖L(u0)‖1 + ‖Lθ(v0)‖1 +
θ

2
‖∇w0‖22 +

αθ

2D
‖w0‖22

+
1

2D
‖D∆w0 − αw0 + v0‖22 +

1

2
‖v0‖22,

so that

Tγ ≥ T∞ :=
e−C1P1(u0,v0,w0)

C2
1

, (4.9)

and the estimates (4.2) readily follow from (4.8), while (4.3) is a consequence of (4.7) and (4.8) after
integrating the former with respect to time. �

4.2. Global estimates. We next show that the outcome of Lemma 4.2 is valid for any T > 0
providedM = ‖u0‖1+‖v0‖1 is appropriately small. The building block of the proof, which is actually
one of the main contributions of [15], is the construction of a Liapunov function for (1.2)–(1.3), which
we recall now. We set

Lγ(u, v, w) :=

∫

Ω

(L(u) + Lθ(v)− (u+ v)w) dx+
1 + θ

2

(
D‖∇w‖22 + α‖w‖22

)

+
1

2γ
‖D∆w − αw + v‖22 ,

(4.10)

where L and Lθ are defined in (4.4). Adapting the computation performed in [15, Lemma 2.1] to (1.2)
leads to the following differential inequality.

Proposition 4.3. Let M > 0 and γ > 0. Consider (u0, v0, w0) satisfying (1.6) and (1.7) and denote
the corresponding solution to (1.2)–(1.3) given by Proposition 2.1 by (uγ, vγ, wγ). Then

d

dt
Lγ(uγ, vγ, wγ) +Dγ(uγ, vγ, wγ) = 0, t > 0, (4.11)
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where Dγ is non-negative and given by

Dγ(u, v, w) :=

∫

Ω

u|∇(lnu− w)|2 dx+ γ

∫

Ω

(θv − u)(ln (θv)− ln u) dx

+
D

γ
‖∇(D∆w − αw + v)‖22 +

(
1 + θ +

α

γ

)
‖D∆w − αw + v‖22 .

(4.12)

From now on, we fix

M ∈ (0, 4π(1 + θ)D) (4.13)

and consider (u0, v0, w0) ∈ W 1
3,+(Ω;R

3) with w0 ∈ W 2
2 (Ω) satisfying (1.7). For γ > 0, we denote the

corresponding solution to (1.2)–(1.3) provided by Proposition 2.1 by (uγ, vγ, wγ) and set nγ := uγ+vγ .
By (2.3), there holds

‖nγ(t)‖1 =M, t ≥ 0. (4.14)

We begin with a lower bound on Lγ(uγ, vγ, wγ) which is obtained as in [15, Lemma 4.3] with the
help of the Moser-Trudinger inequality recalled in Proposition A.1.

Lemma 4.4. For γ > 0 and t ≥ 0,

Lγ(uγ(t), vγ(t), wγ(t)) ≥
4π(1 + θ)D −M

8π
‖∇wγ(t)‖22 +

α(1 + θ)

2
‖wγ(t)‖22

+
‖∂twγ(t)‖22

2γ
− C2.

From Lemma 4.4, we derive the same estimates as in Lemma 4.2 but valid for arbitrary positive
times.

Lemma 4.5. For γ ≥ 1 and t ≥ 0,

‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1 + ‖wγ(t)‖W 1

2
≤ C3,∫ ∞

0

‖∂twγ(s)‖22 ds ≤ C3.

Proof. We argue as in [15, Lemma 4.4]. Let t > 0. On the one hand, it follows from Proposition 4.3
that

Lγ(uγ(t), vγ(t), wγ(t)) +

∫ t

0

Dγ(uγ(s), vγ(s), wγ(s)) ds ≤ Lγ(u0, v0, w0) ≤ L1(u0, v0, w0).

On the other hand, we infer from Lemma 4.4 that

Lγ(uγ(t), vγ(t), wγ(t)) ≥
4π(1 + θ)D −M

8π
‖∇wγ(t)‖22 +

α(1 + θ)

2
‖wγ(t)‖22 − C2

and

Dγ(uγ(s), vγ(s), wγ(s)) ≥ (1 + θ)‖(D∆wγ − αwγ + vγ)(s)‖22 = (1 + θ)‖∂twγ(s)‖22, s ≥ 0.
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Combining the above inequalities gives

‖wγ(t)‖2W 1

2

+

∫ t

0

‖∂twγ(s)‖22 ds ≤ C. (4.15)

Next, by (4.10), Proposition 4.3, and Young’s inequality ab ≤ L(a) + eb − 1,

‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1

≤ Lγ(uγ(t), vγ(t), wγ(t)) +

∫

Ω

(uγ + vγ)(t)wγ(t) dx

≤ Lγ(u0, v0, w0) +

∫

Ω

[
L

(
uγ(t)

2

)
+

1

θ
L

(
θvγ(t)

2

)
+

1 + θ

θ

(
e2wγ(t) − 1

)]
dx

≤ L1(u0, v0, w0) +

∫

Ω

[
L(uγ(t)) + 1

2
+
L(θvγ(t)) + 1

2θ
+

1 + θ

θ
e2wγ(t)

]
dx

≤ C +
1

2

[
‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1

]
+

1 + θ

θ

∥∥e2wγ(t)
∥∥
1
.

We now use the Moser-Trudinger inequality recalled in Proposition A.1, along with (4.15), to estimate
the last term on the right-hand side of the above inequality and conclude that

‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1 ≤ C,

thereby completing the proof of Lemma 4.5. �

4.3. Proof of Proposition 4.1.

Proof of Proposition 4.1. Setting T∞ = ∞ when M ∈ (0, 4πD(1 + θ)), we consider T ∈ (0, T∞) and
recall that Lemma 4.2 and Lemma 4.5 imply that, for γ ≥ 1,

‖L(uγ(t))‖1 + ‖Lθ(vγ(t))‖1 + ‖wγ(t)‖W 1

2
≤ C4(T ), t ∈ (0, T ), (4.16)

∫ T

0

‖∂twγ(t)‖22 dt ≤ C4(T ). (4.17)

Let t ∈ (0, T ]. On the one hand, it follows from (1.2) that

d

dt

(
‖uγ‖22 + θ‖vγ‖22

)
= −2‖∇uγ‖22 + 2

∫

Ω

uγ∇uγ · ∇wγ dx− 2γ‖eγ‖22

= −2‖∇uγ‖22 − 2γ‖eγ‖22 −
∫

Ω

u2γ∆wγ dx

= −2‖∇uγ‖22 − 2γ‖eγ‖22 +
1

D

∫

Ω

u2γ

(
vγ − αwγ − ∂twγ

)
dx.

Hence, by Hölder’s inequality,

d

dt

(
‖uγ‖22 + θ‖vγ‖22

)
≤ −2‖∇uγ‖22 − 2γ‖eγ‖22 +

1

D

∫

Ω

u2γvγ dx+
1

D
‖uγ‖24‖∂twγ‖2.
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On the other hand, we deduce from (1.2b) that

1

γ

d

dt
‖vγ‖33 = 3

∫

Ω

uγv
2
γ dx− 3θ‖vγ‖33.

Combining the previous two inequalities and introducing

Yγ := 1 + ‖uγ‖22 + θ‖vγ‖22 +
1

γ
‖vγ‖33

lead us to the differential inequality

dYγ
dt

≤ −2‖∇uγ‖22 − 2γ‖eγ‖22 − 3θ‖vγ‖33

+
1

D

∫

Ω

u2γvγ dx+ 3

∫

Ω

uγv
2
γ dx+

1

D
‖uγ‖24‖∂twγ‖2.

(4.18)

We now infer from Young’s inequality that

1

D

∫

Ω

u2γvγ dx+ 3

∫

Ω

uγv
2
γ dx ≤ θ

3
‖vγ‖33 +

2

3

‖uγ‖33√
θD3

+
2θ

3
‖vγ‖33 +

9

θ2
‖uγ‖33

≤ θ‖vγ‖33 + C‖uγ‖33,

while the Gagliardo-Nirenberg inequality (2.4), along with Young’s inequality, entails that

1

D
‖uγ‖24‖∂twγ‖2 ≤

c20
D
‖uγ‖W 1

2
‖uγ‖2‖∂twγ‖2 ≤

c20
D

(
‖∇uγ‖2‖uγ‖2 + ‖uγ‖22

)
‖∂twγ‖2

≤ 1

2
‖∇uγ‖22 + C‖uγ‖22‖∂twγ‖22 + C‖uγ‖22‖∂twγ‖2

≤ 1

2
‖∇uγ‖22 + C‖uγ‖22

(
1 + ‖∂twγ‖22

)
.

Collecting the above estimates gives

dYγ
dt

+
3

2
‖∇uγ‖22 + 2γ‖eγ‖22 + 2θ‖vγ‖33 ≤ C5‖uγ‖33 + C5‖uγ‖22

(
1 + ‖∂twγ‖22

)
. (4.19)

Finally, let η > 0. By [5, Equation (22)], there exists C6(η) > 0 (depending actually only on Ω and
η) such that

‖z‖33 ≤ η‖z ln |z|‖1‖z‖2W 1

2

+ C6(η)‖z‖1, z ∈ W 1
2 (Ω).

Since r| ln r| ≤ L(r) + r for r ≥ 0, we deduce from (2.3), (4.16), and the above functional inequality
that

C5‖uγ‖33 ≤ ηC5‖L(uγ) + uγ‖1‖uγ‖2W 1

2

+ C5C6(η)‖uγ‖1
≤ ηC5(C4(T ) +M)‖∇uγ‖22 + ηC5(C4(T ) +M)‖uγ‖22 +MC5C6(η).
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Choosing η = 1/[2C5(C4(T ) +M)] in the above inequality and inserting the outcome in (4.19), we
end up with

dYγ
dt

+ ‖∇uγ‖22 + 2γ‖eγ‖22 + 2θ‖vγ‖33 ≤ C7(T )
(
1 + ‖uγ‖22

)(
1 + ‖∂twγ‖22

)
. (4.20)

A first consequence of (4.20) is that

dYγ
dt

≤ C7(T )
(
1 + ‖∂twγ‖22

)
Yγ, t ∈ (0, T ].

Hence, after integrating with respect to time and using (4.17), we obtain

Yγ(t) ≤ Yγ(0) exp

{
C7(T )

(
t+

∫ t

0

‖∂twγ(s)‖22 ds

)}
≤ CeC7(T )t+C7(T )C4(T ) ≤ C8(T ) (4.21)

for t ∈ [0, T ], from which (4.1a) follows.
We next integrate (4.20) with respect to time and use the non-negativity of Yγ, along with (4.17)

and (4.21), to find
∫ t

0

[
‖∇uγ(s)‖22 + γ‖eγ(s)‖22

]
ds ≤ Yγ(0) + C7(T ) sup

s∈[0,t]

{1 + ‖uγ(s)‖22}
(
t +

∫ t

0

‖∂twγ(s)‖22 ds

)

≤ C + C7(T )C8(T )(t+ C4(T )),

and thus complete the proof. �

5. Convergence: proof of Theorem 1.1

Proof of Theorem 1.1. LetM > 0 and consider initial conditions (u0, v0, w0) satisfying (1.6) and (1.7).
For γ > 0, we denote the solution to (1.2)–(1.3) given by Proposition 2.1 by (uγ, vγ, wγ) and set
nγ = uγ + vγ and eγ = θvγ − uγ. According to Proposition 4.1, there is T∞ ∈ (0,∞] such that
the estimates (4.1) hold true for all T ∈ (0, T∞), having set T∞ = ∞ in Case (b). We are thus in
a position to apply Proposition 3.1 for any T ∈ (0, T∞) and use a diagonal process to construct a
sequence (γj)j≥1, γj → ∞, and non-negative functions

n ∈ W 1
2,loc([0, T∞),W 1

2 (Ω)
′) ∩ L∞,loc([0, T∞), L2(Ω)) ∩ L2,loc([0, T∞),W 1

2 (Ω)),

w ∈ W 1
2,loc([0, T∞), L2(Ω)) ∩ L∞,loc([0, T∞),W 1

2 (Ω)) ∩ L2,loc([0, T∞),W 2
2 (Ω)),

such that the convergences (3.4), (3.5), (3.6), and (3.7) hold true for any T ∈ (0, T∞).
Now, it readily follows from (1.2a), (1.2b), and (1.2d) that, for j ≥ 1, t ∈ (0, T∞), and ϕ ∈ W 1

2 (Ω),∫ t

0

〈∂tnγj (s), ϕ〉(W 1

2
)′,W 1

2
ds +

∫ t

0

∫

Ω

∇ϕ ·
(
∇uγj − uγj∇wγj

)
(s) dxds = 0.

Owing to (3.4), (3.6), and (3.7), it is straightforward to pass to the limit j → ∞ in the above identity
and conclude that n solves∫ t

0

〈∂tn(s), ϕ〉(W 1

2
)′,W 1

2
ds+

θ

1 + θ

∫ t

0

∫

Ω

∇ϕ ·
(
∇n− n∇w

)
(s) dxds = 0 (5.1)
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for all t ∈ (0, T∞) and ϕ ∈ W 1
2 (Ω). Similarly, we infer from (1.2c), (3.4), (3.5), and (3.6) that

d

dt

∫

Ω

wϕ dx+D

∫

Ω

∇w · ∇ϕ dx+ α

∫

Ω

wϕ dx =
1

1 + θ

∫

Ω

nϕ dx (5.2)

for all t ∈ (0, T∞) and ϕ ∈ W 1
2 (Ω). Actually, the regularity of w and n, together with (5.2), implies

that w is a strong solution to

∂tw −D∆w + αw =
n

1 + θ
in (0, T∞)× Ω,

∇w · n = 0 on (0, T∞)× ∂Ω,

w(0) = w0 in Ω.

(5.3)

In other words, (n, w) is a weak-strong solution to (1.4)–(1.5) on (0, T ) in the sense of Definition C.1
below for all T ∈ (0, T∞), which is unique according to Proposition C.2 below. A classical argument
then implies that the convergences (3.4), (3.5), (3.6), and (3.7) hold true for all γ ≥ 1 and T ∈ (0, T∞).
We are left with improving the convergence of (wγ)γ≥1 from the L2-convergence derived in Propo-

sition 3.5 to the W 1
2 -convergence (1.8b) claimed in Theorem 1.1. To this end, we infer from (1.2c),

(1.2d), (5.3), and Hölder’s and Young’s inequalities that

∥∥∂t(wγ − w)
∥∥2

2
+

1

2

d

dt

[
D‖∇(wγ − w)‖22 + α‖wγ − w‖22

]

=

∫

Ω

(
vγ −

n

1 + θ

)
∂t(wγ − w) dx

≤ 1

2

∥∥∂t(wγ − w)
∥∥2

2
+

1

2

∥∥∥∥vγ −
n

1 + θ

∥∥∥∥
2

2

.

Hence,
d

dt

[
D‖∇(wγ − w)‖22 + α‖wγ − w‖22

]
≤

∥∥∥∥vγ −
n

1 + θ

∥∥∥∥
2

2

,

from which we deduce, after integrating with respect to time, that

D‖∇(wγ − w)(t)‖22 + α‖(wγ − w)(t)‖22 ≤
∫ t

0

∥∥∥∥
(
vγ −

n

1 + θ

)
(s)

∥∥∥∥
2

2

ds

for t ∈ [0, T∞). Consequently, for T ∈ (0, T∞),

sup
t∈[0,T ]

[
D‖∇(wγ − w)(t)‖22 + α‖(wγ − w)(t)‖22

]
≤

∫ T

0

∥∥∥∥
(
vγ −

n

1 + θ

)
(s)

∥∥∥∥
2

2

ds.

Since the right-hand side of the above inequality converges to zero as γ → ∞ by (3.6), we readily
conclude that

lim
γ→∞

sup
t∈[0,T ]

[
D‖∇(wγ − w)(t)‖22 + α‖(wγ − w)(t)‖22

]
= 0.

The convergence (1.8b) then follows due to the positivity of D and α, and the proof of Theorem 1.1
is complete. �
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6. Unboundedness: proof of Theorem 1.2

The main step of the proof of Theorem 1.2 is the following result asserting that the estimates (3.2)
can be derived from a bound on the L2-norm of vγ, whenever available.

Lemma 6.1. Consider (u0, v0, w0) ∈ W 1
3,+(Ω;R

3) and, for γ > 0, denote the solution to (1.2)–(1.3)
given by Proposition 2.1 by (uγ, vγ , wγ). We assume that there are T ∈ (0,∞) and K > 0 such that

‖vγ(t)‖2 ≤ K for all t ∈ (0, T ), γ ≥ 1. (6.1)

Then (uγ, vγ, wγ) satisfies (3.2) with eγ = θvγ − uγ.

Proof. In the following, C denote positive constants depending only on Ω, θ, D, α, u0, v0, w0, T , and
K.
It readily follows from (1.2c), (1.2d), (6.1), and Young’s inequality that

‖∂twγ‖22 +
1

2

d

dt

[
D‖∇wγ‖22 + α‖wγ‖22

]
=

∫

Ω

vγ∂twγ dx

≤ 1

2
‖vγ‖22 +

1

2
‖∂twγ‖22 ≤

K2

2
+

1

2
‖∂twγ‖22.

Hence,

‖∂twγ‖22 +
d

dt

[
D‖∇wγ‖22 + α‖wγ‖22

]
≤ K2,

from which we deduce, after integration with respect to time,

sup
t∈[0,T ]

‖wγ(t)‖2W 1

2

+

∫ T

0

‖∂twγ(t)‖22 dt ≤ C. (6.2)

We next infer from (1.2a), (1.2b), (1.2d), the Gagliardo-Nirenberg inequality (2.4), and Hölder’s
inequality that

1

2

d

dt

[
‖uγ‖22 + θ‖vγ‖22

]
= −

∫

Ω

∇uγ ·
(
∇uγ − uγ∇wγ) dx− γ‖eγ‖22

= −‖∇uγ‖22 −
1

2

∫

Ω

u2γ∆wγ dx− γ‖eγ‖22

≤ −‖uγ‖2W 1

2

+ ‖uγ‖22 +
1

2
‖uγ‖24‖∆wγ‖2 − γ‖eγ‖22

≤ −‖uγ‖2W 1

2

+ ‖uγ‖22 +
c20
2
‖uγ‖W 1

2
‖uγ‖2‖∆wγ‖2 − γ‖eγ‖22.

Using now (1.2c), Young’s inequality, and (6.1), we further obtain

1

2

d

dt

[
‖uγ‖22 + θ‖vγ‖22

]
≤ −‖uγ‖2W 1

2

+ ‖uγ‖22 +
1

2
‖uγ‖2W 1

2

+
c40
8D2

‖uγ‖22‖∂twγ + αwγ − vγ‖22 − γ‖eγ‖22
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≤ −1

2
‖uγ‖2W 1

2

+ C‖uγ‖22
(
1 + ‖∂twγ‖22 + ‖wγ‖22 + ‖vγ‖22

)
− γ‖eγ‖22

≤ −1

2
‖uγ‖2W 1

2

− γ‖eγ‖22 + C‖uγ‖22
(
1 + ‖∂twγ‖22 + ‖wγ‖22

)
. (6.3)

As this yields

d

dt

[
‖uγ‖22 + θ‖vγ‖22

]
≤ C

(
‖uγ‖22 + θ‖vγ‖22

)(
1 + ‖∂twγ‖22 + ‖wγ‖22

)
,

Gronwall’s lemma in conjunction with (6.2) implies that, for all t ∈ [0, T ],

‖uγ(t)‖22 + θ‖vγ(t)‖22 ≤ C exp

{
C

∫ T

0

(
1 + ‖∂twγ(s)‖22 + ‖wγ(s)‖22

)
ds

}
≤ C. (6.4)

Integrating (6.3) with respect to time, we deduce from (6.2) and (6.4) that
∫ T

0

[
‖uγ(t)‖2W 1

2

+ γ‖eγ(t)‖22
]
dt ≤ C. (6.5)

Collecting (6.1), (6.2), (6.4), and (6.5) shows that (uγ, vγ, wγ) satisfies (3.2) on (0, T ) for all γ ≥ 1,
as claimed. �

We further show that a corresponding bound on uγ implies the bound (6.1) on vγ . Here we adapt
the idea from [20, Lemma 4.11].

Lemma 6.2. Consider (u0, v0, w0) ∈ W 1
3,+(Ω;R

3) and, for γ > 0, denote the solution to (1.2)–(1.3)

given by Proposition 2.1 by (uγ, vγ , wγ). Assume that there are T ∈ (0,∞) and K̃ > 0 such that

‖uγ(t)‖2 ≤ K̃ for all t ∈ (0, T ), γ ≥ 1. (6.6)

Then there is K > 0 such that (6.1) is fulfilled.

Proof. Using (1.2b), Hölder’s inequality, and (6.6), we have for t ∈ (0, T )

d

dt
‖vγ‖22 = 2γ

(∫

Ω

uγvγ dx− θ‖vγ‖22
)

≤ 2γ
(
‖uγ‖2‖vγ‖2 − θ‖vγ‖22

)
≤ 2γ

(
K̃ − θ‖vγ‖2

)
‖vγ‖2.

In view of vγ(0) = v0, this implies (6.1) with K := max
{

K̃
θ
, ‖v0‖2

}
by the comparison principle. �

Proof of Theorem 1.2. It first follows from (1.9) and [13, Theorem 3.6] that

lim
t→Tbu

‖n(t)‖2 = ∞. (6.7)

Next, let T > Tbu and assume for contradiction that there is K > 0 such that

‖vγ(t)‖2 ≤ K for all t ∈ (0, T ), γ ≥ 1. (6.8)

Then (3.2) is fulfilled by Lemma 6.1. Hence, by Proposition 3.1 and the proof of Theorem 1.1, (nγ , wγ)
converges as γ → ∞ to a weak-strong solution (ñ, w̃) to (1.4)–(1.5) on (0, T ). As the classical solution
(n, w) to (1.4)–(1.5) is a weak-strong solution and the latter is unique by Proposition C.2, we have
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(n, w) = (ñ, w̃). Consequently, n ∈ L∞((0, T ), L2(Ω)) which contradicts (6.7) in view of T > Tbu.
Hence, (6.8) cannot be valid. In view of Lemma 6.2, this further implies that

‖uγ(t)‖2 ≤ K̃ for all t ∈ (0, T ), γ ≥ 1

cannot be satisfied for some K̃ > 0, and the proof of Theorem 1.2 is complete. �

Appendix A. The Moser-Trudinger inequality

We recall here the version of the Moser-Trudinger inequality derived in [9, Corollary 2.7] and
in [19, Section 2] from [6, Proposition 2.3] and which is used in the proof of Lemma 4.5.

Proposition A.1. There is K0 > 0 depending only on Ω such that, for all z ∈ W 1
2 (Ω),

∫

Ω

e|z| dx ≤ K0 exp

(‖∇z‖22
8π

+
‖z‖1
|Ω|

)
.

Appendix B. Rescaling (1.4)

Let (n, w) be a solution to (1.4) with initial condition (n0, w0). Performing a simple scaling
transforms (1.4) to a version of the parabolic-parabolic chemotaxis Keller-Segel system which is
usually used in the literature. Indeed, introducing

U(s, x) :=
1

θ
n

(
1 + θ

θ
s, x

)
, V (s, x) := w

(
1 + θ

θ
s, x

)
, (s, x) ∈ (0,∞)× Ω, (B.1)

we readily deduce from (1.4) that (U, V ) solves the Keller-Segel system

∂sU = div(∇U − U∇V ) in (0,∞)× Ω, (B.2a)

θ

(1 + θ)D
∂sV = ∆w − α

D
V +

θ

(1 + θ)D
U in (0,∞)× Ω, (B.2b)

(
∇U − U∇V

)
· n = ∇V · n = 0 on (0,∞)× ∂Ω, (B.2c)

(U, V )(0) =
(n0

θ
, w0

)
in Ω. (B.2d)

According to [9, 19], global existence holds true for (B.2) if

‖n0‖1 = θ
‖n0‖1
θ

< θ
4π(1 + θ)D

θ
= 4π(1 + θ)D,

while finite time blowup may occur when ‖n0‖1 exceeds the above threshold [11–13].
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Appendix C. Uniqueness of weak-strong solutions to (1.4)–(1.5)

We provide here a proof of the uniqueness result of weak-strong solutions to (1.4)–(1.5) which is
used in the proof of Theorem 1.1 to obtain the convergence of the whole family (nγ)γ≥1. We first
make precise the meaning of weak-strong solutions to (1.4)–(1.5).

Definition C.1. Let T ∈ (0,∞) and (n0, w0) ∈ L2,+(Ω)×W 1
2,+(Ω). A weak-strong solution to (1.4)–

(1.5) on [0, T ] is a pair of functions

n ∈ W 1
2 ((0, T ),W

1
2 (Ω)

′) ∩ L∞((0, T ), L2,+(Ω)) ∩ L2((0, T ),W
1
2 (Ω)), n(0) = n0, (C.1a)

w ∈ W 1
2 ((0, T ), L2(Ω)) ∩ L∞((0, T ),W 1

2,+(Ω)) ∩ L2((0, T ),W
2
2 (Ω)), (C.1b)

such that ∫ t

0

〈∂tn(s), ϕ〉(W 1

2
)′,W 1

2
ds+

θ

1 + θ

∫ t

0

∫

Ω

∇ϕ ·
(
∇n− n∇w

)
(s) dxds = 0 (C.1c)

for all t ∈ (0, T ) and ϕ ∈ W 1
2 (Ω), while w is a strong solution to

∂tw −D∆w + αw =
n

1 + θ
in (0, T )× Ω,

∇w · n = 0 on (0, T )× ∂Ω,

w(0) = w0 in Ω.

(C.1d)

Clearly, classical solutions to (1.4) are weak-strong solutions to (1.4), see [14, Theorem 3.1] for
instance for the existence of the former. Also, the weak solutions to (1.4) constructed in [4, Theorem 1]
for (n0, w0) ∈ Lq,+(Ω)×W 1

q,+(Ω), q > 2, in [9, Theorem 3.3] for (n0, w0) ∈ L∞,+(Ω)×W 1
q,+(Ω), q > 2,

in [24] for (n0, w0) ∈ W s
2,+(Ω;R

2), s > 1, and in [25, Chapter 12] for (n0, w0) ∈ L2,+(Ω)×W 2
2,B,+(Ω)

are weak-strong solutions to (1.4). Uniqueness results are also provided in [9, 14, 24, 25] but require
more regularity than that stated in Definition C.1. Let us also mention that well-posedness in
Lp,+(Ω)×W 1

q,+(Ω) with p > 1 and q > 2 is obtained in [4]. We shall show now that the assumptions
in Definition C.1 are sufficient to guarantee uniqueness. To this end, we adapt the uniqueness
argument used in the proof of [14, Theorem 3.1] and rely heavily on the two-dimensional setting and
the Gagliardo-Nirenberg inequality (2.4).

Proposition C.2. Let T ∈ (0,∞) and (n0, w0) ∈ L2,+(Ω) ×W 1
2,+(Ω), where Ω ⊂ R

2 is a bounded
domain with smooth boundary. There is at most one weak-strong solution to (1.4)–(1.5) on [0, T ].

Proof. Let T > 0, (n0, w0) ∈ L2,+(Ω)×W 1
2,+(Ω), and consider two weak-strong solutions (n1, w1) and

(n2, w2) to (1.4)–(1.5) on (0, T ). We set N := n1 − n2, W := w1 − w2, ψ := ‖n2‖2W 1

2

+ ‖w1‖2W 2

2

and

infer from (C.1a) and (C.1b) that

κ := sup
t∈(0,T )

[
‖n2(t)‖2 + ‖w1(t)‖W 1

2

]
<∞ and ψ ∈ L1((0, T )). (C.2)

In the following, C denote positive constants depending only on Ω, θ, D, α, n0, w0, T , and κ.
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On the one hand, it follows from (C.1a), (C.1c), and Hölder’s inequality that

1

2

d

dt
‖N‖22 =

〈
∂tN,N

〉
(W 1

2
)′,W 1

2

= − θ

1 + θ

∫

Ω

∇N ·
(
∇N − n1∇w1 + n2∇w2

)
dx

= − θ

1 + θ
‖∇N‖22 +

θ

1 + θ

∫

Ω

N∇N · ∇w1 dx+
θ

1 + θ

∫

Ω

n2∇N · ∇W dx

≤ − θ

1 + θ
‖∇N‖22 +

θ

1 + θ
‖N‖4‖∇N‖2‖∇w1‖4 +

θ

1 + θ
‖n2‖4‖∇N‖2‖∇W‖4.

We now use the Gagliardo-Nirenberg inequality (2.4) to estimate the L4-norms, along with Young’s
inequality, to obtain

1 + θ

2θ

d

dt
‖N‖22 + ‖N‖2W 1

2

≤ ‖N‖22 + c20‖N‖1/2
W 1

2

‖N‖1/22 ‖∇N‖2‖∇w1‖1/2W 1

2

‖∇w1‖1/22

+ c20‖n2‖1/2W 1

2

‖n2‖1/22 ‖∇N‖2‖∇W‖1/2
W 1

2

‖∇W‖1/22

≤ ‖N‖22 + c20κ
1/2‖N‖1/22 ‖N‖3/2

W 1

2

‖w1‖1/2W 2

2

+ c20κ
1/2‖n2‖1/2W 1

2

‖N‖W 1

2
‖W‖1/2

W 2

2

‖W‖1/2
W 1

2

≤ C
(
1 + ‖w1‖2W 2

2

)
‖N‖22 +

1

4
‖N‖2W 1

2

+ C‖n2‖W 1

2
‖W‖W 2

2
‖W‖W 1

2
.

Hence,
1 + θ

θ

d

dt
‖N‖22 +

3

2
‖N‖2W 1

2

≤ C
(
1 + ψ

)
‖N‖22 + C‖n2‖W 1

2
‖W‖W 2

2
‖W‖W 1

2
. (C.3)

On the other hand, by (C.1b), (C.1d), and Hölder’s and Young’s inequalities,

1

2

d

dt
‖W‖2W 1

2

+D
(
‖∇W‖22 + ‖∆W‖22

)
+ α‖W‖2W 1

2

=
1

1 + θ

∫

Ω

(
NW +∇N · ∇W

)
dx

≤ 1

2(1 + θ)

(
‖N‖22 + ‖W‖22)

)
+

1

4
‖∇N‖22 +

1

(1 + θ)2
‖∇W‖22.

Since there is δ > 0 depending only on Ω, D, and α such that

δ‖z‖2W 2

2

≤ D
(
‖∇z‖22 + ‖∆z‖22

)
+ α‖z‖2W 1

2

, z ∈ W 2
2 (Ω),

we further obtain
d

dt
‖W‖2W 1

2

+ 2δ‖W‖2W 2

2

≤ 1

2
‖N‖2W 1

2

+ C
(
‖N‖22 + ‖W‖2W 1

2

)
. (C.4)

Combining (C.3) and (C.4) and using once more Young’s inequality give

d

dt

[
1 + θ

θ
‖N‖22 + ‖W‖2W 1

2

]
+ ‖N‖2W 1

2

+ 2δ‖W‖2W 2

2

≤ C
(
1 + ψ

)
‖N‖22 + C‖n2‖W 1

2
‖W‖W 2

2
‖W‖W 1

2
+ C

(
‖N‖22 + ‖W‖2W 1

2

)

≤ δ‖W‖2W 2

2

+ C
(
1 + ψ

)(
‖N‖22 + ‖W‖2W 1

2

)
.
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Consequently,

d

dt

[
1 + θ

θ
‖N‖22 + ‖W‖2W 1

2

]
≤ C

(
1 + ψ

)(1 + θ

θ
‖N‖22 + ‖W‖2W 1

2

)
,

and the integrability (C.2) of ψ, along with Gronwall’s lemma, entails that N = W ≡ 0 on (0, T )
and completes the proof. �
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