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Abstract. We propose a novel approach for automatic chaptering of TV newscast 
videos, addressing the challenge of structuring and organizing large collections 
of unsegmented broadcast content. Our method integrates both audio and visual 
cues through a two-stage process involving frozen neural networks and a trained 
LSTM network. The first stage extracts essential features from separate modali-
ties, while the LSTM effectively fuses these features to generate accurate seg-
ment boundaries. Our proposed model has been evaluated on a diverse dataset 
comprising over 500 TV newscast videos of an average of 41 minutes gathered 
from TF1, a French TV channel, with varying lengths and topics. Experimental 
results demonstrate that this innovative fusion strategy achieves state of the art 
performance, yielding a high precision rate of 82% at IoU of 90%. Consequently, 
this approach significantly enhances analysis, indexing and storage capabilities 
for TV newscast archives, paving the way towards efficient management and uti-
lization of vast audiovisual resources. 
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1 Introduction 

Every minute, more than 500 hours of video are uploaded on YouTube. Numbers are 
even bigger if one considers all social media and broadcasted contents. A big part of 
these videos are long-form contents such as tutorials, talk-shows, reality-shows or news 
reportages. Yet, as for today, most video understanding technologies focus on short 
videos due to compute limitations and temporal coherence necessity. 

A paramount pre-processing step in longform video management is about segment-
ing the video into distinct chapters. Chapters are sequences of semantically coherent 
segments which are then used for more precise analysis and retrieval [1, 2]. TV news-
cast videos naturally have this need of segmenting streams of video into logical units 
for archive and further analysis purposes [3]. 

This research presents a multimodal approach to segment TV newscasts into chap-
ters based on the fusion of image, audio and text modalities. This approach aims to be 
generic and do not use specific design rules from the newscast types of videos. 
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2 Related Works 

TV newscast chaptering is the task of segmenting a long video into chapters. Chapters 
are contiguous and non-overlapping segments which completely segment a video [4]. 
Thus, the end of a chapter is the start of a new chapter. Previous research mentions this 
task as story segmentation for TV news which was often evaluated on the TRECVID 
2003 dataset [5]. Stories are defined as “segments of a news broadcast with a coherent 
news focus which contain at least two independent declarative clauses” [6]. 

A common approach used for TV news story segmentation is by detecting the anchor 
person [6, 7, 8]. Hmayda et al. [7] uses optical flow and a face detection model to have 
a list of potential anchor persons. Candidate anchor persons are then clustered and the 
cluster with the highest number of candidates is picked as the anchor person. Other 
visual and audio descriptors like text screen, logo, silence and transition words were 
fused by Dumont et al. in a trained classifier [8]. 

In addition to the assumption of the presence of an anchor person at the beginning 
and the end of a TV newscast, some research often relies on the use of specific TV 
newscasts’ design rules like word repetition [9] or cue phrases [10]. Kannao et al. [11] 
uses text similarity between overlays correlated with Web news articles to classify shots 
in four categories describing the stories segments boundaries. Text similarity was used 
more recently by training an LSTM based Siamese neural network on sentences be-
longing to the same and different stories (positive and negative pairs respectively), in 
the context of Urdu news [1]. 

TV newscast chaptering is also related to the task of video scene segmentation where 
unsupervised learning was mostly used in previous approaches. Shots are represented 
in a feature space using low level features and several clustering techniques are used to 
group shots in scenes [12, 13]. More recent techniques use deep learning to fuse differ-
ent modalities into a trained neural network. Rotman et al. [14] uses visual and audio 
embeddings from frozen backbones. Embeddings are then trained in a fully connected 
network and fused together. Tiago et al. [15] trains an LSTM to output if a shot is a 
shot transition between two scenes. CSIFT visual features [16] and MFCC features [17] 
are passed through a CNN each before being fed to the LSTM network. 

In this research, we use a bidirectional LSTM to fuse visual, textual and audio fea-
tures from frozen backbones. Identified speakers and silences are also fused in this ar-
chitecture. The LSTM is trained to output a distance matrix used to create chapters. We 
conduct several experiments on different fusion block architectures and show we obtain 
best results on a bidirectional LSTM architecture. 

3 Proposed Method 

3.1 Overview 

Our approach is based on a two-stage process. The first step is to extract features from 
the different modalities of the raw video. Image embeddings and text embeddings are 
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retrieved using pretrained models. Speakers and silences are identified and encoded. 
Audio features are extracted by using the MFCC algorithm [17]. 

The second step is to fuse extracted modalities into a trained Bidirectional LSTM 
(Bi-LSTM) which returns processed features. A distance matrix is generated and is used 
to detect chapters’ boundaries. The training is done by using a Block Adjacent Froebe-
nius Loss driving the Bi-LSTM into maximizing the distances between shots of distinct 
chapters. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 1. Overview of the two-stage process to detect chapters. The first stage extracts features for 
every shot of the newscast. Visual and text features are extracted from frozen image and text 
encoders. MFCC features are extracted, and speakers are identified. The second stage fuses fea-
tures in a fusion block. This block is trained by computing the Block Adjacent Froebenius Loss 
between predicted and ground truth distance matrixes. 

3.2 Chaptering Data 

A collection of 531 chaptered TV newscast videos was collected for this research. This 
collection comes from TF1, one of the top most viewed French television channels.  

For each video, chapters were annotated by a documentalist in an Excel spreadsheet 
specifying start and end timestamps of each chapter. Chapters consist of news stories, 
in-studio interviews and presenter story’s introductions. The average duration of a 
video is 41 minutes, and the average number of chapters is 35. Figure 2 shows histo-
grams for the distribution of number of shots, chapters and the duration of video. 
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To be more compute efficient, we decide to model the chapters detection as a shot 
boundary detection. This enables it to process fewer frames. Moreover, TV newscast 
stories are often separated by a distinct visual change between shots. Shots are detected 
using Pyscenedetect with a custom shot detector. This custom shot detector enables it 
to deal with the numerous fading transitions in TV newscast video. The default behavior 
of Pyscenedetect is to detect shots based on the difference between each frame's visual 
descriptors (hue, saturation, and brightness values). The custom detector compares the 
frame's visual descriptors with a temporal window of ten frames giving the possibility 
to detect fades transition in the video. 

Speaker diarization is performed with pyannote 2.1 [18] with a hard limit of 20 
speakers per file. A third-party API (Vocapia) is used to transcribe audio segments with 
French as the target language. Timestamps at word level are also returned. 

 
 
 
 
 
 
 
 
 
 
 
 

 
  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Statistics of the TF1 TV Newscasts Dataset 
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3.3 Audio and Visual Features 

Four modalities are extracted from the raw video and are aligned with the detected 
shots. Features for each modality are extracted, concatenated and stored offline to be 
more efficient during the training phase. 

Visual Modality. Image embeddings are extracted from a frozen Large Vision Trans-
former pretrained on ImageNet [19, 20]. The classification token is extracted to model 
the visual feature of the shot with a dimension of 1024. The central frame of the shot is 
used. 
 
Speaker Modality. Speakers in the video are identified during the diarization step. 
There may be several speakers in the same shot so a simple rule to associate a speaker 
to a shot is to take the speaker with the maximum time of speech in the shot. Potential 
silences are also associated with a shot when no speaker is found. Speakers and silences 
are one-hot encoded. This modality will help the model in understanding the patterns 
linked to the story news and the news anchor. 
 
Textual Modality. Transcript segments are aligned with detected shots using 
timestamps. Since the spoken language is in French, we use the known French trained 
language model CamemBERT [21]. To avoid having small chunks of words with not 
enough context, the text is not shot based but the whole transcript segment is given to 
a shot. 
 
Audio Features. Audio is extracted using FFMPEG. From the audio, MFCC features 
[17] are extracted using Librosa library. Audio features are aligned with shot 
timestamps by averaging the different MFCC values for a given shot. This gives an 
audio representation of a shot. 

3.4 Modalities Fusion Model 

Several architectures have been tested to fuse the input features. Following [14], we 
test with a simple Dense Neural Network (DNN). 

Taking inspiration from more complex architectures used for natural language pro-
cessing tasks, we also use an LSTM [22] and a Transformer architecture [23]. A video 
segmented by shots can be seen as a sequence of tokens. A token models the embedded 
features for one shot and a sequence of these tokens are fed to the network.  

These architectures are used to extract relevant features from the fused modalities. 
Based on the extracted features, a matrix of distances between the shots of the video is 
generated. Thus, a fully connected head layer is also added at the end of LSTM and 
Transformer models to generate distances matrixes. 

Different experiments were conducted on these models with several hyperparame-
ters values. Results are shown in section 4. 
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3.5 Block Adjacent Frobenius Loss 

For each shot of the input video, a feature is extracted from the model trained on the 
fusion of modalities and on the chapters to detect. Following the idea of [14], these 
extracted features are then compared one to another to create a matrix of distances. 
Using a threshold, this matrix is used to create the output chapters. If the distance be-
tween two shots is above the threshold, then a chapter boundary is set at this location. 
Thus, the loss function of this approach is defined and then computed by comparing the 
output matrix and the ground truth matrix. This loss function takes inspiration from the 
Frobenius Loss and is called Block Adjacent Frobenius Loss. 𝐷 is the predicted distance 
matrix and 𝐷∗ is the target matrix. An example of a predicted matrix and its correspond-
ing target matrix can be seen in figure 1. This loss is block adjacent, meaning that we 
consider only adjacent chapters to compute the loss. Equation 1 defines the set of shots 
that are located in adjacent chapters. 𝑥" represents the feature vector extracted from the 
shot 𝑗. 𝐿 is a function to associate shots and their corresponding chapters indexes. 

 𝐴 =	 (𝑖, 𝑗 ∈ ℕ#, 𝐿(𝑥$) − 1 ≤ 𝐿2𝑥"3 ≤ 𝐿(𝑥$) + 15 (1) 

Equation 2 defines the Block Adjacent Frobenius Loss, the norm of the difference of 
the adjacent elements of the distances matrixes. 

 ‖𝐷 − 𝐷∗‖ = 	7∑ 9𝐷$," −𝐷$,"∗ 9
#

$,"	'	(  (2) 

4 Results 

In this section, we present results on several experiments. We first compare perfor-
mances of different fusion models. Previous research, mainly Vid2Seq [24] and an an-
chor person-based detection [6, 7, 8] are also tested on our benchmark. 

4.1 Evaluation Metrics 

Located chapters are evaluated using precision (P@Ks, P@K) and recall (R@Ks, 
R@K) across various thresholds for both distance to the ground-truth chapter start 
timestamp and for the IoU between the predicted and ground-truth start and end 
timestamps window. F1 score (F1@Ks, F1@K) is also computed. The distance metrics 
are evaluated at 1, 3 and 5 seconds thresholds and the IoU based metrics are evaluated 
at 0.5, 0.7 and 0.9 thresholds. 

The dataset used was split into training, validation and test sets with the following 
number of samples respectively: 381, 96, 54. 

If not mentioned otherwise, the following results were all evaluated on the test set. 
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4.2 Fusion Model Study 

As presented in section 3.4, we compare the trained fusion architectures on our dataset. 
The architectures giving the best results with their corresponding hyperparameters are 
the following ones: 

• DNN of 4 blocks of fully connected layers with 4000, 3000 and 1000 as the hidden 
layers’ dimensions. Batch normalization [25] and Relu [26] activation function are 
used. 

• Bidirectional LSTM (Bi-LSTM) with a hidden dimension of 128 and a number of 3 
layers. 

• Transformer with a depth of 4, a number of heads of 12, hidden dimension of 768 
and a Gelu [27] activation function. 

For each model, dropout [28] are also added. Adam optimizer [29] was the optimizer 
giving the best results. Training was performed on an Nvidia A10 GPU. Table 1 shows 
the obtained results. A cosine scheduler was used, the number of epochs varied between 
5 to 20 and the batch size was of 1, 2 or 4. 

 

Table 1. Evaluation metrics obtained for different modalities fusion architectures. 

 
Architecture F1@5s F1@3s F1@1s P@1s R@1s F1@0.5 F1@0.7 F1@0.9 P@0.9 R@0.9 
DNN 89.94 85.47 79.35 73.16 87.17 89.94 77.96 69.54 64.25 76.20 

Bi-LSTM 93.04 90.49 85.37 89.29 81.98 93.56 89.48 82.43 86.14 79.22 

Transformer 86.15 82.73 77.46 71.25 85.55 81.73 74.47 66.41 61.20 73.17 

 

4.3 Comparison to the state of the art 

We compare our approach to Vid2Seq [24], a multimodal single stage transformer-
based model trained on VidChapters-7M [4], a dataset of 817K longform videos. We 
take this model to compare to because it was trained on a dataset of longform videos. 
In terms of duration, on average, a video lasts 22.6 minutes making it the closest dataset 
to ours. A first evaluation is done as a zero-shot video chaptering task with version of 
Vid2Seq pretrained on VidChapters-7M, HowTo100M [30] and on ViTT datasets [31]. 
We also finetune this model on our training dataset.  

We also assess zero-shot capabilities of the first stage of our approach, the multi-
modal features extraction, by computing a distance matrix. Lastly, we also compare to 
an anchor person detection approach. We implement it by extracting image embeddings 
and by forming clusters of image embeddings. A face detection algorithm enables a 
better clustering of candidate anchor persons groups. The cluster with the highest num-
ber of shots is the selected anchor person cluster. Table 2 show the evaluation metrics 
obtained for these various experiments. 
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Table 2. Evaluation metrics obtained on state of the art model Vid2Seq. Finetuning on our train 
dataset is mentioned. Anchor Person refers to the approach of detecting the anchor person in the 
newscast and Zero Shot (ours) refers to the zero-shot inference based only the extracted features. 

Architecture Finetuned F1@5s F1@3s F1@1s P@1s R@1s F1@0.5 F1@0.7 F1@0.9 P@0.9 R@0.9 
Vid2Seq No 6.18 3.45 1.55 4.94 0.9 11.02 3.23 0.28 0.77 0.17 

Vid2Seq Yes 19.02 12.43 5.43 5.52 5.34 34.24 15.99 1.68 1.72 1.64 
Anchor Per-
son 

No 61.18 50.64 42.66 37.53 51.58 53.15 41.45 26.97 23.59 32.78 

Zero-Shot 
(ours) 

No 38.16 34.11 30.57 19.09 77.90 19.56 15.10 10.15 6.33 25.98 

Ours Yes 93.04 90.49 85.37 89.29 81.98 93.56 89.48 82.43 86.14 79.22 

5 Discussion 

5.1 Results Interpretation 

Comparing the different fusion blocks shows that the Bi-LSTM is the best architecture 
type. Using both past and future shots to detect chapters makes it suitable for the use of 
a bidirectional LSTM. The transformer architecture type does not perform well, as ex-
pected, transformers-based architecture often needs a big number of data samples to be 
efficiently trained on. Few fully connected layers (DNN fusion block) show better per-
formances than the transformer architecture giving hints that a simple pattern can be 
found in the input extracted features. 

Regarding the input features, a zero-shot approach based on the direct creation of a 
distance matrix by using the raw features from the frozen models outperforms Vid2Seq, 
a generic model trained on a large collection of data. This shows the quality of the 
features extracted from the frozen models. However, metrics show a high difference 
between recall and precision values for this method. This is due to the fact of this ap-
proach creating too many chapters giving high values of recalls. Segmenting chapters 
based on the detection of the anchor person also outperforms Vid2Seq and the zero-
shot approach proving again the clear pattern that anchor-based approaches rely on.  

5.2 Limitations 

A direct limitation of the Bi-LSTM approach is the impossibility to use this model for 
live streams content. Even if our use-case is meant for offline processes, it is important 
to note that this constraint. 

Another limitation due to the modeling of chapters detection task as the clustering 
of shots in a video appears when having video with few and long shots. Examples of 
these types of videos can appear in broadcasts of press conferences, long interviews or 
even video podcasts. Since chapters are based on shot boundaries, detected chapters 
will likely not be accurate anymore. For instance, one would like to create chapters 
based on topics in a press conference instead of creating chapters based on visual 
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changes. A potential way to solve this limitation would be to use the active speaker 
detection to segment longer shots into sub-shots. These sub-shots and their associated 
transcript can then be used to create more precise chapter boundaries. 

6 Conclusion 

The article proposes a novel approach for automatic chaptering of TV newscast videos, 
addressing the challenge of structuring and organizing large collections of unsegmented 
broadcast content. The method integrates both audio and visual cues through a two-
stage process involving frozen neural networks and a trained bidirectional LSTM net-
work. The experimental results demonstrate that this innovative fusion strategy 
achieves state of the art performance, yielding a high precision rate of 82% at IoU of 
90%, thereby significantly enhancing analysis, indexing and storage capabilities for TV 
newscast archives. 

One promising direction for future work is investigating the use of improved shot 
detection methods that incorporate speech segments, particularly for handling the lim-
itation of long shots where the transcript plays a crucial role. By refining the shot de-
tection mechanism, the accuracy of chapter boundaries can be enhanced, especially in 
cases where there is limited visual variation. Additionally, considering the versatility 
of the proposed approach, it could be interesting to explore its applicability to various 
genres of long-form videos beyond TV newscasts, including sports events, films, edu-
cational videos, and more. Such expansion would enable a comprehensive organization 
and management of extensive audiovisual repositories, unlocking endless possibilities 
for researchers, analysts, and enthusiasts alike. 

Acknowledgments. We thank TF1 for providing access to the data used for this study. 

References 

1. Bhatti, Muhammad & Siddiqi, Imran & Moetesum, Momina. (2023). LSTM-based Siamese 
neural network for Urdu news story segmentation. International Journal on Document Anal-
ysis and Recognition (IJDAR). 26. 1-11. 10.1007/s10032-023-00441-y. 

2. Davis, S., et P. Mermelstein. « Comparison of parametric representations for monosyllabic 
word recognition in continuously spoken sentences ». IEEE Transactions on Acoustics, 
Speech, and Signal Processing 28, nᵒ 4 (août 1980): 357-66. 

3. Su Xu, Bailan Feng, Zhineng Chen, and Bo Xu. 2013. A general Framework of video seg-
mentation to logical unit based on conditional random fields. In Proceedings of the 3rd ACM 
conference on International conference on multimedia retrieval (ICMR '13). Association for 
Computing Machinery, New York, NY, USA, 247–254. 
https://doi.org/10.1145/2461466.2461506 

4. Yang, A., Nagrani, A., Laptev, I., Sivic, J., & Schmid, C. (2023). VidChapters-7M: Vid-eo 
Chapters at Scale. ArXiv, abs/2309.13952. 

5. A.F. Smeaton, P.Over, and W.Kraaij, “TRECVID—an overview,” in Proceedings of 
TRECVID, 2003 



10  Guetari et al., 2024 

6. Misra, Hemant & Hopfgartner, Frank & Goyal, Anuj & Punitha, P. & Jose, Joemon. (2010). 
News Video Story Segmentation based on Semantic Coherence and Content Similarity. 

7. Hmayda, Mounira & Ejbali, Ridha & Zaied, Mourad. (2020). Classification Program and 
Story Boundaries Segmentation in TV News Broadcast Videos via Deep Convolutional 
Neural Network. Journal of Computer Science. 16. 601-619. 10.3844/jcssp.2020.601.619. 

8. Dumont, Émilie & Quénot, Georges. (2012). Automatic Story Segmentation for TV News 
Video Using Multiple Modalities. International Journal of Digital Multimedia Broadcasting. 
2012. 10.1155/2012/732514. 

9. H. Kozima. Text segmentation based on similarity between words. In Meeting of the Asso-
ciation for Computational Linguistics, pages 286–288, Ohio, U.S.A., 1993 

10. R. J. Passonneau and D. J. Litman. Discourse segmentation by human and automated means. 
Comput. Linguist., 23(1):103–139, 1997. 

11. Kannao, R., Guha, P.: Story segmentation in tv news broadcast. In: 2016 23rd International 
Conference on Pattern Recognition (ICPR), IEEE, pp 2948–2953 (2016) 

12. Lorenzo Baraldi, Costantino Grana, and Rita Cucchiara. 2015. Analysis and ReUse of Vid-
eos in Educational Digital Libraries with Automatic Scene Detection. In 11th Italian Re-
search Conference on Digital Libraries. Springer, 155–164. 

13. Rameswar Panda, Sanjay K Kuanar, and Ananda S Chowdhury. 2017. Nyström Ap-proxi-
mated Temporally Constrained Multisimilarity Spectral Clustering Approach for Movie 
Scene Detection. IEEE Transactions on Cybernetics (2017). 

14. Rotman, Daniel & Yaroker, Yevgeny & Amrani, Elad & Barzelay, Udi & Ben-Ari, Ra-mi. 
(2022). Learnable Optimal Sequential Grouping for Video Scene Detection. 

15. Tiago H. Trojahn, Rodrigo M. Kishi, and Rudinei Goularte. 2018. A New Multimodal Deep-
learning Model to Video Scene Segmentation. In Proceedings of the 24th Brazil-ian Sym-
posium on Multimedia and the Web (Salvador, BA, Brazil) (WebMedia ’18). ACM, New 
York, NY, USA, 205–212. https://doi.org/10.1145/ 3243082.3243108 

16. Abdel-Hakim, Alaa & Farag, Aly. (2006). CSIFT: A SIFT descriptor with color invari-ant 
characteristics. Proceedings of the IEEE Computer Society Conference on Com-puter Vi-
sion and Pattern Recognition. 2. 1978 - 1983. 10.1109/CVPR.2006.95. 

17. Davis, S., et P. Mermelstein. « Comparison of parametric representations for monosyl-labic 
word recognition in continuously spoken sentences ». IEEE Transactions on Acoustics, 
Speech, and Signal Processing 28, nᵒ 4 (août 1980): 357 66. 

18. Bredin, Hervé. « Pyannote.Audio 2.1 Speaker Diarization Pipeline: Principle, Benchmark, 
and Recipe ». In INTERSPEECH 2023, 1983‑87. ISCA, 2023. 

19. Touvron, H., Cord, M., Douze, M., Massa, F., Sablayrolles, A., and Jegou, H. Training data-
efficient image transformers & distillation through attention. arXiv preprint 
arXiv:2012.12877, 2020. 

20. Dosovitskiy, A., Beyer, L., Kolesnikov, A., Weissenborn, D., Zhai, X., Unterthiner, T., 
Dehghani, M., Minderer, M., Heigold, G., Gelly, S., Uszkoreit, J., and Houlsby, N. An image 
is worth 16x16 words: Transformers for image recognition at scale. In ICLR, 2021. 

21. Martin, Louis & Muller, Benjamin & Ortiz Suarez, Pedro & Dupont, Yoann & Romary, 
Laurent & De la Clergerie, Eric & Seddah, Djamé & Sagot, Benoît. (2019). Camem-BERT: 
a Tasty French Language Model. 

22. Sepp Hochreiter, Jürgen Schmidhuber; Long Short-Term Memory. Neural Comput 1997; 9 
(8): 1735–1780. doi: https://doi.org/10.1162/neco.1997.9.8.1735 

23. Vaswani, Ashish & Shazeer, Noam & Parmar, Niki & Uszkoreit, Jakob & Jones, Llion & 
Gomez, Aidan & Kaiser, Lukasz & Polosukhin, Illia. (2017). Attention Is All You Need. 



 Multimodal Chaptering for Long-Form TV Newscast Video 11 

24. Yang, Antoine & Nagrani, Arsha & Seo, Paul & Miech, Antoine & Pont-Tuset, Jordi & 
Laptev, Ivan & Sivic, Josef & Schmid, Cordelia. (2023). Vid2Seq: Large-Scale Pretraining 
of a Visual Language Model for Dense Video Captioning. 10.48550/arXiv.2302.14115. 

25. Ioffe, Sergey & Szegedy, Christian. (2015). Batch Normalization: Accelerating Deep Net-
work Training by Reducing Internal Covariate Shift. 

26. Fukushima, K. (1975). Cognitron: A self-organizing multilayered neural network. Biologi-
cal Cybernetics, 20(3), 121-136 

27. Hendrycks, Dan and Kevin Gimpel. “Gaussian Error Linear Units (GELUs).” arXiv: Learn-
ing (2016): n. pag. 

28. Srivastava, Nitish & Hinton, Geoffrey & Krizhevsky, Alex & Sutskever, Ilya & Salakhutdi-
nov, Ruslan. (2014). Dropout: A Simple Way to Prevent Neural Networks from Overfitting. 
Journal of Machine Learning Research. 15. 1929-1958. 

29. Kingma, Diederik & Ba, Jimmy. (2014). Adam: A Method for Stochastic Optimization. In-
ternational Conference on Learning Representations. 

30. Miech, Antoine & Zhukov, Dimitri & Alayrac, Jean-Baptiste & Tapaswi, Makarand & Lap-
tev, Ivan & Sivic, Josef. (2019). HowTo100M: Learning a Text-Video Embedding by 
Watching Hundred Million Narrated Video Clips. 

31. Huang, Gabriel & Pang, Bo & Zhu, Zhenhai & Rivera, Clara & Soricut, Radu. (2020). Mul-
timodal Pretraining for Dense Video Captioning. 


