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Introduction

Orientation theory and Riemann-Roch formulas after Grothendieck. Starting from an aston-
ishing six pages paper by Quillen [Qui69], the intrication between formal group laws and
homotopy theory has emerged and flourished for more than fifty years. The picture of chro-
matic homotopy theory has arisen from Ravenel’s conjectures and yielded deep insight in
stable homotopy groups of spheres. In particular, the stable homotopy category can not only
be divided into the rational and p-local parts, but each p-local components can be subse-
quently divided into vn-local parts reflecting Lazard’s classification of p-local formal group
laws by height (see [BB20] for a historical account). This colorful filtration is at the heart
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2 FRÉDÉRIC DÉGLISE AND JEAN FASEL

of many developments in stable homotopy theory since then. The main players here are the
spectrum of complex cobordism and its subsequent cohort of complex oriented ring spectra.

Motivic homotopy theory is driven by its analogy with its topological realization. In par-
ticular, complex orientation has a well-known motivic analogue, the theory of GL-orientation.
In the latter, the theory of formal group laws (aka FGL) has been successfully developed, and
algebraic cobordism MGL is known to possess the universal formal group law by works of
Morel and Levine.1 However, from the chromatic point of view, GL-oriented theories missed
an important part of motivic stable homotopy: the quadratic part (or more accurately the
symmetric bilinear part). This part is visible in the computation of the 0-th stable homotopy
groups of spheres, whose sections over a field k are given by the Grothendieck-Witt group of
k. From the GL-oriented point of view, only the rank of the corresponding class of quadratic
forms is visible. Another indication is that rational motivic ring spectra are not GL-oriented
in general — whereas rational (topological) ring spectra are complex oriented. However, they
are both oriented with respect to the algebraic group SL and Sp, in the sense of Panin and
Walter.

Whereas SL-orientations are very close to GL-orientations from the point of view of Thom
classes, it is only with Sp-orientations that one can develop a satisfactory theory of charac-
teristic (Borel) classes, analogous to the GL-oriented case (Chern classes). The price to pay
is to restrict one’s attention to symplectic vector bundles (i.e. vector bundles equipped with
a symplectic form, or equivalently an Sp-torsor). Once this restriction is accepted, one can,
following Panin and Walter, transport all concepts of classical orientations theory: starting
from Thom classes, one derives Euler classes, proves the symplectic projective bundle theo-
rem, gets higher Borel classes following the method of Grothendieck, and derives all their
properties thanks to a symplectic splitting principle.2

In [DF21, DFJK21], we started the study of the analog of FGL for Sp-orientations, the
theory of Formal Ternary Laws, aka FTL. Recall that the FGL associated to an oriented ring
spectrum is the power series given by expressing the first Chern class of a tensor product
of two line bundles in terms of the respective first Chern classes of the line bundles. In the
symplectic case, the analog of line bundles are rank 2 symplectic bundles. However, the tensor
product of two symplectic bundles is not symplectic but orthogonal. According to an original
idea of Walter, one has to consider the tensor product of three copies of the tautological
symplectic bundles over the threefold product BSp×3 of the classifying space BSp, which
gives a rank 8 vector bundle having four non trivial 4 Borel classes. In particular, FTL are
given by power series in 3 variables, with 4 components — an algebraic structure that we
called a (4, 3)-series in [CDFH21].

This gives the theory of formal ternary laws a more intricate aspect compared to its parent,
the formal group laws. Nonetheless, we were able to develop substantially this theory in the
aforementioned papers. We described a good analog of the additive (resp. multiplicative) FGL
in the symplectic case, and proved that it arises from the Chow-Witt groups or more generally
the Milnor-Witt motivic cohomology (resp. the higher Grothendieck-Witt groups).3 As for
formal groups, the existence of a universal FTL and its universal ring of coefficients, called

1Over fields of characteristic 0: see [LM07] and [Lev09].
2For all this, the reader may consult the original paper of Panin and Walter [PW18a], and for more precise

references, the current text: Thom classes: Definition 1.2.3 and Theorem 3.2.4, Euler classes: 3.2.7, symplectic
projective bundle theorem 3.2.9, Borel classes: 3.4.1, symplectic splitting: 3.4.2.

3See Examples 3.1.4 and 3.5.5 for a reminder.
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the Walter ring, can be easily established. We have set up computational tools to understand
the latter in [DFJK21], and derived an explicit description of certain sub-quotients (see loc.
cit., A.3 and A.4).

Generalized orientations and GRR formulas. In this paper, we are interested by another clas-
sical aspect of orientation theory, the Grothendieck-Riemann-Roch formulas. Fundamentally,
these formulas describe the effect of a change of orientation on a fixed ring spectrum. There
exists Todd classes which precisely describe how to go from the characteristic classes of one
orientation to the other. Moreover, this Todd class can be computed explicitly via the iso-
morphism between the two FGLs associated with each orientations. In the present article,
we extend these results to generalized orientations in the sense of Panin and Walter, and
specialize these theoretical results to the case of symplectic orientations and their associated
FTLs.

To explain the context of our generalized Riemann-Roch formulas, let us first recall that
the idea behind Panin and Walter’s orientation theory is that certain cohomology theories
possess Thom classes only for vector bundles with additional data, such as a symplectic form
or more generally G∗-torsors for a graded algebraic sub-group G∗ of the general linear group
GL∗ (see Definition 1.2.3 for a reminder). To formulate our Grothendieck-Riemann-Roch
formulas, we need to extend these Thom classes to virtual G-torsors (see Proposition 1.2.6).
This leads us to introduce a new, more general, definition of orientations. With that in mind,
we introduce the notion of stable structures on vector bundles over a scheme X. Recall that
Deligne has defined the category K(X) of virtual vector bundles over X, which is a Picard
groupoid whose isomorphism classes are given by the K-theory group K0(X). In this context,
a stable structure on vector bundles is a collection of maps (or a so-called pseudo-functor)

σ : Kσ(X) → K(X)

for various schemes X with suitable properties: compatibility with pullbacks and with the
monoidal structure (see Definition 1.4.2 for more precision). One example is given by the
functor σG : KG(X) → K(X) from virtual G-torsors to virtual vector bundles that “forgets”
the G-structure. Let us roughly state our main definition:

Definition 1. (See Definition 1.4.5) A σ-orientation on the ring spectrum E is the data of
Thom classes th(ṽ) ∈ E2r,r(Th(v)) associated to any object ṽ ∈ Kσ(X), where v = σ(ṽ) is
a virtual vector bundle of rank r and (motivic) Thom space Th(v). These Thom classes are
required to be compatible with isomorphisms, pullbacks and the monoidal structure on Kσ(X).

As in the classical case, the properties listed in the preceding definition imply that t(ṽ)
is a basis of the E∗∗(X)-module E∗∗(Th(v)) (as expected). The reader will be relieved to
know that σG-orientations are in bijection with G-orientations in the sense of Panin and
Walter (Proposition 1.4.7). One easily deduces from the above definition a new family of
characteristic (or fundamental) classes.

Proposition 2. (See Definition 2.1.3) Let E be a σ-oriented ring spectrum, and let f : X → S
be a smoothable lci morphism. A σ-orientation of f is a class τ̃f ∈ Kσ(X) such that σ(τ̃f ) is
isomorphic to the image τf of the cotangent complex Lf of f in K(X). One associates to the
pair (f, τ̃f ) a canonical fundamental class with coefficients in E:

η̃Ef ∈ E2d,d(X/S)
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where En,i(X/S) = HomSH(S)(1S(i)[n], f
!
1S) is the bivariant theory associated with E (see

Section 1.1 for more information).

These σ-oriented fundamental classes satisfy the usual formalism of their parent the motivic
fundamental classes: compatibility with composition, transverse pullback formula, excess of
intersection (see [DJK21]). They also fulfill the formalism of Fulton and MacPherson [FM81].
Note in particular that they induce various Gysin morphisms. For example, if f is in addition
proper, one gets a pushforward in cohomology:

fE! : En,i(X) → En+2d,i+d(S), a 7→ f!(a.η̃
E
f )

where one uses the action of cohomology and the axiomatic pushforward on bivariant theory
(see also e.g. [Dég18a, Def. 3.3.2]). Additionally, they satisfy our sought-for Grothendieck-
Riemann-Roch formula, in the style of [FM81, 1.4].

Theorem 3. (Proposition 2.2.2 and Theorem 2.2.4) Let ψ : E → F be a morphism of ring
spectra. Assume further that E and F admit σ-orientations. Then there exists a unique Todd
class

tdψ : K
σ
0 (X) → F00(X)×

which is a morphism of abelian groups natural in X such that the following relation holds
t(ṽ,F) = tdψ(ṽ) · ψ∗(t(ṽ,E)).

Moreover, for any σ-oriented morphism (f : X → S, τ̃f ), one gets the following Grothendieck-
Riemann-Roch formula:

ψ∗(η̃
E
f ) = tdψ(τ̃f ) · η̃Ff .

As underlined by Fulton and MacPherson, one deduces from the above formula the usual
formulations of Grothendieck-Riemann-Roch formulas, involving Gysin morphisms. Namely,
when f is in addition proper, the formula reads

ψ(fE! (a)) = fF! (tdψ(τ̃f ).ψ(a)).

One also deduces analogous formulas in homology and, without the properness assumptions,
formulas in cohomology with compact support or bivariant theories. The reader can find
details in the statement of Theorem 2.2.4. The problem with this abstract formula is to
be able to compute the relevant Todd class. This is one of the motivations to restrict our
attention to the symplectic case.

Symplectic orientations and formal ternary laws. Symplectic orientations are very close to
GL-orientations. Firstly, there is an appropriate variant of the projective bundle theorem, for
the so-called symplectic projective spaces HPnS (built out of the classifying spaces BSp2n, see
3.2.1). This allowed Panin and Walter to characterize Sp-orientations of a ring spectrum E as

the datum of a class b ∈ Ẽ4,2(HP∞
S ) in reduced cohomology which restricts to the tautological

class on HP1
S ≃ 1(2)[4] (see Theorem 3.2.4 for a reminder).

Our first task is to relate the theory of Thom classes associated to symplectic orienta-
tions with the theory of virtual Thom classes mentioned previously. For this, we show that
these Thom classes not only extend to virtual classes of symplectic bundles, but also fac-
tors modulo the so-called metabolic relation. More precisely, we introduce a stable structure
fSp : KSp(X) → K(X) whose source is the associated homotopy groupoid of the ∞-category
KSp(X) and we show that Sp-orientations on a ring spectrum E are in bijection with fSp-
orientations in the sense explained above (see Proposition 3.3.5).
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Our second task is to improve the properties of symplectic Thom classes by establishing
the following formula:

Theorem 4. (see Theorem 3.4.5 and its corollary) Let E be an Sp-oriented ring spectrum
with Thom classes t. Then for any symplectic vector bundle (U , ψ) over a scheme X, any
unit λ ∈ OX(X)× with associated class ⟨λ⟩ ∈ [1X ,Σ

∞Gm]SH(X), the following relations hold:

t(U , λ.ψ) = ⟨u⟩.t(U , ψ),
bi(U , λ.ψ) = ⟨λi⟩.bi(U , ψ), i ≥ 0.

The proof of this formula is surprisingly involved. It was known before only for SL-oriented
theories (see [DF21, Prop. 2.2.8]). It is nevertheless central for the theory of FTL, as it implies
the so-called ϵ-linearity axiom of the FTL associated to a symplectically oriented spectrum
E (see Definition 3.1.2 and 3.5.1). Such FTL are called representable.

Once all these preliminaries are settled, the link between FTL and Sp-orientations takes the
same form as for GL-orientations: given an Sp-oriented ring spectrum with associated FTL Ft,
choosing another FTL amounts to choose a strict automorphism of Ft (see Proposition 3.5.7).
This result contains the key to compute Todd classes as we will see later in this introduction.
One also deduces the following result, that confirms the analogy between FTL and FGL.

Theorem 5. (see Theorem 3.5.9) Any representable rational formal ternary law Ft admits
a logarithm, i.e. a strict isomorphism logFt with the additive FTL. Moreover, logFt is unique
among such strict isomorphisms.

We expect that the representability assumption is unnecessary. In fact, we believe that
much more properties of FTL could be developed in analogy with FGL. This includes a
general chromatic study of motivic homotopy theory. On the other hand, the properties of
the Walter ring classifying FTL seems richer than its analog the Lazard ring, due to the
presence of torsion phenomena.

The quadratic Riemann-Roch formula. Our main application is a quadratic enrichment of the
usual Grothendieck-Riemman-Roch formula. In the former, the Borel character defined in
[DF21] plays the role of the Chern character.

Recall that, for a field of characteristic different from 2,4 and any smooth k-scheme, the
(total) Borel character is an isomorphism of ring spectra over k

bot : KOQ →
⊕
i∈Z

(
HMWQ(4i)[8i]⊕HMQ(4i+ 2)[8i+ 4]

)
whereKOQ,HMWQ,HMQ are respectively the ring spectra representing higher-Grothendieck-
Witt groups (aka Hermitian K-theory), Milnor-Witt motivic cohomology and motivic coho-
mology over k, all with rational coefficients. Plainly, the general quadratic Grothendieck-
Riemann-Roch theorem(s) are the formulas that one obtains by applying Theorem 3 to this
morphism of ring spectra, each equipped with their canonical symplectic orientation. The
interesting point is that this particular case is amenable to calculations. Our first result is a
computation of the associated Todd class for a smooth k-scheme X

t̃d := tdbot : KSp0(X) → CH 4∗(X)⊕ C̃H4∗+2(X)

using the symplectic splitting principle (see Propositions 4.2.1, 4.2.3).

4this assumption can probably be removed using [CHN24]
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We specialize the general quadratic GRR-formulas attached to bot to the Hirzebruch-
Riemann-Roch case. To describe it, we need a little more notation. Let X be a smooth proper
k-scheme of even dimension d = 2n, which is symplectically oriented by a class τ̃X ∈ KSp0(X),
as in Proposition 2. Note that this induces an isomorphism f : ωX ≃ OX where ωX = det(ΩX)
is the canonical bundle of X/k.

We first note that, given the (8, 4)-periodicity of the ring spectra GW, the Borel character
induces in particular isomorphisms

bo0,0t : KO0(X)Q → C̃H4∗(X)Q ⊕ CH4∗+2(X)Q

bo4,2t : KSp0(X)Q → C̃H4∗+2(X)Q ⊕ CH4∗(X)Q

where the first KO0 and KSp0 are respectively the orthogonal and symplectic K-theory. One
will retain that bot is defined on stable metabolic classes of symmetric and symplectic vector
bundles.

We next consider (V, φ) either a symmetric bundle if d = 0 (mod 4) or a symplectic bundle
if d = 2 (mod 4). The orientation f of X/k allows us to define a quadratic Euler characteristic
(Definition 4.3.4) as the element in GW(k):

χ̃(X, f ;V, φ) = [Hn(X,V ), φn] + (−1)⌊d/2⌋
n−1∑
i=0

(−1)idimk H
i(X,V ) · h

where h is the class of the hyperbolic form, and we have considered the composite isomor-
phism:

φn : Hn(X,V )
∼−→ Hn(X, (V )∨ ⊗ ωX/k)

∼−→ Hn(X,V )∗

where the first map is induced by f and the second one by Serre duality.

Theorem 6 (quadratic HRR formula). (Theorem 4.3.5) Consider the above notation. Then
the following formula holds in GW(k):

χ̃(X, f ;V, φ) = ˜degτ̃f
(
t̃d(τ̃X) · bot(V, φ)

)
where ˜degτ̃f : C̃Hd(X)

τ̃X≃ C̃H0(X,ωX)
p∗−→ GW(k) is the quadratic degree map associated with

the orientation f of X/k.

We compute explicitly the above formula in the case of K3-surfaces (see Example 4.3.6).

0.0.1. Plan of the article. This work can be roughly divided into two parts. In the first
one, comprising Sections 1 and 2, we establish a framework of generalized orientations (or
Thom classes attached to vector bundles with additional structures) that allows one to define
fundamental classes, Todd classes and prove several Riemann-Roch formulas. In the second
part, comprising Sections 3 and 4, we specialize the above discussion to the case of symplectic
orientations, whose specificity is to be tied with the algebraic notion of formal ternary laws.
The reader which is only interested in the symplectic case, can start reading sections 3 and 4
independently.

In more details, Section 1 is mainly concerned with a theory that extends Panin-Walter’s
orientation theory. The main objective is to define a good notion of virtual Thom classes,
which are associated with “virtual vector bundles with additional structures”, which are
rigorously axiomatized in Definition 1.4.2. We also remind in Section 1.1 some material
about bivariant theories in A1-homotopy. Section 2.1 is then devoted to the application of
the general theory of virtual Thom classes to define fundamental classes in the sense of Fulton
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and MacPherson, associated with the bivariant theories discussed in Section 1.1. Section 2.2
finally presents the various Riemann-Roch formula that one can obtain out of an arbitrary
morphism of ring spectra which are suitably oriented.

Section 3 is more involved. Let us first describe the sections that can be read independently
of sections 1 and 2. We first recall in 3.1 the algebraic theory of formal ternary laws, and
in 3.2 Panin-Walter’s notion of symplectic orientations on a ring spectrum. Section 3.4 is
devoted to prove Theorem 3.4.5 (stated above as Theorem 4), which is crucial to prove
that each Sp-oriented ring spectrum has a canonically associated FTL. This association is
studied in detail in 3.5. We derive some interesting facts about FTL such as Theorem 3.5.9
(stated as Theorem 5 above). Section 3 is connected with the two previous one by 3.3,
where we show that Panin-Walter’s Thom classes can be extended as Thom classes of virtual
metabolic symplectic bundles. The final section 3.6 explains how to compute Todd classes in
the symplectic case (by perfect analogy with the GL-orientation case).

The final section is devoted to computations, determining respectively the Todd classes
associated with Adams operations (1.1) and with the Borel character (1.2). We conclude by
a proof of the quadratic HRR-formula stated as Theorem 6 above.

Notations

We will fix throughout the paper a base scheme Σ (eg: Spec(Z), Spec(Z[1/2]), Spec(k) for a
field k). All schemes are assumed to be quasi-compact and quasi-separated (qcqs) Σ-schemes;
we denote by S chΣ the category whose objects are such schemes.

Given a scheme X, we let V(X) be the category of vector bundles over X, that we view as
Zariski (or Nisnevich) locally trivial GL∗-torsors.

We let Zϵ = GW(Z) be the Grothendieck-Witt ring of Z: in other words, Zϵ = Z[ϵ]/(ϵ2−1),
ϵ corresponding to the opposite of the non-degenerate symmetric bilinear form (x, y) 7→ −xy
(see eg. [Dég23, Rem. 2.1.7]).

We use the terminology “ring spectrum” over a scheme S for a commutative monoid object
of the (homotopy category) SH(S) - we will not need E∞-structures. Without further pre-
cision, a (ring) spectrum is defined over the fixed base scheme Σ. Given a scheme S, we let
[−,−]S denote the bifunctor of morphisms in SH(S), and usually do not mention the indexing
S when it is clear from the context.

Given a vector bundle V over a scheme X, we let Th(V ) = Σ∞(V/V −X) be the Thom
space associated with V in the stable homotopy category SH(X). Recall that this construction
extends canonically to virtual vector bundles v over X, giving an object Th(v) in SH(X), such
that Th(v+w) = Th(v)⊗Th(w) (see [Rio10, 4.1]). The rank of a virtual bundle over a scheme
X is considered as a Z-valued Zariski locally constant function on X; we denote by Z(X) the
abelian groups of such functions. Similarly, given r ∈ Z(X), we let ⟨r⟩ be the constant virtual
bundle with rank r(x) on the connected component corresponding to a generic point x of X.

For an lci morphism f : X → S, we will denote by τf the virtual vector bundle on X
associated with its cotangent complex Lf .

Acknowledgments. The authors thank Adeel Khan and Fangzhou Jin for first exchanges that
initially shaped this work. They are also grateful towards Adrien Dubouloz and Michel Brion
for several insightful conversations, and especially around the proof of Theorem 3.4.5. The
second author also wishes to thank Marc Levine for useful discussions about K3-surfaces. The
authors were supported by the ANG project HQDIAG, grant number ANR-21-CE40-0015.



8 FRÉDÉRIC DÉGLISE AND JEAN FASEL

1. Orientation theory and fundamental classes

1.1. Recollections on bivariant theories.

1.1.1. In this section, we recall the bivariant formalism that automatically comes out of the
six functors formalism for ring spectra, as explained in [Dég18a].5

Let E be a spectrum (resp. ring spectrum) over Σ. For any (Σ-)scheme S with structural
map p : S → Σ, we put ES = p∗E (resp. equipped with its ring structure) — this produces an
absolute (resp. ring) spectrum over S chΣ in the sense of [Dég18a, Def. 1.1.1] (for T = SH).

Recall from [LZ17] and [Kha21, Th. 2.34] that the existence of the exceptional functors
(f!, f

!) on the motivic category SH has been extended to all finite type morphisms, instead
of separated morphisms of finite type as in [CD19]. Therefore, one can slightly extend the
definitions of [Dég18a, Sec. 1.2].6

Definition 1.1.2. Let E be a spectrum over Σ. We define the bivariant theory with coeffi-
cients in E as follows. Let f : X → S be a morphism of finite type and (n,m) be a couple of
integers, or more generally of Zariski locally constant functions X → Z. The bivariant group
of X/S in degree (n,m) and coefficients in E is:

En,m(X/S) = [1X(m)[n], f !ES ].

The natural cohomology associated with this bivariant theory is for any scheme X:

(1.1.2.a) En,m(X) = E−n,−m(X/X) = [1X ,EX(m)[n]].

Remark 1.1.3. Twisting conventions. There are three possible, and useful, choices of indexes
for a bivariant (and therefore also for cohomology/homology theories) associated with (ring)
spectra. Apart from the above choice, one can also introduce:

(1) (See [DJK21, §1]) For any integer n ∈ Z and any virtual vector bundle v over X,

En(X/S, v) = [Th(v)[n], f !ES ].

(2) For an integer n ∈ Z and a graded line bundle (L, r) over X,

En(X/S,L, r) = [Th(L)(r − 1)[n+ 2r − 2], f !ES ].

The indexing (1) is the most general one, and covers all the other cases according to the
following rules:

En,m(X/S) = En−2m(X/S, ⟨m⟩),
En(X/S,L, r) = En(X/S, [L]⊕ ⟨r − 1⟩),

where [L] (resp. ⟨n⟩) denotes the virtual vector bundles associated with L (resp. An).
When dealing with SL-oriented theories, convention (2) is the natural one (see [DFJK21,
§7]). When dealing with (GL or Sp)-oriented ring spectra, convention (1.1.2.a) is the most
relevant, because of Thom isomorphisms.

When following the indexing convention (1), note that the associated cohomology theory
is of the form

En(X, v) = E−n(X/X,−v) ≃ [1X ,EX ⊗ Th(v)[n]].

5Recall that bivariant theories were introduced by Fulton and MacPherson in [FM81]. We refer the inter-
ested reader to the introduction of [Dég18a] for more historical remarks.

6Unlike in [Dég18a, Def. 1.2.2], we will not call this the Borel-Moore homology of X/S with coefficients in
E. This terminology appears a bit unfortunate as f !(ES) is not a dualizing object of SH(X) in general.
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Thanks to the motivic six functors formalism, bivariant theories enjoy a rich structure that
we will briefly survey for completeness. We start by the functorial properties.7

Proposition 1.1.4. Consider the assumptions of the previous definition.

(1) Base change map. For any cartesian square

Y
f ′ //

�� ∆

X

��
T

f
// S,

any virtual vector bundle v over X and any integer n ∈ Z there exists a morphism
∆∗ : En(X/S, v) → En(Y/T, (f ′)∗v), functorial with respect to horizontal composition
of cartesian squares. We sometimes write abusively: f∗ = ∆∗.

(2) Proper covariance. For any proper morphism p : Y → X of S-schemes, any vir-
tual vector bundle v on X and any integer n ∈ Z there exists a morphism p∗ :
En(Y/S, p∗v) → En(X/S, v), corresponding to a covariant functor on the category
of S-schemes (with proper morphisms as morphisms).

(3) Étale contravariance. For any étale morphism f : Y → X of S-schemes, any vir-
tual vector bundle v on X and any integer n ∈ Z there exists a morphism f∗ :
En(X/S, v) → En(Y/S, f∗v), corresponding to a contravariant functor on the cate-
gory of S-schemes and étale morphisms.

These structural maps satisfy the following properties:

(4) Homotopy invariance. For any vector bundle p : E → S, any S-scheme X and any
virtual vector bundle v over X the base change map p∗ : En(X/S, v) → En(X ×S

E/E, (p′)∗v) is an isomorphism.

(5) Étale invariance. For any étale morphism f : T → S, there exists an isomorphism
f ♯ : En(X/S, v) → En(X/T, v) which is natural with respect to base change maps,
proper covariance and étale contravariance.

(6) Base change formulas. Base change maps are compatible with proper covariance and
étale covariance. Moreover, for any cartesian square of S-schemes

W
g //

q ��
Y
p��

V
f
// X

such that p is proper and f is étale, one has: f∗p∗ = q∗g
∗.

(7) Localization. For any closed immersion i : Z → X of S-schemes, with complementary
open immersion j : U → X, and any virtual vector bundle v on X there exists a long
exact sequence of the form:

En(Z/S, i∗v)
i∗−→ En(X/S, v)

j∗−→ En(U/S, j∗v)
∂−→ En−1(Z/S, i

∗v)

which is natural with respect to base change, proper covariance and étale contravari-
ance.

7We state these properties taking care about possible twists even though we will be mainly interested in
trivial twists when dealing with G-oriented spectra.
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(8) Nisnevich descent. For any Nisnevich distinguished square8 of S-schemes

W
l //

q ��
V
p��

U
j
// X

and any virtual vector bundle v on X there exists a long exact sequence:

En(X/S, v)
j∗+p∗−−−−→ En(U/S, j∗v)⊕ En(V/S, p∗v)

q∗−l∗−−−→ En(W/S, q∗j∗v) → En−1(X/S, v),

functorial with respect to base change maps, proper covariance and étale contravari-
ance.

(9) cdh-descent. For any cdh-distinguished square9 of S-schemes

T
q ��

k // Y
p��

Z
i
// X

and any virtual vector bundle v on X there exists a long exact sequence

En(T/S, q∗i∗v)
q∗+k∗−−−−→ En(Z/S, i∗v)⊕ En(Y/S, p∗v)

i∗−p∗−−−→ En(X/S, v) → En−1(T/S, q
∗i∗v)

which is again functorial with respect to base change maps, proper covariance and
étale contravariance.

These properties follow from the Grothendieck six functors formalism, as stated in [CD19,
Introduction]. This is a good exercise for the interested reader (see [Dég18a] after Prop. 1.2.4
for hints).

Remark 1.1.5. As can be guessed from the localization exact sequence, the bivariant theory
can be thought of as an extension of cohomology with support. Indeed, when considering a
closed immersion i : Z → X and a virtual vector bundle v on X, if we view Z as an X-scheme
(of finite type!), then one has:

EnZ(X, v) = E−n(Z/X,−i∗v),
where one can define the left hand-side, cohomology of X with support in Z, as:

EnZ(X, v) = [Σ∞X/(X − Z),EX ⊗ Th(v)[n]].

So bivariant theory of closed immersions is really cohomology with support (see also [Dég18a,
Rem. 1.2.5]). This can shed light on the bivariant formalism.

1.1.6. Theories with proper support. It is possible to introduce two variants of the bivariant
theory for a (ring) spectrum E over S chΣ, a morphism f : X → S of finite type, integers
(n,m) ∈ Z2 and a virtual vector bundle v over X ([DJK21, Def. 2.2.1]):

• Bivariant theory with proper support:

Ecn,m(X/S) = [1S(m)[n], f!(f
!ES)]

Ecn(X/S, v) = [1S [n], f!(f
!ES ⊗ Th(−v))]

8i.e. the square is cartesian, p étale, j open immersion, and p induces an isomorphism (V − W )red →
(X − U)red

9i.e. the square is cartesian, p proper, i closed immersion, and p is an isomorphism over (X − Z)
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• Cohomology with proper support:

En,mc (X/S) = [1S , f!(EX)(m)[n]]

Ecn(X/S, v) = [1S , f!(EX ⊗ Th(v))[n]].

Using again the six functors formalism, one deduces that they satisfy properties similar to
that of (plain) bivariant theory: bivariant theory (resp. cohomology) with proper support is
covariant (resp. contravariant) in X with respect to any morphism (resp. proper morphisms),
contravariant (resp. covariant) in X with respect to étale morphisms. The base change map
(point (1)) exists for any cartesian square in cohomology with proper support, but only when
f is smooth for bivariant homology with proper support.

The properties (4) to (9) hold true for these two theories, with the following changes:

• for (5), one needs to assume that f is étale and finite;
• for (7) and cohomology with proper support, one needs to consider j∗ and i∗ instead
of i∗ and j∗;

• for (9) and cohomology with proper support, the exact sequence must be formulated
in terms of pullbacks.

We next explain product structures on (plain) bivariant theories coming from ring spectra.
We state the definition and properties for bivariant theories under the convention (1.1.2.a).
The reader may consult [DJK21, §2.2.7 (4)] for the most general indexing convention.

Proposition 1.1.7. Let E be a ring spectrum over Σ and consider the assumptions of the
previous definition.

For any composable morphisms of finite type Y
g−→ X

f−→ S, there exists a product of the
form

En,m(Y/X)⊗ Es,t(X/S) → En+s,m+t(Y/S), (y, x) 7→ y.x

which satisfies the following properties:

(1) Associativity.– Consider four morphisms of finite type Z/Y/X/S, and a triple (z, y, x) ∈
E∗∗(Z/Y )× E∗∗(Y/X)× E∗∗(X/S), we have:

(z.y).x = z.(y.x).

(2) Compatibility with pullbacks.– Consider morphisms of finite type Y/X/S and any
morphism f : S′ → S. We let g : X ′ → X be the pullback of f along X/S. Then for
any pair (y, x) ∈ E∗∗(Y/X)× E∗∗(X/S), the following formula holds:

f∗(y.x) = g∗(y).f∗(x).

(3) (First) projection formula.– Consider morphisms Z
f−→ Y → X → S of finite type

such that f is proper. Then for any pair (z, y) ∈ E∗∗(Z/Y )× E∗∗(Y/X), one has:

f∗(z.y) = f∗(z).y.

(4) (Second) projection formula.– Given a cartesian square in the category of S-schemes
of finite type:

Y ′ g //

�� ∆

Y

��
X ′

f
// X,
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such that f is proper, for any pair (y, x′) ∈ E∗∗(Y/X)× E∗∗(X
′/S), one has:

g∗(∆
∗(y).x′) = y.f∗(x

′).

For the construction of the product, we start with maps

y : 1Y (m)[n] → g!(EX), x : 1X(t)[s] → f !(ES)

and then define y.x as the following composite:

1Y (m+ t)[n+ s]
y(t)[s]−−−−→ g!(EX)(t)[s] ≃ g!(EX ⊗ 1X(t)[s])

g!(Id⊗x)−−−−−→ g!
(
EX ⊗ f !(ES)

)
= g!

(
f∗(ES)⊗ f !(ES)

)
Ex!∗⊗−−−→ g!

(
f !(ES ⊗ ES)

)
≃ (fg)!(ES ⊗ ES)

(fg)!(µ)−−−−−→ (fg)!(ES).

Here, the isomorphism on the first line holds as Tate twists are invertible. Second, the map
labeled Ex!∗⊗ stand for the map obtained by adjunction from canonical map:

f!
(
f∗(ES)⊗ f !(ES)

) ∼−→ ES ⊗ f !f !(ES)
ad(f!,f

!)−−−−−→ ES ⊗ ES

where the first map is the projection formula isomorphism and the second one is the unit map
of the indicated adjunction. Finally, µ is the product map of the ring spectrum E.

The stated properties now follows from the six functors formalism, again left as an exercise
to the reader (hints can be found in the proof of [Dég18b, Prop. 1.2.10]).

Remark 1.1.8. (1) The above product corresponds to the usual cup-product on cohomology,
via formula (1.1.2.a). More generally, it also induces the cup-product on cohomology with
support (recall Remark 1.1.5). Given a scheme X and closed subschemes Z and T of X,
one can indeed recover the usual cup product as follows:

En,mT (X)⊗ Es,tZ (X) = E−n,−m(T/X)⊗ E−s,−t(Z/X) → E−n,−m(T/X)⊗ E−s,−t(Z ×X T/T )

→ E−n−s,−m−t(Z ×X T/X) = En+s,m+t
Z×XT (X)

(τ, ζ) 7→ τ.∆∗(ζ) =: τ ∪ ζ

where ∆ stands for the obvious cartesian square.
It is the opportunity to recall that cup-products in A1-homotopy are not merely graded

commutative, because of the double indexing. Rather, using the above notation, one gets:

τ ∪ ζ = (−1)(n−m)(s−t)ϵmt.ζ ∪ τ.

This follows from the fact the permutation on the sphere S1 is (−1) and that on the
sphere Gm = 1(1)[1] is ϵ (see e.g. [Mor04, Lem. 6.1.1]).

(2) Note also that given X/S, one gets as a particular case both a left and right action of
cohomology on bivariant theory:

Es,t(X)⊗ En,m(X/S) → En−s,m−t(X/S),

En,m(X/S)⊗ Es,t(S) → En−s,m−t(X/S).
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1.1.9. Fundamental classes. Let f : X → S be a smoothable lci morphism, with virtual
tangent bundle τf . According to [DJK21, Th. 3.3.2, Def. 4.1.3], one associates to f its
fundamental class:

ηEf ∈ E0,0(X/S, τf ).

By definition, this is the map: Th(τf ) → f !(ES) in SH(X). Working with E-modules, one
obtains by adjunction an E-linear morphism:

(1.1.9.a) ηEf : EX ⊗ Th(τf ) → f !(ES).
Note also that this map is simply obtained by evaluating the purity natural transformation
pf of [DJK21, 4.3.1] at E. In particular, if f is smooth, ηEf is an isomorphism ([DJK21, Rem.

4.3.8]). Recall more generally the following definition ([DJK21, Def. 4.3.7]):

Definition 1.1.10. Let f : X → S be a smoothable lci map, and E be a ring spectrum
over X. One says that E is f -pure if the natural transformation ηEf defined above is an
isomorphism.

Remark 1.1.11. A spectrum E over Z is said to be absolutely pure ([DJK21, 4.3.11], [Dég18b,
1.3.2]) if for any smoothable morphism f : X → S between regular schemes, ES is f -pure. It is
known that the K-theory spectrum, the rational motivic Eilenberg MacLane spectrum ([CD19,
14.4.1]), the rational sphere spectrum ([DFJK21]), and the rational cobordism spectrum are
absolute pure. It is conjectured that the sphere spectrum, and therefore, the algebraic cobor-
dism spectrum, is absolutely pure.

1.2. Orientations and associated virtual Thom classes. In this section, we will make
use of the following terminology.

Definition 1.2.1. Given a positive integer d, a linear algebraic group of degree d is a Z-graded
linear algebraic group G∗ with a homogeneous embeding G∗ → GL∗ of degree d. To simplify
notation, we simply write G for G∗.

1.2.2. Let us recall the theory of orientations in motivic homotopy theory after Panin and
Walter, following the point of view of [DF21, §2].

Let G be a linear algebraic group of degree d.10 We will consider the category TorsG(X)
of Nisnevich G-torsors over a scheme X.11 In the classical cases, this can be viewed as the
category of vector bundles over X with some additional data. In any case, there is a canonical
functor

o : TorsG(X) → TorsGL(X) = V(X).

The rank r of a G-torsor V is the rank of the associated vector bundle, seen as a Zariski
locally constant function r : X → N. We assume there exists a G-torsor 1GX (called the unit

G-torsor) such that o(1GX) = AdX .
For convenience, let us recall the definition of G-orientation (under the form we use, this

definition is due to Panin and Walter, see [DF21, Def. 2.1.3])

Definition 1.2.3. Let E be a ring spectrum over Σ. A G-orientation t (or absolute ori-
entation) of E is the data for all schemes X and all G-torsors V of rank r of an element
t(V) ∈ E2r,r(Th(o(V))) such that the following properties hold:

10The most relevant cases for us are G∗ = GL∗, SL∗,Sp∗, corresponding to d = 1, 1, 2. Recall from loc. cit.
that one can also consider the case of SLc∗. Besides, the orthogonal and spinor cases O∗ and Spin∗ are also of
interest.

11Recall this category is a groupoid: every morphism must be an isomorphism.
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(1) Isomorphisms compatibility. ϕ∗t(W) = t(V) for an isomorphism ϕ : V ∼−→ W.
(2) Pullbacks compatibility. f∗t(V) = t(f−1V) for a morphism of schemes f : Y → X.
(3) Products compatibility. t(V ⊕W) = t(V) · t(W).
(4) Normalization. t(1GX) = 1EX via the identification E2d,d(Th(AdX)) ≃ E0,0(X), where d

is the degree of G.

One also says that (E, t) is a G-oriented ring spectrum.

Example 1.2.4. Recall the following classical examples:

(1) GL-oriented: HMR (R-linear motivic cohomology), KGL, MGL, any ring spectrum
associated with a mixed Weil theory ([CD12]).

(2) SLc-oriented: HMWR (R-linear MW-motivic cohomology), the ring spectrum HM as-
sociated to any MW-moduleM over a perfect field ([Fel20, Fel21]), more generaly any
ring spectrum which belong to the perverse (δ-)homotopy heart of SH(S) ([BD17]).
These examples include the Chow-Witt groups. Other examples include KO, the ring
spectrum representing higher Grothendieck-Witt groups, and W = KO[η−1] (higher
Balmer-Witt groups).

Recall moreover:

• If E is G-oriented over S, any E-algebra in SH(S) inherits an induced G-orientation.
• We have the following string of implications: GL-oriented ⇒ SLc-oriented ⇒ SL-
oriented ⇒ Sp-oriented.

1.2.5. Recall that a (commutative) Picard groupoid is a symmetric monoidal category C
which is a groupoid and such that all objects are invertible for the tensor product. We will
generically denote by + the tensor product of all the groupoids considered in this paper.

Quillen’s Q-construction is a basic tool to construct Picard groupoids (see [Del87]). Given
a scheme X, we let K(X) be the Picard groupoid of virtual vector bundles over X: this is the
groupoid associated with the category QV(X). Similarly, in the notation of the preceding
definition, we let KG(X) be the groupoid of virtual G-torsors associated with the category
QTorsG(X), where the exact structure on TorsG(X) is induced by the exact structure on V(X)
(i.e. from exactness of sequences of OX -modules). We let 0GX be the 0-object of KG(X). In
particular, we get a canonical functor

(1.2.5.a) oX : KG(X) → K(X)

A morphism of schemes f : Y → X induces a pullback functor f∗ : KG(X) → KG(Y )
compatible with the functors oX and oY (see also 1.4.1 for more discussion). The rank rk(v)
of a virtual G-torsor v is the rank of the associated virtual vector bundle.

Using homotopy invariance, one can easily extend the existence of Thom classes from the
previous definition to virtual objects.

Proposition 1.2.6. Let (E, t) be a G-oriented ring spectrum over Σ. Then for any virtual
G-torsor ṽ of rank r, there exists a unique class t(ṽ) ∈ E2r,r(Th(o(ṽ))) such that:

(1) For a G-torsor V, t([V]) = t(V).
(2) The Thom class of virtual G-torsors satisfies the same properties as for G-torsors:

ϕ∗t(w̃) = t(ṽ), f∗t(ṽ) = t(f∗ṽ), t(ṽ + w̃) = t(ṽ).t(w̃), t(0GX) = 1EX ,

where ϕ : ṽ → w̃ is an isomorphism in the first relation.
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Proof. The proof works as in [Rio10, proof of 4.1.1]. Given an exact sequence of G-torsors:

0 → V ′ → V → V ′′ → 0,

we have to show that one has t(V) = t(V ′).t(V ′′) through the canonical identification Th(o(V)) =
Th(o(V ′))⊗Th(o(V ′′)) produced in loc. cit. As the ∞-category SH satisfies Nisnevich descent,
is it sufficient to check this over local henselian schemes. In other words, one can assume the
G-torsors in the above sequence are trivial, which implies that the sequence is split, the split-
ting being G-equivariant. In this latter case, the desired relation follows from property (3) of
Definition 1.2.3. □

1.2.7. Cohomology of Thom spaces. Let E be a spectrum over Σ. One usually extends the
definition of the cohomology associated with E (Definition 1.1.2) to Thom spaces. Given a
virtual vector bundle v over a scheme X, and (n,m) ∈ Z(X)2, one puts:

En,m(Th(v)) := [Th(v),EX(m)[n]].

More generally, for any virtual vector bundle w on X and any n ∈ Z(X) we set

En(Th(v), w) := [Th(v),EX ⊗ Th(w)[n]] ≃ [Th(v − w),EX [n]],
so that En,m(Th(v)) = En−2m(Th(v), ⟨m⟩) = En−2m(Th(v − ⟨m⟩). Therefore the locally
constant integer m is somewhat redundant, but we keep it for the sake of clarity.

The above abelian group is functorial in v with respect to isomorphisms of virtual vector
bundles, thus producing a functor

Z(X)2 ×K(X) → A b, (n,m, v) 7→ En,m(Th(v)).
If E has a ring structure, one obtains a product:

En,m(Th(v))⊗Z Es,t(Th(w)) → En+s,m+t(Th(v + w)).

In other words, E∗∗(Th(∗)) is a Z(X)2 ×K(X)-graded ring. Note in particular that, fixing v,
E∗∗(Th(v)) is an E∗∗(X)-graded module.

As in classical cases, one deduces from Thom classes the so-called Thom isomorphisms.

Proposition 1.2.8. Let (E, t) be a G-oriented ring spectrum. Then for any virtual G-torsor
ṽ of rank n over a scheme X, the map

E∗∗(X) → E∗+2n,∗+n(Th(ṽ)), λ 7→ λ.t(ṽ)

is an isomorphism. In other words, E∗∗(Th(ṽ)) is a free rank one E∗∗(X)-module with basis
given by the singleton

(
t(ṽ)

)
.

Proof. By the compatibility with product of Thom classes, one reduces to the case where ṽ
is associated to the class of a G-torsor V. The question is Nisnevich local in X, so we can
assume that V is a trivial G-torsor. By compatibility with isomorphisms and products, one
can assume that V = 1

G
X , in which case the result follows from the normalization property. □

1.2.9. Let (E, t) be a G-oriented ring spectrum over Σ. For a scheme X, we can consider
the category EX−mod of EX -modules in the monoidal category SH(X).12 Given a virtual
G-torsor v of rank r, the Thom class is by definition a map (in the homotopy category)

t(ṽ) : Th(o(ṽ)) → EX(r)[2r].

12Beware that this category is only additive, which is sufficient for our needs. See ?? to get a theory with
more structure.
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By adjunction, one gets a morphism in EX−mod:

γt(ṽ) : EX ⊗ Th(o(ṽ)) → EX(r)[2r]

which after forgetting the module structure can be written as the composite

(1.2.9.a) EX ⊗ Th(ṽ)
IdEX ⊗t(ṽ)
−−−−−−−→ EX ⊗ EX(r)[2r]

µX−−→ EX(r)[2r]

where µX is the multiplication map of the ring spectrum EX . In other words, γt(ṽ) is the
multiplication by the class t(ṽ) seen internally. The next result is merely a reformulation of
the preceding proposition.

Corollary 1.2.10. Consider the above notation. Then the map γt(v) is an isomorphism of
EX-modules.

1.2.11. One deduces from the previous corollary Thom isomorphisms for the various theories
associated with a ring spectrum (Definition 1.1.2, 1.1.6). As an example, for a finite type
S-scheme X, locally constant integers (n,m) ∈ Z(X)2 and a virtual G-torsor ṽ of rank r, one
gets Thom isomorphisms:

γt(ṽ) : En,m(X/S, ṽ) ≃ En+2r,m+r(X/S)

γt(ṽ) : En,m(X, ṽ) ≃ En−2r,m−r(X)
(1.2.11.a)

The second case is obviously a particular case of the first one! Both isomorphisms are induced
by multiplication with another form of the Thom class: t(v) ∈ E2r,r(X,−v), which corresponds
to the Thom class of Proposition 1.2.6 via the isomorphism: E2r,r(Th(v)) ≃ E2r,r(X,−v)
(which comes from definitions and the invertibility of the Thom space Th(v)).

1.3. Euler classes. As usual, one can associate to a Thom class an Euler class (e.g. [DF21,
Def. 2.1.7]). We give here a convenient definition for our purposes.

Definition 1.3.1. Consider a G-oriented ring spectrum (E, t) as above.
Given a vector bundle V over a scheme X, a stable G-orientation of V is a pair (V, ω),

where V ∈ KG(X) and ω : V ≃ o(V) in K(X). Given an orientation (V, ω) on V , one defines
the (G-oriented) Euler class of (V,V, ω) as

e(V,V, ω) = p∗(th(V)) ∈ E2r,r(X),

where r = rank(V ) and p is the composite

p : X
s0−→ V → Th(V )

ω−→ Th(o(V))
of the zero section and the quotient map. We say that the stable orientations (V, ω) and
(W, ψ) are isomorphic if there exists an isomorphism f : V → W in KG(X) making the
diagram

V
ω // o(V)

o(f)

��
V

ψ
// o(W)

commutative.

Remark 1.3.2. It is easy to check that the G-oriented Euler class of (V,V, ω) depends only on
the isomorphism class of the G-orientation (V, ω).
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Remark 1.3.3. When E is GL-oriented, the Euler class of a vector bundle V is the top
Chern class of V (see eg. [Dég18b, Rem. 2.4.5]). In Chow-Witt groups (of MW-motivic
cohomology), the Euler class of an SLc-torsor was first considered by Barge and Morel, and
the second author (see [Fas08]).

Remark 1.3.4. Note that the definition of Euler classes (Definition 1.3.1) cannot be extended
to virtual G-torsors ṽ over a scheme X, as there is no map X → Th(ṽ) in general.

1.4. Fibred categories and virtual Thom classes.

1.4.1. There is a more concise way of encoding a G-orientation on a ring spectrum, using
the language of fibred categories. We refer the reader to [Vis05] (see also [Gra66]). By what
is classicaly called the Grothendieck construction, a fibred category ϕ : S → B ([Vis05, Def.
3.5]) can equivalently be described by a (contravariant) pseudo-functor ([Vis05, Prop. 3.13]):

ψ : Bop → C at

where C at is the category of (small) categories, such that for any object S of B, ψ(S) is the
fibre category of ϕ over S: i.e. the full subcategory of S whose objects X satisfy ϕ(X) = S.
Such a pseudo-functor is uniquely associated to the choice of a cleavage, which amounts
for any morphism f : T → S of a pullback functor f∗ : ψ(S) → ψ(T ). Recall that the
word pseudo-functor refers to the fact that one only gets isomorphism (IdS)

∗ ≃ Idψ(S) and
g∗f∗ ≃ (gf)∗, satisfying natural compatibility conditions and uniquely determined by the
cleavage (see [Vis05, Def. 3.10]).

All our fibred categories come with an exclicit choice of cleavage, so that we will consider
them as pseudo-functors. Beware however that a morphism of fibred categories ([Vis05, Def.
3.6]) only corresponds to what is called a pseudonatural transformation (see [Gra66, end of
1.5 and 1.6(c)]). Considering a sub-category C at0 of C at, a fibred category over B in C at0
(or simply B-fibred C at0-category) will be a fibred category whose pseudo-functor has the
form ψ0 : B → C at0. In our main example, C at0 will the be category of Picard groupoids,
but many other cases can appear (additive, triangulated monoidal).

Consider a graded linear algebraic group G as in 1.2.2. Then X 7→ TorsG(X) is a fibred
additive category over S chΣ, whose pullback functor is given by the pullback of G-torsors.
One deduces (from the functoriality of the associated Picard groupoid) that X 7→ KG(X) is
a fibred Picard groupoid over S chΣ. Moreover, the functor (1.2.5.a) induces a morphism of
S chΣ-fibred Picard groupoids:

o : KG → K .

The following definition gives an axiomatization of this situation (it will be useful in the
symplectic and orthogonal cases, see Section 3.2).

Definition 1.4.2. Let d > 0 be an integer. A stable structure of degree d on vector bundles
(over Σ) will be:

• A pseudo-functor Kσ : S chΣ → P from S chΣ to the category of Picard groupoids.
• A natural transformation of pseudo-functors: o : Kσ → K.
• An integer d > 0 and a cartesian section13 1σ of Kσ such that o(1σX) = ⟨d⟩.

As a companion, we slightly extend the first part of Definition 1.3.1. Let v be a virtual vector
bundle v ∈ K(X) (resp. V be a vector bundle over X). A σ-orientation of v (resp. V ) is a
pair (ṽ, ω), where ṽ ∈ Kσ(X) and ω is an isomorphism o(ṽ) ≃ v (resp. o(ṽ) ≃ ⟨V ⟩).

13i.e. a collection of objects 1σX ∈ Kσ(X) indexed by schemes X in S chΣ and stable under pullbacks
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Example 1.4.3. Let G be a linear algebraic group of degree d. The fibered Picard groupoid
KG and the functor o defines a stable structure σG on vector bundles, as explained in 1.2.2,
which we call the G-stable structure. The main cases for us are G = SL (d = 1) and G = Sp
(d = 2). Note that the tautological case G = GL (σ = Id, d = 1) is also interesting from the
point of view of orientations.

1.4.4. The stable homotopy category SH is a monoidal triangulated fibred category over
S chΣ. We will consider SH× the underlying Picard groupoid of ⊗-invertible objects: for
a scheme S, SH×(S) is the monoidal category of spectra which are ⊗-invertible, and whose
morphisms are isomorphism is SH(S).

Given a ring spectrum E (over Σ), the fibred structure of SH induces a fibred structure on
X 7→ EX−mod, which is therefore an additive S chΣ-fibred category E−mod. As the ring
structure on E is only considered in the homotopy category, it is not possible to put a monoidal
structure on the latter fibred category. However, there is a morphism LLE : SH → E−mod
of additive fibred categories, induced by the free E-module functor. Given a scheme S, we
consider the category EX−mod× whose objects are the ⊗-invertible spectra F, and morphismes
from F to F′ are given by the sub-abelian group of

HomSH(X)(F,EX ⊗ F′) ≃ HomEX−mod(EX ⊗ F,EX ⊗ F′)

consisting of isomorphisms of EX -modules. There is a natural tensor product ⊗E on this
category, given on objects by the tensor structure on SH(X) and on morphisms by the cup-
product:

u : F → EX ⊗G, v : F′ → EX ⊗G′,

u⊗E v : F⊗ F′ u⊗v−−→ EX ⊗ EX ⊗G⊗G′ µEX−−→ EX ⊗G⊗G′.

This defines a S chΣ-fibred Picard groupoid E−mod×, and the free E-module functor induces

a morphism of fibred Picard groupoids: SH× LE−→ E−mod×.

Definition 1.4.5. Consider a stable structure σ on vector bundles and an absolute ring
spectrum E.

A σ-orientation on the ring spectrum E will be the data of a natural isomorphism γ pictured
by the double arrow in the following diagram whose objects are pseudo-functors, and simple
arrows are natural transformations of pseudo-functors of fibred Picard groupoids:

Kσ σ //

rk ◦σ
��

γ
!)

K
Th // SH× LE // E−mod×

Z
twE

P1

44

where rk : K → Z is the pseudo-functor induced by the rank of a virtual bundle, and twE
P1 is

the pseudo-functor which to an element n ∈ Z(X), associates the object

twP1(n) =
⊕

x∈X(0)

E(n(x))[2n(x)].

One requires further the following normalization condition: For any scheme X, there exists
an isomorphism γ(1σX) ≃ IdE(d)[2d] compatible with pullbacks.

In this situation, we call γ the σ-stable Thom isomorphism on E.
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1.4.6. Explicitly, a σ-orientation is the data for any scheme X, and for every ṽ ∈ Kσ(X), of
a Thom isomorphism in the category of E-modules over X:

(1.4.6.a) γṽ : EX ⊗ Th(v)
∼−→ EX(r)[2r],

where v = o(ṽ) is the associated virtual bundle, and r is the rank of v. In addition, this Thom
isomorphism is functorial in ṽ with respect to isomorphisms, compatible with base change,
and compatible with the addition of v.

The isomorphism γṽ defines a cohomology class:

(1.4.6.b) th(ṽ) ∈ E2r,r(Th(v)) ≃ HomE−modX (EX ⊗ Th(v),EX(r)[2r])
which will be called the Thom class of ṽ with coefficients in E. One readily deduces that
multiplication by this Thom class induces isomorphisms:

E∗,∗(X)
∼−→ E∗+2r,∗+r(Th(v))

and similarly for the other theories associated with E (as in 1.2.11).

The following result is merely a reformulation of Corollary 1.2.10, showing that Defini-
tion 1.4.5 is in fact a generalization of Definition 1.2.3.

Proposition 1.4.7. Let E be a ring spectrum and G a linear algebraic group of degree d
(Definition 1.2.1). Then the map t 7→ γt of Corollary 1.2.10 gives a bijection between the
following structures:

(1) the G-orientations t on E;
(2) the σG-stable Thom isomorphisms γ on E (Example 1.4.3).

Proof. Indeed, the fact that γt is a natural transformation of pseudo-functors comes from the
construction and the compatibility with pullbacks and products in Definition 1.2.3. □

Remark 1.4.8. Using hermitian K-theory, we will give a finer statement in the symplectic case
in Section 3.3.

1.4.9. σ-oriented Euler classes. As in 1.2.11, one gets Thom isomorphisms (1.2.11.a) asso-
ciated with an element ṽ ∈ Kσ(X) in the various theories (cohomology with/without proper
support, bivariant with/without proper support) with coefficients in E.

One can therefore extend Remark 1.3.4. Let V/X be a vector bundle of rank r, with a
given σ-orientation (ṽ, ω), where ṽ ∈ Kσ(X) and ω : V ≃ o(ṽ) (Definition 1.4.5). Then one
defines the associated Euler class as follows:

e(V, ṽ, ω,E) = γt(ṽ)
(
e(V,E)

)
∈ E2r,r(X).

Note that when σ = σG as above, this definition obviously extend Definition 1.3.1. Moreover,
as in Remark 1.3.2, one deduces that once ω is chosen this σ-oriented Euler class depends
only on the isomorphism class of ṽ in Kσ(X). In other words, one can consider that ṽ belongs
to the abelian group Kσ

0 (X) = π0(K
σ(X)).

2. Fundamental classes and Grothendieck-Riemann-Roch formulas

2.1. Oriented fundamental classes.

Definition 2.1.1. Let σ be a stable structure on vector bundles (Definition 1.4.2).
Let f : X → S be an lci morphism with virtual tangent bundle τf , seen as an object of

the category K(X). A σ-orientation on f is an element τ̃f ∈ Kσ(X) and an isomorphism
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oσ(τ̃f ) ≃ τf — in other words, a σ-orientation of its virtual tangent bundle (Definition 1.4.5).
When σ = σG is the stable structure associated with a linear algebraic group G of degree d
(Example 1.4.3), we simply say G-orientation.

Example 2.1.2. (1) Consider a smooth projective K3-surface over a field. By definition, its
canonical sheaf is trivial. In particular, it admits a symplectic form ψ : Λ2TX → OX .
Examples include for instance smooth quartics in P3

k, or a generic intersection of a
quadric and a cubic in P4

k. More generally, any fibre product of K3-surfaces admits a
symplectic orientation. Thus, there are varieties over k with a symplectic orientation
for any even dimension. More complicated examples in any even dimension can be
found in [Bea83].

(2) An SLc-orientation of a smooth morphism f corresponds is a choice of a square root
of the determinant ωf of the cotangent sheaf Ωf : ϕ : ωf ≃ L⊗2. This is sometimes
simply called an orientation of f (or of X/S).

When f : C → Spec(k) is a projective smooth curve over a field, such an (SLc-
)orientation is more classically called a Θ-characteristic of C.

(3) A symplectic orientation τ̃f of f uniquely determines an (SLc-)orientation of f .

We can now introduce the oriented fundamental class in the most general case of σ-
structures.

Definition 2.1.3. Let σ be a stable structure on vector bundles, as in the previous definition.
Let E be a σ-oriented ring spectrum, and f : X → S be a σ-orientable smoothable lci

morphism, with virtual dimension d, virtual tangent bundle τf and σ-orientation φ : oσ(τ̃f ) →
τf .

One defines the σ-oriented fundamental class of f with coefficients in E as the class

η̃Ef ∈ E2d,d(X/S)

obtained as the image of the fundamental class ηEf (1.1.9) under the inverse of the Thom

isomorphism γτ̃f : E2d,d(X/S) → E0,0(X/S, τf ) associated with τ̃f – see 1.4.9.

Remark 2.1.4. Beware that the class η̃Ef depends on the choice of both the σ-orientation on
E and on f : in our notation, it is intended that E and f are σ-oriented objects. Similar
conventions are taken below.

2.1.5. The preceding fundamental classes satisfy good properties: when restricted to the
class C consisting of σ-oriented smoothable lci morphisms, they form a system of fundamental
classes in the sense of [DJK21, Def. 2.3.4], where the twist associated to f ∈ C is the element
ef = ⟨rf ⟩ of K0(X), the trivial virtual vector bundle whose rank is the of rank of f .

In particular, they are normalized, compatible with composition (associativity formula),
and satisfy the transversal base change (see loc. cit. for details). This follows from the
analogue properties of the classes (ηf ), and the compatibility of Thom isomorphism with
pullbacks, and addition (1.4.6). One also has an excess intersection formula.

Proposition 2.1.6. Consider a σ-oriented ring spectrum, and a cartesian square of schemes

Y
g //

v �� ∆

T
u��

X
f
// S
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such that f and g are smoothable lci and σ-oriented, n = dim(f). Let ξ be the excess inter-

section bundle associated with δ.14 We put ξ̃ = v−1τ̃f − τ̃g, and see it as a σ-orientation of
ξ.

Then the following excess intersection formula holds in E2n,n(Y/T ):

∆∗(η̃Ef ) = e(ξ̃,E).η̃Eg .

2.1.7. Oriented Gysin maps. As explained in [DJK21, §2.4] (following [FM81]), one deduces
from the previous fundamental classes the existence of Gysin maps in the theories with coef-
ficients in a σ-oriented ring spectrum. Explicitly, let us consider a σ-oriented lci smoothable
morphism f : Y → X of relative dimension d. Then one gets:

fE! : En,m(Y ) → En−2d,m−d(X), f proper,

f !E : En,m(X/S) → En+2d,m+d(Y/S), f S-morphism,

fE! : En,mc (Y/S) → En−2d,m−d
c (X/S), f S-morphism,

f !E : Ecn,m(X/S) → Ecn+2d,m+d(Y/S), f proper S-morphism.

These maps are essentially induced by multiplication with the fundamental class η̃Ef : see

[Dég18a, 3.3.2], [DJK21, 2.4.1]. As an example, for y ∈ En,m(Y ), one has:

f!(y) = f∗(y.η̃
E
f )

where the product is taken in the underlying bivariant theory, and lands in E2d−n,d−m(Y/X),

while f∗ : E2d−n,d−m(Y/X) → E2d−n,d−m(Y/Y ) = En−2d,m−d(Y/Y ) is the pushforward in
bivariant theory. See also [DJK21, 2.4.1] in the second case.

Remark 2.1.8. From the properties of σ-oriented fundamental classes (2.1.5), Proposition 2.1.6,
one deduces the “usual” formulas for these Gysin maps: compatibility with composition, pro-
jection formula in the transversal case, excess intersection formula.

2.1.9. Internal Gysin maps. It is possible to give a more categorical formulation of Gysin
maps, in the spirit of Grothendieck’s trace map in coherent duality ([Har66, III, Th. 10.5])
or trace map in the étale formalism ([AGV73, XVIII, Th. 2.9]).

Through the isomorphism E2d,d(X/S) ≃ HomE−modX (EX(d)[2d], f !ES), the σ-oriented fun-
damental class corresponds to the following composite map, called the cotrace map:

(2.1.9.a) cotrEf : EX(d)[2d]
γ−1
ṽ−−→ EX ⊗ Th(o(ṽ))

φ∗
−→ EX ⊗ Th(v)

ηEf−→ f !(ES).

The first morphism is the (inverse of the) Thom isomorphism (1.4.6.a), the second one the
stable orientation of v and the third one is the fundamental class (1.1.9.a). By adjunction,
one deduces the trace map:

(2.1.9.b) trEf : f!(EX)(d)[2d] → ES .

Both maps can be considered in the category of E-modules or (after forgetting the E-module
structure) in the stable homotopy category. They directly induce the Gysin morphisms defined
above (see also [DJK21, §4.3]).

14To define ξ, one consider a factorisation X → P → S into a regular closed immersion and a smooth
morphism, and put, let Y → Q → T be its pullback along T/S, and put: ξ = v−1NXP/NYQ. See e.g.
[DJK21, 3.3.3].
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The following result is a tautology, given that the first map in (2.1.9.a) is always an iso-
morphism.

Proposition 2.1.10. Let E be a σ-oriented ring spectrum and f a smoothable lci σ-oriented
morphism, of relative dimension d. Assume that E is f -pure (Definition 1.1.10).

Then, the cotrace map (2.1.9.a) associated with f and E is an isomorphism. In particular,
it induces by functoriality duality isomorphisms:

En,m(X)
∼−−→ E2d−n,d−m(X/S)

En,mc (X/S)
∼−−→ Ec2d−n,d−m(X/S).

In fact, both morphisms are given by multiplication with the σ-oriented fundamental class η̃Ef .

Remark 2.1.11. In fact, one can extend the first duality isomorphism. Given any X-scheme
Y of finite type, mutliplication by the class η̃Ef induces an isomorphism:

En,m(Y/X)
∼−−→ E2d−n,d−m(Y/S).

This statement is actually a generalization of the axiom considered in Bloch-Ogus twisted
duality theory ([BO74]).

2.2. Todd classes and GRR formulas.

2.2.1. As in the preceding section, we consider a stable structure σ of rank r on vector bundles
(Definition 1.4.2). We also consider σ-oriented ring spectra (E, t(−,E)) and (F, t(−,F)), and a
morphism of ring spectra ψ : E → F. We will generically denote by ψ∗ the map of cohomology
theories or bivariant theories, with or without support, induced by ψ. Given a scheme X, we
let Kσ

0 (X) be the abelian group of isomorphisms classes of objects of Kσ(X).
From the formalism developed previously, the following fundamental proposition is now

obvious.

Proposition 2.2.2. Consider the above assumption.
Then for any scheme X, there exists a unique morphim of abelian groups:

tdψ : Kσ
0 (X) → F00(X)×

contravariantly functorial in X and such that for any element ṽ ∈ Kσ
0 (X) of rank n, the

following relation holds in F2n,n(Th(o(ṽ)))

(2.2.2.a) t(ṽ,F) = tdψ(ṽ) · ψ∗(t(ṽ,E))
using the product of bivariant theories (Proposition 1.1.7).

Moreover, for any σ-oriented vector bundle V/X, with orientation (ṽ, ω) where ṽ ∈ Kσ(X)
is of rank n and ω : o(ṽ) ≃ V , one has the following relation between Euler classes in F2n,n(X):

(2.2.2.b) e(V, ṽ, ω,F) = tdψ(ṽ) · ψ∗(e(V, ṽ, ω,E)).

Proof. Consider an element ṽ ∈ Kσ(X), and put v = o(ṽ). According to 1.4.6, the Thom class
th(v) forms a basis of the bigraded F∗∗(X)-module F∗∗(Th(v)). Therefore, the existence and
uniqueness of tdψ(ṽ) is obvious, except that one has to prove that the latter class depends
only on the isomorphism class of ṽ. Assume there exists an isomorphism µ̃ : ṽ → ṽ′ in
Kσ(X). One deduces an isomorphism µ : v = o(ṽ) → o(ṽ′) = v′ of virtual vector bundles. By
compatibility of Thom classes with isomorphisms, one deduces the following relations, where
ϵ = E,F:

µ∗(t
ϵ(ṽ)) = tϵ(ṽ′).
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Thus the statement follows from relation (2.2.2.a) and the uniqueness of tdφ(−). Finally,
relation (2.2.2.b) follows from the definition given in 1.4.9 and relation (2.2.2.a). □

Remark 2.2.3. The main problem of the theory of Todd classes given by the above proposition
is to find methods to obtain them explicitly. In the GL (resp. Sp) oriented case, we have
a theory of characteristic classes and a splitting principle that will allow us to express Todd
classes as formal power series and to have an effective tool to compute them.

As an immediate corollary, one obtains the generalized Grothendieck-Riemann-Roch for-
mula à la Fulton-MacPherson:

Theorem 2.2.4 (Grothendieck-Riemann-Roch formula). Consider the assumptions of the
previous proposition. Let f : Y → X be a smoothable lci morphism of dimension d, which is
σ-oriented with σ-orientation τ̃f . Then the following GRR formula holds in F2d,d(Y/X):

ψ∗(η̃
E
f ) = tdψ(τ̃f ) · η̃Ff .

Consequently, the following diagrams commute

E∗∗(Y )
fE! //

tdψ(τ̃f ).ψ∗ ��
(1)

E∗∗(X)

ψ∗��

E∗∗(X/S)
f !E //

tdψ(τ̃f ).ψ∗ ��
(2)

E∗∗(Y/S)

ψ∗��
F∗∗(Y )

fF!

// F∗∗(X) F∗∗(X/S)
f !F

// F∗∗(Y/S)

E∗∗
c (Y/S)

fE! //

tdψ(τ̃f ).ψ∗ ��
(3)

E∗∗
c (X/S)

ψ∗��

Ec∗∗(X/S)
f !E //

tdψ(τ̃f ).ψ∗ ��
(4)

Ec∗∗(Y/S)
ψ∗��

F∗∗
c (Y/S)

fF!

// F∗∗
c (X/S) Fc∗∗(X/S)

f !F

// Fc∗∗(Y/S)

where the !-maps are the Gysin morphisms as defined in 2.1.7, that exist under the following
assumptions:

(a) f is proper in cases (1) and (4);
(b) f is a morphism of finite type S-schemes in cases (2), (3) and (4).

Proof. Recall first from (2.1.9.a) that the σ-oriented fundamental class is obtained from the
cotrace map

η̃Ef : EX(d)[2d]
(γEτ̃f

)−1

−−−−−→ EX ⊗ Th(o(τ̃f ))
φ∗
−→ EX ⊗ Th(τf )

ηEf−→ f !(ES).

Applying ψ∗ and using the fact that it respects the non oriented fundamental classes of 1.1.9,
we obtain

ψ∗(η̃
E
f ) : FX(d)[2d]

ψ∗(γEτ̃f
)−1

−−−−−−→ FX ⊗ Th(o(τf ))
φ∗
−→ FX ⊗ Th(τf )

ηFf−→ f !(FS).

From (2.2.2.a) and (1.2.9.a) we deduce that ψ∗(γ
E
τ̃f
)−1 = (γFτ̃f )

−1 ·tdψ(τ̃f ), yielding the equality
ψ∗(η̃

E
f ) = tdψ(τ̃f ) · η̃Ff . The displayed diagrams then commute in view of definition 2.1.7. □
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3. Symplectic orientations and formal ternary laws

3.1. Recollections on FTL.

3.1.1. Multi-valued series.– Formal ternary laws were introduced by Walter in an unpublished
work, and then formally developped in [DF21]. More recently, we further expanded the theory
in [CDFH21], introducing in particular a slightly more accurate framework that we now briefly
recall, referring the reader to [CDFH21, §1] for more details.

Let R be a (commutative) ring. Given a pair of integers (n, d) ∈ Z2, x = (x1, ..., xd) a
d-tuple of integers, an n-valued d-dimensional series, (n, d)-series for short, with coefficients
in R will be an element

Ft(x) = 1 + F1(x)t+ . . .+ Fn(x)t
n

in R[[x]][t], polynomial in t of degree n. These (n, d)-series form an R-module Fn,d(R). We
will use a Z-filtration on Fn,d(R) by assigning to the variables xi degree +1 and to the variable
t degree −1. Therefore, an (n, d)-series has valuation greater or equal to (−n) and can have
infinite degree.

One can define a generalized composition on these (∗, ∗)-series (see [CDFH21, Def. 2.1.13]
for more details). Let Gt(y) be an (m, r)-series. We say that Gt(y) is composable if Gt(0) = 1.

We then introduce formal variables (G[1], . . . , G[m]), called the roots of Gt(y), satisfying the
formal identity

(3.1.1.a) Gt(y) =
m∏
l=1

(1 +G[l]t).

In other words, the coefficients of Gt(y) are given by the elementary symmetric functions in

the variables G[l].
Then we define the substitution of Gt(y) in Ft(x) at the variable xi as the (nm, d+ r− 1)-

series in the variables (x1, . . . ,��xi, . . . , xd, y1, . . . , yr) by the following equality:

Ft
(
x1, ..., xi−1, Gt(y), xi+1, ..., xd

)
:=

m∏
l=1

Ft
(
x1, ..., xi−1, G

[l], xi+1, ..., xd
)
.

More precisely, the expression on the right is obviously symmetric in the variables G[l]. Thus
it can be expressed as a polynomial in the elementary symmetric polynomials es in the G[l],
and we can therefore substitute to the es the actual coefficients of the polynomial Gt(y),
following the rule (3.1.1.a).

The following algebraic notion is an analog of formal group laws, especially relevant in
motivic homotopy theory (see also [CDFH21, Def. 3.1.5]).

Definition 3.1.2. Let R be a Zϵ-algebra. A formal ternary law, FTL for short, with coeffi-
cients in R is a (4, 3)-series with coefficients in R

Ft(x) = 1 + F1(x, y, z)t+ F2(x, y, z)t
2 + F3(x, y, z)t

3 + F4(x, y, z)t
4

satisfying the following properties:

(1) Neutral element. The (4, 1)-series Ft(x, 0, 0) is split with roots x and −ϵx each with
multiplicity 2, i.e. Ft(x, 0, 0) = (1 + xt)2(1− ϵxt)2.

(2) Semi-neutral element. The following relation holds:

F4(x, x, 0) = 0.
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(3) Symmetry. The element Ft(x, y, z) of R[[x, y, z]][t] is fixed under the action of the
group S(x, y, z) permuting the formal variables.

(4) Associativity. Given formal variables (x, y, z, u, v), one has the following equality of
(16, 5)-series:

Ft
(
Ft(x, y, z), u, v

)
= Ft

(
x, Ft(y, z, u), v

)
where we have used the above substitution operation as Ft(x, y, z) is composable by
property (1).

(5) ϵ-Linearity. One has the following relation in F4,3(R):

Ft(−ϵx, y, z) = F−ϵt(x, y, z).

We frequently display an FTL by its coefficients:

(3.1.2.a) Ft(x, y, z) = 1 +
∑

i,j,k≥0,1≤l≤4

alijkx
iyjzktl.

Then, according to the above paragraph, the degree of Ft(x) is the integer

d = max{i+ j + k − l | alijk ̸= 0}.

Remark 3.1.3. Most of the above axioms are easy to translate in terms of coefficients. Using
the notation (3.1.2.a), one obtains the following translations:

(1) Neutral element : ali00 =


1 i = l = 4,

2(1− ϵ) i = l = 1, 3,

2(1− 2ϵ) i = l = 2,

0 otherwise.

(2) Semi-neutral element : For all n ≥ 0,
∑

i+j=n a
4
ij0 = 0.

(3) Symmetry : for all l, alijk is invariant under permutations of the triple (i, j, k).

(5) ϵ-Linearity. The relation (1+ ϵ)alijk = 0 holds whenever l and one of the i, j, k do not
have the same parity.

The associativity axiom is computationaly very involved and we refer the reader to [CDFH21,
Appendix] for a computer-based calculation.

Example 3.1.4. The following FTL are examples with bounded degree. As such, they are
respective analogues of the additive and multiplicative formal group laws (FGL for short).

(1) We have an FTL of degree 0 with coefficients in Zϵ whose non-zero coefficients are:

a1100 = 2(1− ϵ)
a2200 = 2(1− 2ϵ) a2110 = 2(1− ϵ)
a3300 = 2(1− ϵ) a3210 = −2(1− ϵ) a3111 = 8(2− 3ϵ)
a4400 = 1 a4310 = −2(1− ϵ) a4220 = 2(1− 2ϵ) a4211 = 2(1− ϵ).

After inverting 2, this is one of the two universal FTL of degree 0, and even ≤ 0: see
[CDFH21, Th. 3.1.12]. The other FTL of degree 0 is given by the same coefficients
except that a3111 = 8(3− 2ϵ). Note that the universality statement tells us that these
coefficients will appear in any FTL.

(2) We have an FTL of degree 2, having parameters τ and γ, i.e. with coefficients in
the polynomial ring Zmulϵ := Zϵ[τ, γ±1]/⟨τ2 − 2(1 − ϵ)γ, (1 + ϵ)τ⟩, whose non-zero
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coefficients are, in addition to the ones appearing in the preceding law:

a1110 = τγ−1 a1111 = γ−1

a2210 = 2τγ−1 a2111 = −3τγ−1 a2220 = γ−1

a3310 = τγ−1 a2220 = −2τγ−1 a3211 = 3τγ−1 a3220 = γ−1

a4311 = −τγ−1 a4221 = 2τγ−1 a4222 = γ−1.

See [FH23, Theorem 6.6] for more details. Note that these two FTL have no non-trivial
coefficients in degrees less than 0.

By analogy with the case of formal group laws as underlined above, we will adopt the
following definition.

Definition 3.1.5. The FTL with coefficients in Zϵ (resp. Zmulϵ ) of point (1) of the above
example will be called the additive (resp. multiplicative) FTL and denoted by F addt (resp.
Fmult ).

We will use the same terminology for any FTL obtained by extension of scalars from the
two previous ones.

3.1.6. As for FGL, FTL can be organized in a category. First note that if Ft(x, y, z) is an
FTL with coefficients alijk in a ring R, and φ : R→ R′ is a morphism of rings, one obviously

obtains a new FTL with coefficients in R′ by applying φ to all coefficients of Ft(x, y, z). We
will denote this new FTL by

φ∗Ft(x, y, z) := 1 +
∑

i,j,k≥0,1≤l≤4

φ(alijk)x
iyjzktl.

Definition 3.1.7. Let Ft(x, y, z) and Gt(x, y, z) be FTL with coefficients respectively in Zϵ-
algebras R and R′. A morphism from Ft(x, y, z) to Gt(x, y, z) is pair (φ,Θ) where φ : R→ R′

is a morphism of Zϵ-algebras, Θ ∈ R[[x]] is a composable power series such that the following
equality of (4, 3)-series holds:

Θt

(
φ∗Ft(x, y, z)

)
= Gt

(
Θt(x),Θt(y),Θt(y)

)
,

where Θt(x) = 1 + Θ(x).t as a (1, 1)-series. Note that the two terms of this equality are well
defined, using the substitution operation of 3.1.1, as both Θt(x) and Ft(x, y, z) are composable.
Explicitly, the above equality reads as

4∏
i=1

(1 + Θ(F [i])t) = Gt
(
Θt(x),Θt(y),Θt(y)

)
.

The composition of these morphisms are defined by composition of rings for φ, and by
composition of power series for Θ(x). Therefore an isomorphism of FTL is a pair (φ,Θ)
such that φ is an isomorphism of Zϵ-algebras, and Θ is an invertible power series. Such an
isomorphism will be called strict if θ(x) = x+

∑
i≥2 aix

i.
The corresponding category will be denoted by FT L.

Remark 3.1.8. The category FT L is a Zϵ-linear category, cofibred over the category of Zϵ-
algebras. In particular, any morphism (φ,Θ) of FTL can be factorised as (φ,Θ) = (Id,Θ) ◦
(φ, Id). We can then restrict to the case where FTL have the same coefficient ring.

Example 3.1.9. The ϵ-linearity axiom for an FTL Ft(x, y, z) with coefficients in R can be
translated by saying that the series Θ(x) = −ϵ.x, seen as a power series with coefficients in
R, induces an automorphism (IdR,Θ(x)) of Ft(x, y, z).
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3.1.10. Let us briefly recall the discussion of [CDFH21, 3.1.1]. We define the plus and minus
parts of Zϵ as the quotient rings Zϵ+ = Zϵ/(1 + ϵ), Zϵ− = Zϵ/(1 − ϵ). There is an injective
map Zϵ → Zϵ+ × Zϵ− which is an isomorphism after inverting 2. The same definition applies
to an arbitrary Zϵ-algebra R, and R → R+ × R− is injective if R/Zϵ is flat and bijective if
2 ∈ R×.

Consequently, given any FTL (R,Ft(x, y, z)), one defines its plus and minus parts by
base change respectively to R+/R and R−/R. Equivalently, the FTLs

(
R+, F+

t (x, y, z)
)
and(

R−, F−
t (x, y, z)

)
are respectively obtained by specializing the symbol ϵ to (−1) and (+1).

Example 3.1.11. The minus part of the additive formal group law can be written explicitly:

F add−t (x, y, z) = 1− 2x2.t2 − 8xyz.t3 + (x4 − 2x2y2).t4.

3.2. Sp-oriented theories.

3.2.1. In this section, we recall the links between Sp-oriented ring spectra and symplectic
cobordism, following Panin and Walter.

We first start with the construction of symplectic cobordism. Recall that Voevodsky in-
troduced in [Voe] the algebraic cobordism spectrum MGLS over a base scheme S, as the
algebraic analogue of complex cobordism. As in the classical algebraic topological case, it is
defined as the colimits of the Thom spaces of the universal rank n vector bundle γn on the
grassmanian scheme Grn of n-vector subspaces of the infinite dimension affine space:

MGLS = colimn>0Ω
nTh(γn).

This is a (commutative) ring spectrum, in the strict sense (see [PPR09] for the construction
in terms of symmetric spectra, and [BH20a, §16] for that in terms of monoidal ∞-categories).
Recall lastly that thanks to a theorem of Morel and Voevodsky, Grn is weakly equivalent in
the A1-homotopy category to the classifying space BGLn of the general linear group GLn.

Panin andWalter introduced in [PW18b] the analogous construction by replacing the family
GLn by that of the symplectic group Sp2n, following again classical algebraic topology. The
main difference is that one naturally produces a (P1)∧2-spectrum.

First, the classifying space BSp2n also admits a geometrical model, the hyperbolic (or
“quaternionic”) Grassmannian. To fix notations, we consider the standard symplectic form h
on A2

S , and denote by ω2 the corresponding symplectic bundle. We also set ω2n = ω2n−2 ⊥ ω2

for any n ≥ 2. For any integer 0 ≤ r ≤ n, we can consider the hyperbolic Grassmannian
HGrS(2r, ω2n) defined to be the open subscheme of the Grassmannian GrS(2r, 2n) of 2r-
subvector bundles of A2n on which the restriction of ω2n is non degenerate. It satisfies the
following compatibilities:

(1) We have a canonical embedding HGrS(2r, ω2n) → HGrS(2r, ω2n+2) which classifies
flags of vector bundles of the form U2r ⊂ p∗ω2n ⊂ p∗ω2n+2.

(2) We have a canonical embedding HGrS(2r, ω2n) → HGrS(2r+2, ω2n+2) which classifies
flags of vector bundles U2r ⊥ p∗ω2 ⊂ p∗ω2n ⊥ p∗ω2.

Then we get an A1-weak equivalence of pointed spaces:

BSp2r = colimn>0HGrS(2r, ω2n).

We also consider the hyperbolic projective space HPnS = HGrS(2, ω2n+2), of dimension 2n over
S, and HP∞

S = colimn>0HGrS(2, ω2n+2), so that HP∞
S = BSp2. Note that HP1

S ≃ (P1)∧2, the
two-fold smash-power of the Tate sphere.
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We then define MSp2n = Th(U2n), as a space over S, U2r being the tautological symplectic
bundle on BSp2n. The second of the above properties allows to define (P1)∧2-suspension maps
as follows. The embedding f : HGrS(2n, ω2n) → HGrS(2n+2, ω2n+2) yields a bundle of rank
2n+ 2 on the first factor, namely f∗U2n+2 which splits as f∗U2n+2 ≃ U2n ⊕ ω2. We obtain a
morphism of Thom spaces

Th(U2n) ∧ th(ω2) ≃ Th(U2n ⊕ ω2) ≃ Th(f∗U2n+2) → Th(U2n+2)

which is compatible with the inclusions of item 1. This yields the desired suspension maps:

σ2n : (P1)∧2 ∧MSp2n ≃ Th(ω2) ∧MSp2n → MSp2n+2,

and therefore a (P1)∧2-spectrum, which in ∞-categorical terms can be defined as:

(3.2.1.a) MSpS = colimr>0Ω
2nMSp2n.

To get the ring structure, one considers the rank 2(n+m) symplectic bundle U2n⊞U2m over
BSp2n ×S BSp2m, obtained by exterior sum. It is classified by a map

f : BSp2n ×S BSp2m → BSp2(n+m)

such that f−1(U2(n+m)) = U2n ⊞ U2m. Taking Thom spaces, one deduces:

Th(U2n)⊗ Th(U2m) ≃ Th(U2n ⊞ U2m)
f ′∗−→ Th(U2(n+m))

as required. This gives a (commutative) ring structure on the spectrum MSpS , which can
be lifted to a strict ring structure at the level of symmetric (P1)∧2-spectra according to
[PW18b].15

Definition 3.2.2. The ring spectrum MSpS is called the symplectic cobordism spectrum
over S.

3.2.3. Thom classes for symplectic cobordism. As in topology, the previous ring spectrum is
built to possess “symplectic Thom classes”. First note that the identity ofMSp2r corresponds
by construction of MSpS to a map:

τr : Σ
∞MSp2r → MSp(2r)[4r],

or in other words, an element τr ∈ ˜MSp
4r,2r

(MSp2r) in the reduced symplectic cobordism.
Let X be a smooth S-scheme which is affine. Then a symplectic bundle E of rank 2r is
classified by a map:

f : X → BSp2r
such that E = f−1(U2r). Taking Thom spaces and composing with τr, we get:

Th(E) = Th(f−1U2r)
f∗−→ Th(U2r) = MSp2r

τr−→ MSp(2r)[4r]

This is the Thom class tMSp(E) ∈ ˜MSp
4r,2r

(Th(E)) associated with E with coefficients in
MSp. Equivalently, t(E) = f∗(τr).

Using Jouanolou’s trick, this construction can be extended to any smooth S-scheme. One
can check the basic properties of Thom classes, as stated in [DF21, Def. 2.1.3, G = Sp∗]:
compatibility with isomorphisms and pullbacks, products, normalisation. In other words,
MSpS is symplectically oriented in the sense of loc. cit. (see [PW18b, §10, Th. 1.1] for
the proof, analogous to the topological case). Let us introduce some terminology for the

15For a more conceptual construction of the corresponding E∞-ring structure, we refer the reader to [BH20a,
§16]. However, in this paper, we will only need the (commutative) monoid structure in SH(S) on MSpS .
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statement of the next result. Let E be a ring spectrum over S. When E admits Thom classes
for symplectic bundles satisfying the properties mentioned above, we will say that E admits
symplectic Thom classes — this corresponds to being Sp-oriented in the sense of [DF21, Def.
2.1.3]. Recall that one can define the Euler class e(E) as the image of the Thom class t(E)
under the canonical map:

E2r,r(Th(E)) → E2r,r(E) ∼−→ E2r,r(X).

Moreover, when E admits a Thom structure, one deduces an isomorphism:

(3.2.3.a) En,m(HP∞
S ) ≃ colimn>0 En,m(HPnS)

i.e. the colim(1) vanishes here. This follows from the symplectic projective bundle theorem
for E (see [DF21, Th. 2.2.3])

An MSp-algebra structure on E (over S) will be a morphism φ : MSpS → E of ring
spectra. We denote by Σ2

T 1E the image of the unit 1E ∈ E00(S) of the ring spectrum E under

the (P1)∧2-suspension isomorphism E00(S) ≃ Ẽ4,2(HP1
S).

Theorem 3.2.4 (Panin-Walter). Let E be a ring spectrum over S. Then the following data
are in bijective correspondance:

(1) the cohomology classes b ∈ Ẽ4,2(HP∞
S ) such that b|HP1

S
= Σ2

T 1E.

(2) The Sp-orientation on E over S in the sense of Definition 1.2.3.
(3) The MSp-algebra structure on E over S: φ : MSpS → E

Moreover, the bijections are constructed as follows:

• (3) → (2): for any symplectic bundle U over a smooth S-scheme X, one defines
tE(U) = φ∗(t

MSp(U)).
• (2) → (1): one defines: bn = φ∗(e(V2)) ∈ E4,2(HPnS), where V2 is the tautological
rank 2 symplectic bundle over HPnS. Using formula (3.2.3.a), this defines a class
b ∈ E4,2(HP∞

S ).

For the proof of that theorem, we refer the reader to [PW18b, Th. 1.1]. The condition
(1) being much more cost effective, and analogous to that of GL-oriented ring spectra, we
chose to use it as an equivalent replacement of Definition 1.2.3 in the case G = Sp (or also
Definition 2.3.1 of [DF21]).

Definition 3.2.5. A symplectic orientation of a ring spectrum E will be a class b as in point
(1) of the previous proposition. We also say that (E, b) is a symplectically oriented ring
spectrum over S.

A morphism of symplectically oriented ring spectra φ : (E, bE) → (F, bF) is a morphism of
ring spectra such that φ∗(b

E) = bF.

Note that by the above theorem, given such a morphism φ, one immediately deduces for
an Sp-bundle U over a smooth S-scheme X, the relation

(3.2.5.a) φ∗(t
E(U)) = tF(U).

Remark 3.2.6. The symplectic orientation theory is completely analogous to the classical
orientation theory, both in A1-homotopy (see [Dég18b, Section 2.1]), and in classical topology
(see [Rav86, Definition 4.1.1]):
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(1) Note as a byproduct of the above theorem that MSpS equipped with its canonical
orientation bMSp (coming from the above construction of Thom classes), is the uni-
versal symplectically oriented ring spectrum over S. That is, it is the initial object
among symplectically oriented ring spectra over S.

(2) From the previous theorem, a symplectically oriented ring spectrum is just an MSp-
algebra, and a morphism of such is simply a morphism of MSp-algebras.

(3) Let f : T → S be a morphism of schemes. Given an Sp-oriented ring spectrum (E, b)
over S, we immediately deduce an Sp-orientation f∗(b) on f∗(E) over T . This will be
very useful to reduce arguments to the base scheme.

As a corollary of the

3.2.7. One can interpret Euler classes in analogy with the GL-oriented case. Given any
scheme S, according to [MV99, Prop. 1.16, p. 130], there exists a canonical map:

H1(S, Sp2) → [S+,BSp
S
2 ] = [S+,HP∞

S ].16

The left hand-side can be interpreted as the set of isomorphisms classes of rank 2 symplectic
bundle PicSp(S). Note that this map is compatible with pullbacks in S. Besides, given a
smooth S-scheme X, one similarly gets a canonical map:

H1(X,Sp2) → [X+,BSp
S
2 ] = [X+,HP∞

S ].

One should be aware of an essential difference with the GL-case here: there is no group
structure on PicSp(S). First, the tensor product of two symplectic bundles is an orthogonal
bundle. Secondly, even if one considers triple tensor products, the rank becomes 8. The
correct algebraic structure will be explored through the notion of formal ternary laws.

However, given an Sp-oriented spectrum (E, b), one gets a streamlined interpretation of the
associated Euler classes in terms of b. First one can view b as a map b : Σ∞HP∞

S → E(2)[4].
Then given any smooth S-scheme X, one gets a natural map:

PicSp(X) = H1(X,Sp2) → [X+,HP∞
S ]

Σ∞
−−→ [Σ∞X+,Σ

∞HP∞
S ]st

b∗−→ [Σ∞X+,E(2)[4]]st = E4,2(X).

One easily checks that this is the Euler class map, which to the class of a rank 2 symplectic
bundle U associates e(U) whose construction was recalled in 3.2.3. In this case, this coincides
with the first Borel class b1(U) which will be recalled in the next paragraph.

Remark 3.2.8. In fact, one easily checks that the data of an Sp-orientation on E over S is
equivalent to the data for any smooth S-scheme X of

b1 : Pic
Sp(X) → E4,2(X)

such that:

(1) b1 is natural with respect to the pullback on both functors
(2) for the tautological symplectic bundle V on HP1

S , one has b1(V) = (1, 0) via the
identification E4,2(HP1

S) = E0,0(S)⊕ E4,2(S).

16According to [AHW18, 4.1.2], this map is an isomorphism whenever S is affine and ind-smooth over a
Dedeking ring but we will not use that fact.
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3.2.9. As already said, a symplectically oriented ring spectrum (E, b) automatically satisfies
the symplectic projective bundle theorem, [DF21, Th. 2.2.3]. In particular, putting E∗∗ =
E∗∗(S) as a bigraded ring, one obtains an isomorphism of E∗∗-algebra

E∗∗[[t]] → E∗∗(HP∞
S ), t→ b

which is bihomogeneous, of bidegree (0, 0), when one decides that t on the left hand-side has
bidegree (4, 2). As a corollary of the previous theorem one therefore deduces:

Corollary 3.2.10. Let (E, b) be a symplectically oriented ring spectrum over S. Then the
symplectic orientations b′ of E are in one-to-one correspondence with the local parameters of
bidegree (4, 2) of the power series ring E∗∗[[t]], i.e. with the power series of the form

ϕ(t) = t+ a2t
2 + a3t

3 + . . .

where an ∈ E4−4n,2−2n.
The bijection is given by ϕ 7→ ϕ(b) in E∗∗(HP∞

S ) ≃ E∗∗[[b]].

Note moreover that when one has a class b′ as above associated with a power series ϕ, then
for any rank 2 symplectic bundle U over a smooth S-scheme X, one gets:

(3.2.10.a) b′1(U) = ϕ(b1(U)) ∈ E4,2(X),

where the right hand-side makes sense as b1(U) is nilpotent (see [DF21]).

3.3. Virtual symplectic Thom classes. According to Proposition 1.4.7, symplectically ori-
ented ring spectra admits virtual symplectic Thom classes, associated with stable symplectic
bundles. However, hermitian K-theory of symplectic bundles is finer as it involves the equiv-
alence relation modulo metabolic spaces (see e.g. [Kne77]). We will show in this subsection
that symplectic Thom classes are compatible with the metabolic equivalence relation.

3.3.1. We first give a quick recollection on the hermitian Q-construction and the forgetful
functor, following [Sch10].

We start with a triple (E , ∗, η), where E is an exact category, (−)∗ is a duality (i.e. an exact
functor Eop → E) and a canonical isomorphism η : 1 → (−)∗∗ satisfying an extra condition
[Sch10, Definition 2.1]. Recall that a symmetric form is a pair (X,φ), where X is an object
of E and φ : X → X∗ is a morphism which is symmetric in the sense that the diagram

X
φ //

η

��

X∗

X∗∗
φ∗
// X∗

is commutative. A symmetric form is called symmetric space if φ is an isomorphism. A
morphism of symmetric forms f : (X,φ) → (Y, ψ) is a morphism f : X → Y such that the
diagram

X
f //

φ

��

Y

ψ
��

X∗ Y ∗
f∗
oo

is commutative. Let now (X,φ) be a symmetric space (i.e. φ is an isomorphism). Let
i : L → X be an admissible monomorphism. The orthogonal of L, denoted by L⊥ is the
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kernel of X
i∗φ−−→ L∗, which is also admissible. We say that L is totally isotropic if the

composite i∗φi is trivial and the associated morphism L → L⊥ is admissible. In the special
case where L→ L⊥ is an isomorphism, we say that L is a Lagrangian.

We now form the Q-construction in this context, following [Sch10, §4.1]. We let QhE be the
category whose objects are symmetric spaces (X,φ) and whose morphisms are equivalences
classes of diagrams of the form

X U
poo i // Y

where p is an admissible epimorphism, i is an admissible monomorphism, and the diagram

U
i //

p

��

Y

i∗ψ
��

X
p∗φ
// U∗

is bicartesian. Two such diagrams (U, i, p) and (U ′, i′, p′) are equivalent if there exists an
isomorphim g : U → U ′ such that i′g = i and p′g = p. The composition is obtained as in
Quillen’s original Q-construction, and there is thus an obvious functor

Qh(E , ∗, η) → QE
which induces a morphism on the nerves of the relevant categories. To simplify the notation,
we will now write E for (E , ∗, η). Following Schlichting, we denote by GW(E) the homotopy
fiber (with respect to a zero object in E) of the induced map of (Kan) simplicial sets:

N(QhE) → N(QE).
As a special case of an exact category with duality, we may consider the categoryHE = E×Eop.
There is an obvious duality, defined on objects as (A,B)♯ = (B,A) and natural isomorphism
1 → ♯♯ the identity. If (E , ∗, η) is an exact category with duality, we define a functor

F : (E , ∗, η) → HE
on objects by A 7→ (A,A∗) and on morphisms by f 7→ (f, f∗). There is a natural isomorphism

F (A∗) = (A∗, A∗∗) → F (A)♯ = (A∗, A)

given by the pair (IdA, ηA). Consequently, we obtain a commutative diagram

QhE //

��

QE

��
QhHE // QHE

Now, there is an equivalence of categories QhHE → QE given on objects by (A,B) 7→ A and
on morphisms by (f, g) 7→ f (see [Sch10, Remark 4.3]). It follows that the homotopy fiber of

N(QhHE) → N(QHE) ≃ N(QE)×N(QE)
is ΩN(QE) := K(E) (see [Sch10, Proposition 4.7]). Consequently, we obtain the forgetful map

F : GW(E) → K(E).
Our main example here is the category E = V(X) of vector bundles over a scheme X, with
usual duality V ∗ = Hom(V,OX) and canonical isomorphism η = −ϖ, where ϖ : V → V ∗∗
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is the usual identification (given by the evaluation). In the usual notation, this gives the
forgetful map

F : KSp(X) → K(X).

We can view F as a morphism of∞-categories, and consider the induced map on the associated
homotopy groupoids:

fSp : KSp(X) → K(X).

The pseudo-functoriality of the above construction actually gives a stable structure of degree
2 in the sense of Definition 1.4.2.

Definition 3.3.2. We will call the stable structure fSp : KSp → K over S chΣ defined above
the fine symplectic stable structure.

3.3.3. Note that, by construction, one gets a commutative diagram:

KSp(X) σSp
,,

κX �� K(X)

KSp(X) fSp

22

where σSp is stable structure associated with the symplectic group in Example 1.4.3. More-
over, κX is compatible with pullbacks in X, or in other words, corresponds to a morphism
of S chΣ-fibred categories in Picard groupoid (see 1.4.1). The next lemma says that Zariski
locally, both stable structures coincide.

Lemma 3.3.4. If X an affine scheme, then the functor κX is an equivalence of categories.

Proof. Indeed, by construction, the map induced by π on the respective sets of isomorphism
classes coincides with the quotient map

KSp
0 (X) → KSp

0 (X)/I

where I is the ideal generated by metabolic symplectic spaces. Then the result follows as in
[Kne77, §4, Prop. 1]. □

We have seen in Proposition 1.4.7 that, on a given ring spectrum E over S, the data of a
symplectic orientations on E over S-schemes is equivalent to that of a σSp-orientations on E.
Thanks to the preceding result, we can make a finer statement.

Proposition 3.3.5. Let E be a ring spectrum over S. Then there are bijective correspondences
between:

(1) The symplectic orientations on E over S in the sense of Definition 3.2.5.
(2) The σSp-orientations on E over S in the sense of Definition 1.4.5.
(3) The fSp-orientations on E over S in the sense of Definition 1.4.5.

Moreover, the map between (3) and (2) is simply obtained by composing with the pseudo-
natural transformation κ : KSp → KSp.

Proof. In view of Proposition 1.4.7, we need only proving the equivalence between datas (2)
and (3). Recall that, according to Jouanolou’s trick, given any scheme X, there exists a
(Zariski-local) A1-torsor p : X ′ → X such that X ′ is affine. Then the result follows from the
preceding lemma applied to X ′, and the fact the pullback map: p∗ : E−modX → E−modX′

is an equivalence of categories. □
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3.3.6. Virtual symplectic Thom classes. Following 1.4.6, we now make explicit the data of
the fSp-orientation associated with an Sp-oriented ring spectrum (E, t) over S.

Given a stable symplectic bundle ω ∈ KSp(X), of rank r := rk(fSp(ω)), and with Thom
space Th(ω) := Th(fSp(ω)) in SH(X), one gets a virtual Thom class:

t(ω) ∈ E2r,r(Th(ω))

such that the natural map:

E∗∗(X) → E∗+2r,∗+r(Th(ω)), λ 7→ λ.t(ω)

is an isomorphism of bigraded E∗∗(X)-modules.
Moreover, this class is compatible with isomorphisms in ω, pullbacks in X in an obvious

sense. Let us spell out explicitly the compatibility with sums of two stable symplectic bundles
ω, ω′ of respective ranks r and r′. One gets a natural product map:

µ : E2r,r(Th(ω))⊗Z E2r′,r′(Th(ω′)) → E2r+2r′,r+r′(Th(ω + ω′)).

Then the following relation holds: µ(t(ω)⊗ t(ω′)) = t(ω+ω′). We can equivalently write this
as:

t(ω).t(ω′) = t(ω + ω′).

One deduces that µ induces an isomorphism of bigraded E∗∗(X)-modules:

E∗∗(Th(ω))⊗E∗∗(X) E∗(Th(ω′))
∼−→ E∗∗(Th(ω + ω′)).

Finally the virtual Thom class extends the Thom class associated with a symplectic vector
bundle. Given a symplectic bundle (V, ψ), one associates a virtual symplectic bundle [V, ψ] ∈
KSp(X) such that fSp([V, ψ]) = [V ] the stable vector bundles assocaited with V . One further
gets an identification Th([V, ψ]) = Th([V ]) = Th(V ), by construction of the Thom space
of the virtual bundle [V ]. Given this identification, one has in the group E2r,r(Th(V )) with
r = rk(V ):

t([V, ψ]) = t(V, ψ).

3.4. Higher Borel classes and GW-linearity.

3.4.1. Borel classes. Recall that to a symplectic orientation b of E is associated by Panin
and Walter a theory of Borel classes bn(U) ∈ E4n,2n(X), U/X a symplectic vector bundle
over a smooth S-scheme X. Besides, the Euler class introduced in Paragraph 3.2.3 satisfies
the relation: e(U) = br(U) when U has rank 2r. We refer the reader to [DF21, Section 2.2].
Following the classical scheme, one defines the total Borel class associated with U as the
following polynomial expression in t:

(3.4.1.a) bt(U) =
r∑

n=0

bn(U).tr.

Note moreover that, using relation (3.2.5.a) and the construction of Borel classes, one de-
duces further that for a morphism φ as in Definition 3.2.5, we have the following relation in
F4n,2n(X):

(3.4.1.b) φ∗(b
E
n(U)) = bFn(U).
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3.4.2. The symplectic splitting principle. As for Chern classes, one has a splitting principle for
Borel classes. Indeed, given any symplectic bundle V over a scheme X, there exists an affine
morphism p : X ′ → X inducing a monomorphism p∗ : E∗∗(X) → E∗∗(X ′) with the property
that p−1(V) splits as a direct sum of rank 2 symplectic bundles: p−1(V) = X1 ⊥ . . . ⊥ Xn.

One defines the Borel roots of V as the Borel classes ξi = b1(Xi) so that by the Whitney
sum formula [PW22, Theorem 10.5] the Borel classes of V are the elementary symmetric
polynomials in the variables ξi.

As in the classical case, one can compute universal formulas involving Borel classes of V by
introducing Borel roots ξi, which reduces to rank 2 symplectic bundles, compute as if V was
completely split, and then express the resulting formula in terms of the elementary symmetric
polynomials in the ξi.

3.4.3. We now give a complement to the theory of Borel classes which was known previously
only under the stronger assumption of the existence of an SL-orientation (see [DF21, 2.2.8]).
To start with, let us recall the following definition.

Definition 3.4.4. Let λ ∈ O(S)×. We denote by ⟨λ⟩ ∈ EndSH(S)(1) the endomorphism

induced by the pointed morphism λ : P1
S → P1

S given by [x : y] 7→ [λx : y].

As a result, λ acts on the set [X,Y ]SH(S) for any objects X,Y via

f 7→ f ∧ ⟨λ⟩ : X ∧ 1 → Y ∧ 1.

By abuse of notation, we still denote by ⟨λ⟩ the endomorphism IdX ∧ ⟨λ⟩. The aim of this
section is to prove the following theorem.

Theorem 3.4.5. Let (E, b) be an Sp-oriented ring spectrum, and thom classes t. Then for
any unit λ ∈ OS(X)×, and any Sp-vector bundle (V, ψ) over X, the following relation holds:

t(V, λψ) = ⟨λ⟩t(V, ψ).

As a corollary, we obtain the following result whose proof is the same as [DF21, 2.2.8].

Corollary 3.4.6. Let (E, b) be an Sp-oriented ring spectrum and let λ ∈ OX(X)× be a unit.
Then

bi(V, λψ) = ⟨λi⟩bi(V, ψ)
for any Sp-vector bundle (V, ψ) over X and any i ∈ N.

The proof of the theorem will occupy the remaining of this section. We first reduces to the
case E = MSpS (using Theorem 3.2.4) and to the case where of the tautological symplectic
bundle (U,φ) on BSp2 seen over the base scheme S. Given λ ∈ OS(S)

×, the relation to prove
is now:

th(U, λφ) = ⟨λ⟩th(U,φ).
The proof of the theorem will require some elaborate computations with the hyperbolic Grass-
mannians. Recall that HPnS = HGrS(2, ω2n+2) and that there are embeddings

in : HPnS → HPn+1
S

for any n ∈ N. In particular, HP0
S = S and we will consider HPnS as pointed by the image

of HP0
S = S under the above map. In the sequel, we will suppress the subscript S from the

notation to slightly lighten the expressions.
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There is an interesting cell structure on HPn for any n ∈ N, as explained by Panin-Walter
in [PW22]. There is a decomposition

HPn = X0 ⊔X2 ⊔ . . . ⊔X2n

where each Xi is of codimension 2i, smooth and quasi-affine. The closure X2i of X2i is of the
form X2i = X2i ⊔X2i+2 ⊔ . . . ⊔X2n and there is a projection

qi : X2i → HPn−i

identifying X2i with the total space of the universal bundle U2 over HPn−i. The composite of
the zero section HPn−i → X2i with X2i → HPn is the composite of embeddings in−1◦ . . .◦in−i
described above. In more detail, write e1, . . . , e2n+2 for the usual basis of O2n+2

S . Observe

that Ei = Vect(e2j−1, j = 1, . . . , i) is a totally isotropic subspace, in the sense that Ei ⊂ E⊥
i ,

and that we have a filtration of O2n+2
S of the form

0 := E0 ⊂ E1 ⊂ En+1 = E⊥
n+1 ⊂ . . . ⊂ E⊥

1 ⊂ 0⊥ = O2n+2
S

We have for any i = 0, . . . , n an embedding Gr(2, E⊥
i ) ⊂ Gr(2,O2n+2

S ) and we set X2i :=

Gr(2, E⊥
i ) ∩ HPn+1. In terms of the universal sequence, we can interpret these closed sub-

schemes as follows. Consider the projection p2 : O2n+2
S → OS on the second factor. As

E⊥
1 = ⟨e1, e3, e4, . . . , e2n+2⟩ we see that X2 is the closed subscheme where the section

U i−→ O2n+2 p2−→ O

vanishes. In particular, the normal bundle to X2 in HPn is (U∨)|X2
. Besides, if p1 : O2n+2

S →
OS is the projection to the first factor, it is easy to check that if the above composite vanishes
(i.e. we are on X2) then the composite

U i−→ O2n+2 p1−→ O

is arbitrary (i.e. the symplectic form on U is automatically nondegenerate). Observing that
the restriction of U to HPn−1 is the universal bundle, this realizes X2 as the total space of U∨

over HPn−1. We also deduce from this that the normal bundle to HPn−1 in HPn is U∨ ⊕U∨.
To conclude, let us say that the filtration HPn−1 = X ′

0⊔ . . .⊔X ′
2n−2 pulls back to the filtration

X2 ⊔ . . . ⊔X2n under the projection qn−1 : X2 → HPn−1.
Let us now concentrate on the geometry of X2i for i = 0, . . . , n, starting with X0. By

definition, X0 is the open subscheme over which the composite

π : U i−→ O2n+2 p2−→ O

is non trivial. This yields a nowhere vanishing section of U with kernel O (as U has trivial
determinant). We set Y = {f ∈ U |π(y) = 1}. This is a ker(π)-torsor over X0, i.e. an
A1-torsor over X0 of the form µ : Y → X0. We now work over Y . It is easy to see that there
exists a unique global section e of µ∗U which has the property that the symplectic form on
O2 induced by the isomorphism j : O2 ≃ U obtained via f, e is the usual hyperbolic one.

We may then write i : U → O2n+2 as a matrix1 0
a b
v w
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where a, b ∈ A1 and v, w ∈ A2n. The restriction of σ2n+2 under this map is the matrix(
0 b+ vtσ2nw

−b+ wtσ2nv 0

)
and it follows that b + vtσ2nw = 1. Now, the action of Ga on (a, v, w) is of the form Ga ×
A1 × A2n × A2n → A1 × A2n × A2n given by

λ ·

1 0
a b
v w

 =

1 0
a b
v w

(
1 0
λ 1

)
,

i.e. λ · (a, v, w) = (a + bλ, v + λw,w) = (a + λ(1 − vtσ2nw), v + λw,w). We may extend
this description to the other open cells X2i (or use inductively the fact that the pull-back of
X ′

0 ⊔ . . . ⊔X ′
2n−2 is X2 ⊔ . . . ⊔X2n) to obtain the following result ([PW22, Theorem 3.4]).

Lemma 3.4.7. The cell X2i is the quotient of A1 ×Ai×A2n−2i×Ai×A2n−2i under the free
action of Ga given by

λ · (a, v1, v2, w1, w2) 7→ (a+ λ(1− vt2σ2n−2iw2), v1 + λw1, v2 + λw2, w1, w2).

In particular, the cells X2i are A1-contractible for i = 0, . . . , n.

As a consequence, we obtain the following lemma.

Lemma 3.4.8. For n ≥ 1, there is a canonical weak-equivalence

cn : HPn ≃ Th(U|HPn−1).

Proof. Consider the open immersion X0 ⊂ HPn, whose closed complement is X2. The normal
bundle to X2 in HPn being U∨, we obtain by purity a cofiber sequence

X0 → HPn → Th(U∨
|X2

)

and therefore, as X0 is contractible, a weak-equivalence HPn → Th(U∨
X2

). The inclusion

HPn−1 ⊂ X2 is a weak-equivalence (being the zero section of a vector bundle) and the pull
back of U∨

|X2
under this map is just U∨

HPn−1 , which is isomorphic to its dual. We then obtain

a string of canonical weak-equivalences Th(U∨
|X2

) ≃ Th(U∨
|HPn−1) ≃ Th(U|HPn−1). □

For n ≥ 0, the universal subbundle U on HPn+1 restricts to the canonical bundle on HPn
and we obtain an induced map

jn : Th(U|HPn) → Th(U|HPn+1).

The following lemma will prove useful in the sequel.

Lemma 3.4.9. Let n ≥ 1 and let τn : HPn → Th(U|HPn) be the canonical morphism. Then,
the following diagram commutes in H(S)

HPn cn //

in

��
τn

&&

Th(U|HPn−1)

jn−1

��
HPn+1

cn+1

// Th(U|HPn).
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Proof. We first prove that the bottom triangle commutes. Consider the composite of the zero
section X2 → U|X2

with the projection U|X2
→ Th(U|X2

). The deformation to the normal

cone shows that the following diagram commutes in H(S)

X2
//

��

U|X2

��
X0

// HPn+1 // Th(U|X2
).

On the other hand, we have a commutative diagram

HPn //

��

U|HPn

��
X2

// U|X2

inducing the weak-equivalence Th(U|HPn) → Th(U|X2
). The claim follows from the fact that

the composite
HPn → X2 → HPn+1

is in. We prove next that the other triangle commutes. For this, recall that X ′
0 ⊂ HPn is

defined as the complement of the vanishing locus of a section s : U → O. We then obtain a
commutative diagram

X ′
0

//

��

HPn //

s

��

Th(U|X′
2
)

��
U \ 0 // U // Th(U).

In H(S), s and the zero section are equal, and we conclude observing that the composite

Th(U|HPn−1) // Th(U|X′
2
) // Th(U)

is just jn. □

We now pass to the definition of an action of Gm on HPn for any n ∈ N. Let λ ∈ O(S)×

and let mλ : O2
S → O2

S be given by the matrix(
λ 0
0 1

)
.

A direct computation shows that m∨
λσ2mλ = λ · σ2 and it follows that mλ induces a map

Sp2(S) → Sp2(S)

given by A =

(
a b
c d

)
7→ m−1

λ ·A ·mλ =

(
a λ−1b
λc d

)
. This induces an action of Gm on Sp2,

and consequently an action of Gm on BSp2. This could be defined at the level of HPn for
n ∈ N as follows: Set

Gr(2,O2n+2
S ) → Gr(2,O2n+2

S )

by considering the composite

U i−→ O2n+2 m⊕n+1
λ−−−−→ O2n+2.
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If i∨σ2n+2i is non degenerate, then so is the composite

i∨(m⊕n+1
λ )∨σ2n+2(m

⊕n+1
λ i) = λ · (i∨σ2n+2i).

Consequently, the above action of Gm on Gr(2,O2n+2
S ) restricts to an action of Gm on

HGr(2,O2n+2
S ) = HPn. Let us denote by

µ : Gm ×HPn → HPn

this action, and π : Gm ×HPn → HPn the projection to the second factor.

Lemma 3.4.10. There is a canonical isomorphism f : π∗U → µ∗U on Gm ×HPn.

Proof. We start by exhibiting a Gm-equivariant open covering ∪mi=1Vi of HPn which has the
following properties

(1) Vi is affine for any i = 1, . . . ,m.
(2) The restriction of U to Vi is free for any i = 1, . . . ,m.

To obtain this, we consider the composite morphism

HPn → Gr(2,O2n+2
S ) → P

(2n+2)(2n+1)
2

S

where the second map is the Plücker embedding. We note that the Gm-action on HPn is
the restriction of a Gm-action on Gr(2,O2n+2

S ). The latter can be extended (taking exterior

powers) to an action on P
(2n+2)(2n+1)

2
S which is easily seen to be diagonal. It follows that

the usual covering of the latter by affine spaces (complement of the zero locus of a given
coordinate) is Gm-equivariant. We define the open subschemes Vi ⊂ HPn as the intersections
of this covering with HPn. The latter being affine, it follows that (1) above is satisfied. For
(2), we observe that the condition on the minors is equivalent to the composite

U i−→ O2n+2 → O2

being an isomorphism (the projection corresponds to the identification of some minor).
This covering being obtained, we now choose over each Vi a symplectic basis of U|Vi and

we may recover U from the open covering Vi and transition functions Vi ∩Vj → Sp2. A direct
computations shows that µ∗U is then obtained via the transition functions

Vi ∩ Vj → Sp2 → Sp2

where the second map is given by(
a b
c d

)
7→

(
a tb

t−1c d

)
=

(
t 0
0 1

)(
a b
c d

)(
t−1 0
0 1

)
where t is a parameter of Gm. We now define π∗U|Vi → µ∗U|Vi using the matrix

(
t 0
0 1

)
. A

direct computation shows that this behaves well with the transition functions, yielding the
required isomorphism f : π∗U → µ∗U . □

We now fix λ ∈ O(S)×, obtaining a multiplication by λ morphism

µλ : HPn → HPn.
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Using the above lemma, we obtain a commutative diagram

U
f //

!!

µ∗λU
//

��

U

��
HPn µλ

// HPn

and then a morphism of Thom spaces µfλ : Th(U|HPn) → Th(U|HPn) making the diagram

HPn
µλ //

��

HPn

��
Th(U|HPn)

µfλ

// Th(U|HPn)

commutative.
We note here that the action of Gm on HPn stabilizes the cellular filtration

HPn = X0 ⊔ . . . ⊔X2n

in the sense that the subschemes Xi (and their closure) are Gm-equivariant. As a result, we

see that the morphisms in Lemma 3.4.9 all commute with the relevant morphisms µλ and µfλ.

Lemma 3.4.11. The endomorphism µλ : HP1 → HP1 is equal to ⟨λ⟩ in EndSH(S)(HP1).

Proof. By the above remark, we have a commutative diagram

HP1 c1 //

µλ

��

Th(U|HP0)

µfλ
��

HP1
c1
// Th(U|HP0)

Now, U|HP0 is trivial and f is just the multiplication by

(
λ 0
0 1

)
. The claim follows easily. □

By construction, there is a tautological Thom class

th(U|HPn) : Th(U|HPn) → MSp(2)[4]

which has the property that the following diagram commutes for any n ∈ N:

Th(U|HPn)
th(U|HPn ) //

jn
��

MSp(2)[4]

Th(U|HPn+1)
th(U|HPn+1 )

//MSp(2)[4]

Proposition 3.4.12. For any n ≥ 0, the composite

Th(U|HPn)
µfλ−→ Th(U|HPn)

th(U|HPn )−−−−−−→ MSp(2)[4]

is equal to ⟨λ⟩th(U|HPn) in [Th(U|HPn),MSp(2)[4]]SH(R).
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Proof. We work by induction on n. If n = 0, this is a direct consequence of (the proof of)
Lemma 3.4.11. Let us then suppose that the result is true for some n − 1 ≥ 0 and consider
the composite

Th(U|HPn)
µfλ−→ Th(U|HPn)

th(U|HPn )−−−−−−→ MSp(2)[4].

We have a commutative diagram

Th(U|HPn−1)
µfλ //

jn−1

��

Th(U|HPn−1)
th(U|HPn−1 )

//

jn−1

��

MSp(2)[4]

Th(U|HPn)
µfλ

// Th(U|HPn)
th(U|HPn )

//MSp(2)[4]

By induction, we know that

(th(U|HPn) ◦ µ
f
λ) ◦ jn−1 = (⟨λ⟩th(U|HPn)) ◦ jn−1

and it suffices to prove that

j∗n−1 : [Th(U|HPn),MSp(2)[4]] → [Th(U|HPn−1),MSp(2)[4]]

is injective for n ≥ 1. Now, we may use Lemma 3.4.9 to obtain

τ∗n = c∗n ◦ j∗n−1

and it suffices to show that τ∗n is injective. However, it follows from [PW22] that the cofiber
sequence

U \ 0 → HPn τn−→ Th(U|HPn)

induces a short split exact sequence

0 → [Th(U|HPn),MSp(2)[4]]
τ∗n−→ [HPn,MSp(2)[4]] → [U \ 0,MSp(2)[4]] → 0

and in particular τ∗n is injective. □

Proof of Theorem 3.4.5. Taking colimits, it is sufficient to prove the result for the Thom
classes of U|HPn for any n ∈ N. It follows from the above proposition that we have

⟨λ⟩th(U|HPn) = th(U|HPn) ◦ µ
f
λ.

Now, the property of Thom classes reads as th(U|HPn) ◦ µ
f
λ = th(f∗µ∗λU|HPn) and a direct

computation shows that f∗µ∗λ(U|HPn , φ) = (U, ⟨λ⟩φ). □

3.5. The FTL associated to an Sp-oriented spectrum.

3.5.1. Let (E, b) be an Sp-oriented ring spectrum over S. Its ring of coefficients E∗∗ :=
E∗∗(S) is a bigraded ring. Moreover, the action of ϵ = −⟨−1⟩ on SH(S) allows to equip it
with a bigraded Zϵ-algebra structure. When dealing with symplectic orientations, and the
forthcoming associated FTL, it is more natural to consider the subring E⟨2⟩∗ := (E4n,2n(S), n ∈
Z), which is now a graded Zϵ-algebra.17

In [DF21, Def. 2.3.2], we proved that one can associate to (E, b) a (3, 4)-series that we

will denote by F bt (x, y, z) with coefficients in E⟨2⟩∗. The method is directly imported from

17Indeed, Borel classes live in degree ⟨2⟩∗.
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the GL-oriented case (compare [Dég18b, 2.1.19]): thanks to the symplectic projective bundle
theorem ([DF21, 2.2.3]), one gets a canonical isomorphism

E⟨2⟩∗(HP∞
S ×S HP∞

S ×S HP∞
S ) ≃ E⟨2⟩∗(S)[[x, y, z]]

where x (resp. y, z) are formal variables which corresponds to the Borel class of the tau-
tological symplectic bundle U1 (resp. U2, U3) on HP∞

S over the first (resp. second, third)
coordinates. The triple tensor product U1 ⊗U2 ⊗U3 is naturally a rank 8 symplectic bundle.
It follows that one can write the total Borel class (3.4.1.a):

(3.5.1.a) F bt (x, y, z) := bt(U1 ⊗ U2 ⊗ U3)

as a polynomial in t of degree 4, with coefficients in E∗∗[[x, y, z]]. In other words, the expression
F bt (x, y, z) defines a (3, 4)-series in the formal variables x, y, z as required. It satisfies the
symmetry and associativity axioms of Definition 3.1.2 according to the analogous properties
of the tensor product of symplectic bundles.

In op. cit., the Neutral and Semi-neutral element axioms were only proved under the
additional assumption that E is SL-oriented. Thanks to Corollary 3.4.6, we can now avoid
the latter assumption on E. In fact, the mentioned corollary readily implies that the FTL
F bt (x, y, z) satisfies the ϵ-linearity axiom. Once this property is known, one deduces the
Neutral and Semi-neutral element properties as in the proof of [DF21, Prop. 2.3.4].

The above procedure allows us to deduce the following theorem (which enhances [DF21,
§2.3] thanks to the ϵ-linearity axiom).

Proposition 3.5.2. The association (E, b) 7→
(
E⟨2⟩∗, F bt (x, y, z)

)
described above defines a

canonical pseudo-functor from the scheme-fibred category of Sp-oriented ring spectra to the
ring-fibred category of formal ternary laws FT L.

Proof. The association on objects was described in the paragraph preceding the statement.
The functoriality assertion follows from Formulas (3.5.1.a), (3.4.1.b) and the symplectic split-
ting principle [DF21, Par. 2.2.5]. □

Remark 3.5.3. To be more explicit about the pseudo-functoriality assertion (see also the forth-
coming proposition), we mean in particular that for any morphism of scheme f : T → S and
any sSp-oriented ring spectrum (E, b) over S, if we let ET = f∗(E) with the Sp-orientation bT
obtained by pullback (from the MSp-algebra structure), then one gets a canonical morphism
of FTL: (

E⟨2⟩∗(S), F bt
)
→

(
E⟨2⟩∗(T ), F bTt

)
which can be decomposed as an extension of scalars along the ring extension E⟨2⟩∗(T )/E⟨2⟩∗(S)
and then an isomorphism.

Definition 3.5.4. Let S be a scheme. We say that a formal ternary law (R,Ft) is repre-
sentable over S if there exists an Sp-oriented ring spectrum (E, b) over S such that (R,Ft) ≃
(E∗∗(S), F bt ). We will say that (R,Ft) is weakly representable over S if there exists an Sp-
oriented ring spectrum (E, b) and a (graded) ring homomorphism φ : E∗,∗(S) → R such that
(R,Ft) = (E∗∗, φ∗F

b
t ).

Representable (resp. weakly) will mean representable (resp. weakly) over some scheme.

Example 3.5.5. Recall Definition 3.1.5 for additive and multiplicative FTL.

(1) The additive FTL with coefficients in Zϵ (resp. Qϵ) is representable by Milnor-Witt
motivic cohomology spectrumHMWZ over Q (resp. Z) as proved in [DF21, Th. 3.3.2])
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(resp. [DF21, Cor. 3.3.5]). More generally, over any Z[1/6]-scheme (any scheme) S,
the Sp-oriented ring spectrum HMWZS (resp. HMWQS) admits the additive formal
group law (see loc. cit. and use base change Remark 3.5.3).

(2) The multiplicative FTL with coefficients in Zmulϵ is representable by the (higher)
Grothendieck-Witt (aka hermitian K-theory) GWR ring spectrum over R, according
to [FH23, Th. 6.6] (see also [CDFH21, §3.2]). More generally, using again base
change, over any Z[1/2]-scheme S, the Sp-oriented ring spectrum GWS admits the
multiplicative formal group law.

Remark 3.5.6. There is an obvious obstruction for an FTL to be representable: its ring of
coefficients must be isomorphic to the ⟨2⟩∗-graded part of the ring of coefficients of some
(motivic) ring spectrum. In particular, it must be graded! Note on the other hand that the
grading on the ring of coefficients of a representable FTL is compatible with the notion of
degree introduced in Definition 3.1.2.

Apart from the obvious restriction on grading, the problem of determining which FTLs
are representable is a mystery. Note that it is already an open question to determine which
formal group laws are representable by a classical complex-oriented ring spectrum, or even a
GL-oriented (motivic) ring spectrum.

Proposition 3.5.7. Let (E, b) be an Sp-oriented ring spectrum with associated formal ternary
law F bt .

Then there exists a one-to-one correspondence between the strict isomorphisms of FTL
(Definition 3.1.7) of the form (Id, ϕ) : (E⟨2⟩∗, F bt ) → (E⟨2⟩∗, Ft) and the Sp-orientations b′ of
E.

Proof. Indeed, according to Corollary 3.2.10, the Sp-orientation b′ corresponds to the power
series ϕ with coefficients in E∗∗ such that b′ = ϕ(b). The fact that (Id, ϕ) is an isomorphism

from F bt to F b
′
t follows from the symplectic splitting principle and Formula (3.2.10.a).

Given now a strict isomorphism of the form (Id, ϕ) : (E∗∗, F bt ) → (E∗∗, Ft), we get that
b′ = ϕ(b) is an Sp-orientation and the isomorphism ϕ gives an identification between Ft and
F bt . □

As in the classical case, one gets the following notable corollary.

Corollary 3.5.8. Given an Sp-orientable ring spectrum E, there exists a unique formal
ternary law FE

t up to strict isomorphism associated with an Sp-orientation on E.
Moreover, given any ring spectrum F, if F admits an E-algebra structure, then F is Sp-

orientable and the FTL associated with any Sp-orientation on F is uniquely strictly isomor-
phism to FE

t (after extension of scalars along F⟨2⟩∗/E⟨2⟩∗).

We close this section with the following theorem.

Theorem 3.5.9. Any representable formal ternary law Ft with coefficients in a Q-algebra is
uniquely strictly isomorphic to the additive FTL.

In other words, there exists a unique strict isomorphism of FTLs

logFt : (R,Ft) →
(
R,F addt

)
called the logarithm of Ft.

Proof. Let (E, b) be a rational Sp-oriented ring spectrum over some scheme S whose associated
FTL is Ft. The rationalization LQE still represents Ft, so we can assume that E is rational.
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According to [DFJK21, Cor. 6.2], the rational sphere spectrum over S is isomorphic to
the rational Milnor-Witt motivic cohomology spectrum HMWQS . In particular E admits a
canonical HMWQS-algebra structure. Then the theorem follows from Example 3.5.5(1) and
the preceding corollary. □

3.6. Todd classes and FTL.

3.6.1. As in 2.2.1, we consider Sp-oriented ring spectra (E, b) and (F, b′) and a morphism of
ring spectra ψ : E → F. For any scheme S, we consider the induced morphism of bigraded
rings:

ψHP∞
S

: E∗∗(HP∞
S ) → F∗∗(HP∞

S ).

According to the symplectic projective bundle theorem ([DF21, Th. 2.2.3]), ψHP∞
S
corresponds

to a morphism of bigraded rings:

E∗∗(S)[[u]] → F∗∗(S)[[t]]

where u and t are indeterminates of bidegree (4, 2). Let us denote by ϕ(t) the power series
image of u under this latter map. By definition, ϕ(t) is uniquely determined by the relation
in F∗∗(HP∞

S ):

(3.6.1.a) ψHP∞
S
(b) = ϕ(b′).

Moreover, ϕ(b′) is an Sp-orientation of F over S and it follows from Corollary 3.2.10 that it
has the form:

ϕ(t) = t+
∑
i>1

ai.t
i

where ai ∈ F4−4i,2−2i(S). In particular, the following power series is well defined:

Θ̃(t) :=
t

Θ(t)
= 1− a2.t+ (a22 − a3).t

2 + (−a4 + 2a2a3 − a32).t
4 + · · ·

The next result is a direct analog of the GL-oriented case (see [Dég18b, Prop. 4.1.2]).

Proposition 3.6.2. The Todd class tdψ : KSp0 → F00× associated with the morphism ψ
(Proposition 2.2.2) is uniquely characterized by the relation

tdψ([U ]) =
t

Θ(t)

∣∣∣∣
t=b1(U)

for a rank 2 symplectic bundle U over X.

The case of an arbitrary symplectic bundle U of rank 2n is determined by the symplectic

splitting principle 3.4.2. One introduces Borel roots b
(1)
1 = b1(U1), ..., b

(n)
1 = b1(Un) such that

the Borel classes of U satisfies the relations given by bt(U) =
∏
i(1 + b

(i)
1 .t). Then we obtain

the expression

tdψ([U ]) =
n∏
i=1

Θ̃
(
b
(i)
1

)
which gives a computation of the left hand-side in terms of the Borel classes bi(U).

4. Todd classes and GRR formulas in the symplectic case

In this section, we compute the Todd classes associated to some morphisms of ring spectra.
We focus on two morphisms, both involving ring spectra that are Sp-oriented but not GL-
oriented.
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4.1. Adams operations. Let S = Spec(Z[12 ]), and letKO be the ring spectrum representing
Hermitian K-theory (aka higher Grothendieck-Witt groups) over S. For any integer n ∈ N,
let further n∗ ∈ KO0,0(S) be defined by

n∗ =

{
n if n is odd.
n
2 (1− ϵ) if n is even.

For any n ≥ 1, we have a morphism of ring spectra (constructed either in [FH23] or [BH20b])

Ψn : KO → KO

[
1

n∗

]
called the n-th Adams operation. These morphisms satisfy the same properties as the classical
Adams operations on K-theory. For instance, we have Ψm[ 1

n∗ ] ◦Ψn = Ψmn for any m,n ≥ 1.
Moreover, denoting by f : KO → KGL the forgetful map, we obtain a commutative diagram
for any n ≥ 1

KO
Ψn //

f

��

KO[ 1
n∗ ]

f

��
KGL

Ψn
// KGL[ 1n ]

where the bottom map is the classical Adams operation. Note that n∗ is hyperbolic when n
is even. The Adams operations on KO are obtained via unstable operations

ψn : GW2i → GW2in

for any i ∈ Z and any n ∈ N ([FH23, §5]). Here GW2i represents symplectic K-theory if i is
odd and orthogonal K-theory if i is even. There is a periodicity element γ ∈ GW4(Z) having
the property that

GW2i(X)
·γ−→ GW2i+4(X)

is an isomorphism for any i ∈ Z and any X. In that setting, the unstable operation ψn can
be inductively computed using the formula ([FH23, (5.1.c)])

(4.1.0.a) ψn(y) = yψn−1(y)− γψn−2(y)

where y is the class in GW2(X) of a rank 2 symplectic bundle.
Even though the spectrum we consider is a priori not defined over Z, it is still convenient

to consider the graded Zϵ-algebra
Zϵ[τ, γ±1]/⟨τ2 − 2hγ, (1 + ϵ)τ⟩

in which τ is of degree 2 and γ of degree 4. There is an isomorphism of graded Zϵ = GW0(Z)-
algebras

Zϵ[τ, γ±1]/⟨τ2 − 2hγ, (1 + ϵ)τ⟩ ≃
⊕
i∈Z

GW2i(Z)

under which τ is mapped to the class of the hyperbolic plane in GW2(Z). It is clear that for
any X as above, KO∗,∗(X) is an algebra over this ring.

If E is a symplectic bundle of rank 2 on a scheme X, its (first) Borel class b1(E) is the
class of [E]−τ in KO4,2(X) = GW2(X). In particular, we have seen that X = HP∞

Z[ 1
2
]
(which

can be seen as an ind-object in the category of smooth schemes) has a universal symplectic
bundle U with associated class u ∈ KO4,2(X), and we set x := b1(U) = u− τ .
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Lemma 4.1.1. For any n ≥ 1, there exists a unique monic polynomial

pn(x) ∈ Zϵ[τ, γ±1, x]/⟨τ2 − 2hγ, (1 + ϵ)τ⟩
of degree n− 1 such that

ψn(x) = xpn(x).

It satisfies the inductive formula p1(x) = 1, p2(x) = x+ 2τ and

pn(x) = (x+ τ)pn−1(x)− γpn−2(x) + ψn−1(τ).

Proof. For u, we have ψ0(u) = 2, ψ1(u) = u and for n ≥ 2

ψn(u) = uψn−1(u)− γψn−2(u)

in view of formula (4.1.0.a). The same holds for τ and we we obtain

ψn(u)− ψn(τ) = uψn−1(u)− γψn−2(u)− τψn−1(τ) + γψn−2(τ)

= (u− τ)ψn−1(u) + τ(ψn−1(u)− ψn−1(τ))− γ(ψn−2(u)− ψn−2(τ))

= (x+ τ)ψn−1(x) + xψn−1(τ)− γψn−2(x).

This yields

xpn(x) = ψn(x)

= (x+ τ)ψn−1(x) + xψn−1(τ)− γψn−2(x)

= (x+ τ)xpn−1(x) + xψn−1(τ)− γxpn−2(x).

As x is a not a zero divisor, we conclude. □

As noted in the proof, the polynomials pn actually compute the quotients ψn(x)/x. In view
of (2.2.2.b), the Todd class of u associated to the operation Ψn can actually be computed as

td−1
Ψn(u) = Ψn(x)/x

since x = u−τ = b1(u) = e(U,KO) (in principle, we would have to choose a stable orientation
of U , but here we can take the “canonical one” since U is symplectic). Now, the stable
operations Ψn are obtained out of the unstable ones by inverting a convenient element ω(n)
defined as follows ([FH23, Lemma 5.3.3]):

ω(n) =


0 if n = 0.

1 if n = 1.

τω(n− 1)− γω(n− 2) + ψn−1(τ) if n ≥ 2.

One can then explicitly compute ω(n) as follows ([FH23, Proposition 5.3.4]):

ω(n) =


n
(n− 1

2
(1− ϵ) + ⟨−1⟩

n−1
2

)
γ
n−1
2 if n is odd,

n2

2
τγ

n−2
2 if n is even

and set

(4.1.1.a) Ψn =
1

ω(n)
ψn

for any n ∈ N (one observes that ω(n) is indeed invertible whenever n∗ is).

Lemma 4.1.2. For any n ≥ 2, we have and pn(x) = xn−1 + nτxn−2 + rn−2(x) for some
polynomial rn−2(x) of degree ≤ n− 3. Further, we have pn(0) = rn−2(0) = ω(n).
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Proof. For the first assertion, we already know that pn is monic. To compute the coefficient
of xn−2, it suffices work by induction using

pn(x) = (x+ τ)pn−1(x)− γpn−2(x) + ψn−1(τ)

and p2 = x+ 2τ . For the second statement, we observe that pn(0) and ω(n) satisfy the same
inductive definition. It suffices then to prove that ω(2) = p2(0) to conclude. The left-hand
side is τ + ψ1(τ) = 2τ , which is precisely p2(0). □

Remark 4.1.3. We were not able to give a closed formula for pn. For small values of n, they
can be inductively computed, but it would be interesting to be actually able to write them
for all integers n.

As pn = ψn(x)/x and Ψn = 1
ω(n)ψ

n, this immediately yields the following proposition.

Proposition 4.1.4. For any n ≥ 1, there exists unique polynomials

qn(x) ∈ Zϵ[τ, γ±1, ω(n)−1, x]/⟨τ2 − 2hγ, (1 + ϵ)τ⟩

of degree n − 1 such that qn(0) = 1, qn(x) = 1
ω(n)(x

n−1 + nτxn−2) + rn−2(x) with rn−2 of

degree ≤ n− 3. They satisfy

td−1
Ψn(u) = qn(u− τ).

This proposition allows to compute the Todd class tdΨn associated to any symplectic bundle
of rank 2, using the splitting principle and the fact that U is the universal rank 2 bundle.

4.2. The Borel character. We begin by recalling that the Borel character is a morphism
of ring spectra

bot : KO
(bo2n)n∈Z−−−−−−−→

⊕
n even

HMWQ(2n)[4n]⊕
⊕
n odd

HMQ(2n)[4n].

Let p : HMWQ → HMQ be the projection from MW-motivic cohomology to ordinary motivic
cohomology and let f : KO → KGL be the forgetful map considered in the previous section
(both are morphism of ring spectra over S). We will considerHMQ (resp. KGL) as aHMWQ-
algebra using the morphism p (resp. a KO-algebra using the morphism f). More explicitly,
if X is a (ind-)smooth S-scheme, we will set α ·β := p(α) ·β for any α ∈ HMWQ(i)[j](X) and
any β ∈ HMQ(a)[b](X).

We have a commutative diagram of spectra

(4.2.0.a) KO
bot //

f

��

⊕
n evenHMWQ(2n)[4n]⊕

⊕
n oddHMQ(2n)[4n]

p⊕Id
��

KGL
cht

//
⊕

n evenHMQ(2n)[4n]⊕
⊕

n oddHMQ(2n)[4n]

where cht is the usual Chern character.
Let further X be a (ind-)smooth S-scheme and E be a symplectic bundle of rank 2d on X.

We may see E as the class of a morphism Σ∞
T X → KOS(2)[4] whose image under the Borel

character is by definition of the form

(4.2.0.b) bot(E) = 2d+ χ̃2(E) +
1

4!
χ4(f(E)) +

1

ψ6!
χ̃6(E) + . . .
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in
⊕

n oddHMWQ(2n)[4n]⊕
⊕

n evenHMQ(2n)[4n] where

χ̃2n : GW2 → HMW(2n)[4n]

is defined inductively by setting χ̃2 = b1 (the first Borel class in HMW(2)[4]) and using

(4.2.0.c) χ̃2n − b1χ̃2n−2 + b2χ̃2n−4 + . . .+ (−1)n−1bn−1χ̃2 + (−1)nnbn = 0.

The operation

χ2n ◦ f : GW2 → HM(2n)[4n]

is defined in a similar fashion, using the forgetful functor f : GW2 → K0 and the operation
χ2n : K0 → HM(2n)[4n] worked out by Riou ([Rio10, Remark 6.2.2.3]). The symmetric
bilinear forms ψ2n are defined by

ψ2n =


1 if n = 0, 1

n(2n− 1)(2n− 2)(2n− 3)h if n ≥ 2 is even,

2n(2n− 2)
(
(2n2 − 4n+ 1)h− ϵ

)
if n ≥ 3 is odd,

and we set

ψ2n! = ψ2 · ψ6 · . . . · ψ2n.

One checks that their inverses are indeed well defined in HMWQ(0)[0](S), at least if 1
2 ∈ O(S)

([DF21, Theorem 4.3.2]).
If U is the universal bundle on HP∞

S and u is its class in GW2(HP∞
S ), we have χ̃2+4n(E) =

b1(U)2n+1 according to [DF21, §4.1.7], while χ4n(f(U)) = 2c2(U)2n [DF21, Lemma 4.3.4]. If
x := b1(u) = b1(u−τ), then its image p(x) under the morphism p : HMWQ(2)[4] → HMQ(2)[4]
is −c2(U) and the HMW-algebra structure on HM reads in this case as

p(x)2n = x · p(x)2n−1

for any n ≥ 1. As b1(τ) and c2(τ) are both trivial, we obtain an expression (slightly reordering
terms) of bot(u− τ) of the form∑
n≥1

2

(4n)!
p(x)2n

+

x+
∑
n≥1

1

ψ2+4n!
x2n+1

 = x·

∑
n≥1

2

(4n)!
p(x)2n−1 + 1 +

∑
n≥1

1

ψ2+4n!
t2n

 .

As x = u− τ is the first Borel class of U in KGL(2)[4], we then see that

td−1
bot

(u) =

1 +
∑
n≥1

2

4n!
p(x)2n−1 +

∑
n≥1

1

ψ2+4n!
x2n

 .

We now make use of the fact that rationally the ring spectrum representing MW-motivic
cohomology decomposes as a product (this could even by taken as a definition [DFJK21, §5,
§6])

HMWQ ≃ HMQ×HWQ
where HWQ is the spectrum representing the cohomology of the rational Witt sheaf. Here
the composite HMWQ ≃ HMQ×HWQ → HMQ is just the morphism we denoted by p, and
we denote by p′ : HMWQ ≃ HMQ×HWQ → HWQ the composite of the decomposition and
the second projection. This equivalence yields in particular in degree (0, 0) an isomorphism

H0,0
MWQ(S) ≃ KMW

0 (S) ≃ Q(S)×W(S)
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where Q is the sheaf associated to the constant presheaf Q. In view of this decomposition
and the commutative diagram (4.2.0.a), we obtain

p(td−1
bot

(u)) = td−1
cht

(f(u))

and we see that it suffices to compute the latter and p′(tdbot(u)) to obtain tdbot(u).

Proposition 4.2.1. If U is a rank 2 symplectic bundle on a smooth S-scheme X and u ∈
GW2(X) is its associated class, we have

td−1
cht

(f(u)) = 2
∑
i≥1

(−c2(U))i−1

(2i)!
.

Proof. By universality, it suffices to consider the situation where X = HP∞
S and U is the

universal rank two symplectic bundle. We may consider the projective bundle π : Y :=
P(U) → X and replace X by Y in view of the splitting principle, as both K-theory and
motivic cohomology are GL-oriented. Over Y , U splits as an extension of a line bundle L
with its dual, and we have

cht(f(u)) = ec1(L) + ec1(L
∨) = ec1(L) + e−c1(L) = 2 cosh(c1(L)).

This yields cht(f(u − τ)) = 2 cosh(c1(L)) − 2. Using c1(L)
2 = −c1(L)c1(L∨) = −c2(U), the

expression reads as

cht(f(u− τ)) = 2
∑
i≥1

(−c2(U))i

(2i)!

As the first Borel class of U in CH2(X) is −c2(U), we finally obtain

td−1
cht

(f(u)) = 2
∑
i≥1

(−c2(U))i−1

(2i)!
.

□

We now start the computation of p′(tdbot(u)) which is obtained by omitting the terms of
the form χ2n (including 2d) in the expression (4.2.0.b), replacing the operations χ̃2+4n by the
operations χ̃W

2+4n := p′ ◦ χ̃2+4n and taking the images of the symmetric bilinear forms ψ2n in
the group W(S)⊗Q. Since ϵ = 1 and h = 0 in W(S)⊗Q, we obtain for n ≥ 3 odd

ψ2n = −2n(2n− 2),

so that ψ4n+2 = −4n(4n+ 2) = −8n(2n+ 1) = −4(2n+ 1)2n for any n ≥ 1 and ψ2 = 1. The
following lemma is easily proved by induction.

Lemma 4.2.2. For n ≥ 0, we have ψ4n+2! = (−1)n22n(2n+ 1)!.

We then obtain an expression of the form

p′(td−1
bot

(u)) = x+
∑
n≥1

1

ψ2+4n!
x2n+1 = x+

∑
n≥1

(−1)n

22n(2n+ 1)!
x2n+1

where x = e(U,HWQ) is the Euler class of U (which coincides with the first Borel class).
Dividing by x, we finally obtain the following result.
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Proposition 4.2.3. The Todd class associated to the morphism of ring spectra

KO
p′◦bot−−−−→

⊕
n even

HWQ(2n)[4n]

is of the form

td−1
p′◦bot(u) = 1 +

∑
n≥1

(−1)n

(2n+ 1)!

(x
2

)2n

where x = e(U,HWQ) is the Euler class of the universal rank 2 bundle U on HP∞.

Remark 4.2.4. The power series in the expression of the inverse of the Todd class of u is in

fact the power series
sin(x

2
)

x
2

.

If now (E,φ) is a symplectic bundle of rank 2n over a smooth scheme X, we may now use
the splitting principle to suppose (up to passing to a smooth scheme Y/X) that E splits as a
sum of rank 2 symplectic bundles, the so-called Borel roots α1, . . . , αn of E. The Todd class
of E is then of the form

tdp′◦bot(E) =
n∏
i=1

αi
2

sin(αi2 )

where we have somewhat abusively denoted by αi the first Borel class of the respective Borel
roots. For the Todd class tdcht , we refer to [Ful98, Example 3.2.4].

4.3. The quadratic Hirzebruch-Riemann-Roch theorem.

4.3.1. In this section, we illustrate Theorem 2.2.4 in the case of the Borel character discussed
in the previous section.

We consider a smooth proper scheme X over a field k of even dimension d = 2n, with
projection p : X → Spec(k) and canonical bundle ωX/k = det(ΩX/k). We let f : L⊗2 →
ωX/k be an orientation of X/k (see Example 2.1.2). Using this isomorphism, we obtain an
isomorphism (corresponding to the fact GW is SLc-oriented)

GW2(X) ≃ GW2(X,L⊗2) ≃ GW2(X,ωX/k)

mapping the (isometry class of the) symplectic bundle (V, φ) to (V ⊗ L, f ◦ (φ ⊗ Id)). The
same formula applies for GW0(X).

The isomorphism f ◦ (φ⊗ Id) induces for any i ∈ N an isomorphism

[f ◦ (φ⊗ Id)]i : Hi(X,V ⊗ L) → Hi(X, (V ⊗ L)∨ ⊗ ωX/k).

Serre duality yields a canonical isomorphism can : Hi(X, (V ⊗L)∨⊗ωX/k) ≃ H2n−i(X,V ⊗L)∗
and we finally obtain isomorphisms

φi : Hi(X,V ⊗ L) → H2n−i(X,V ⊗ L)∗.

In particular, for i = n, the isomorphism

φn : Hn(X,V ⊗ L) → Hn(X,V ⊗ L)∗

yields either a symmetric or symplectic form on the vector space Hn(X,V ⊗L) in the following
way: If [V, φ] ∈ GW2m(X), then [Hn(X,V ⊗ L), φn] ∈ GW2m−2n(k). For instance, if φ is
symplectic and n is odd then φn is symmetric. The following proposition can be seen as a
computation of the tranfer map in Grothendieck-Witt theory.



QUADRATIC RIEMANN-ROCH FORMULAS 51

Proposition 4.3.2. Let [V, φ] ∈ GW2m(X). Then

p∗([V, φ]) = (−1)m+n[Hn(X,V ⊗ L), φn] + (
n−1∑
i=0

(−1)(m+i)dimk H
i(X,V ⊗ L)) · (1− ϵ)

in GW2m−2n(k).

Remark 4.3.3. The bundle V should be seen as a complex concentrated in degree m in the
statement. Moreover, one observes that if m − n is odd then φn is symplectic, and then
hyperbolic. Thus, the interesting information arises only when m and n have the same parity,
and is then encoded by φn.

In view of this computation, we may set the following definition.

Definition 4.3.4. Let X be a smooth proper scheme of even dimension d = 2n and let (V, φ)
be either a symplectic bundle if d = 2 (mod 4) or a symmetric bundle if d = 0 (mod 4). We
define the quadratic Euler characteristic of (V, φ) under the orientation f : L⊗2 ≃ ωX/k as
the following expression

[Hn(X,V ⊗ L), φn] +

n−1∑
i=0

(−1)(m+i)dimk H
i(X,V ⊗ L) · (1− ϵ)

where m = 1 if φ is symplectic and m = 0 else. We denote by χ̃(X, f ;V, φ) the class of this
symmetric bilinear form.

The Grothendieck-Riemann-Roch formula for the Borel character bot then reads as follows.

Theorem 4.3.5. Let X be a smooth proper scheme of even dimension d such that its tangent
bundle TX/k admits a stable Sp-orientation τ̃X . We let f be the orientation of X/k associated
with τ̃X .

Let (V, φ) be either a symplectic bundle if d = 2 (mod 4) or a symmetric bundle if d = 0
(mod 4). Then the following equality holds in GW(k)

χ̃(X, f ;V, φ) = ˜degτ̃X (tdbot(τ̃X). bot(V, φ))

where ˜degτ̃X : C̃H
d
(X) → GW(k) is the quadratic degree map (pushforwar) associated with

the symplectic orientation τ̃X of X/K.

Example 4.3.6. Suppose that d = 2 and thatX is a K3 surface. Then, a symplectic orientation
τ̃X of ΩX/k (or TX/k) is just obtained by choosing an isomorphism f : OX → ωX/k. Indeed,

one just considers the composite ΩX/k⊗ΩX/k → ωX/k
f−1

−−→ OX . The Todd class can be easily
computed using Proposition 4.2.1 and Proposition 4.2.3. We have

td−1
cht

(ΩX/k) = 1−
c2(ΩX/k)

12
, td−1

p′◦cht(ΩX/k) = 1

and it follows easily from the fact that X is a surface that tdbot(ΩX/k) = 1 +
c2(ΩX/k)

24 (1− ϵ).
Note further that there is no need to tensor with Q as the Borel character is defined integrally
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in case of surfaces. If (V, φ) is a symplectic bundle of rank 2r over X, we finally obtain

χ̃(X, f ;V, φ) = ˜degτ̃X

(
(2r + e(V, φ)) · (1 +

c2(ΩX/k)

24
(1− ϵ))

)
= ˜degτ̃X

(
r ·

c2(ΩX/k)

12
(1− ϵ) + e(V, φ)

)
= deg

(
r ·

c2(ΩX/k)

12

)
· (1− ϵ) + ˜degτ̃X (e(V, φ)).

Using the fact that deg(c2(ΩX/k)) = 24 (e.g. [Huy16]), we finally obtain the formula:

χ̃(X, f ;V, φ) = 2r(1− ϵ) + ˜degτ̃X (e(V, φ)).
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[DF21] F. Déglise and J. Fasel, The Borel character, Journal of the IMJ (2021), 1–51. 2, 5, 13, 16, 24, 28,
29, 31, 34, 35, 41, 42, 43, 44, 48
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[PPR09] I. Panin, K. Pimenov, and O. Röndigs, On Voevodsky’s algebraic K-theory spectrum, Algebraic
topology. The Abel symposium 2007. Proceedings of the fourth Abel symposium, Oslo, Norway,
August 5–10, 2007, Berlin: Springer, 2009, pp. 279–330. 27

[PW18a] I. Panin and C. Walter, On the algebraic cobordism spectra MSL and MSp, arXiv: 1011.0651,
2018. 2

[PW18b] , On the algebraic cobordism spectra MSL and MSp, arXiv: 1011.0651, 2018. 27, 28, 29
[PW22] , Quaternionic Grassmannians and Borel classes in algebraic geometry, St. Petersbg. Math.

J. 33 (2022), no. 1, 136–193. 35, 36, 37, 41
[Qui69] D. Quillen, On the formal group laws of unoriented and complex cobordism theory, Bull. Amer.

Math. Soc. 75 (1969), 1293–1298. 1
[Rav86] D. C. Ravenel, Complex cobordism and stable homotopy groups of spheres, Pure and Applied Math-

ematics, vol. 121, Academic Press, Inc., Orlando, FL, 1986. 29
[Rio10] J. Riou, Algebraic K-theory, A1-homotopy and Riemann-Roch theorems, J. Topol. 3 (2010), no. 2,

229–264. 7, 15, 48
[Sch10] M. Schlichting, Hermitian K-theory of exact categories, J. K-Theory 5 (2010), no. 1, 105–165.

MR MR2114168 (2005m:19004) 31, 32
[Vis05] A. Vistoli, Grothendieck topologies, fibered categories and descent theory, Fundamental algebraic

geometry, Math. Surveys Monogr., vol. 123, Amer. Math. Soc., Providence, RI, 2005, pp. 1–104. 17
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