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Abstract

Saturating sets are combinatorial objects in projective spaces over finite fields that have
been intensively investigated in the last three decades. They are related to the so-called
covering problem of codes in the Hamming metric. In this paper, we consider the recently
introduced linear version of such sets, which is, in turn, related to the covering problem in
the rank metric. The main questions in this context are how small the rank of a saturating
linear set can be and how to construct saturating linear sets of small rank. Recently, Bonini,
Borello, and Byrne provided a lower bound on the rank of saturating linear sets in a given
projective space, which is shown to be tight in some cases. In this paper, we provide con-
struction of saturating linear sets meeting the lower bound and we develop a link between
the saturating property and the scatteredness of linear sets. The last part of the paper is
devoted to show some parameters for which the bound is not tight.

Keywords: Linear sets, saturating sets, rank-metric codes, covering radius.
MSC2020. Primary: 05B40, 51E20, 52C17. Secondary: 11T71, 94B75.

Introduction

A set S ⊆ PG(k− 1, qm) is called ρ-saturating if every point of PG(k− 1, qm) lies in a subspace
generated by ρ+1 points of S. The term saturated was coined by [33], but used with a slightly
different meaning. The above definition comes from [30] and it has been consolidated in [16].
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There is a classical correspondence between ρ-saturating sets and linear codes with covering
radius ρ+ 1, obtained by considering the vector representatives of S as the columns of a parity
check matrix of a linear code. It is natural to wonder how small a ρ-saturating set in PG(k−1, qm)
can be. This is equivalent, in the coding-theoretical language, to the so-called covering problem
(see [12, Chapter 1]). Many bounds and construction of small saturating sets has been given
over the last two decades (see for example [15, 17, 28] and references therein).

If m ≥ 2, instead of simply considering sets of points, we may look at linear sets: a linear
set associated to an Fq-vector space U in F

k
qm is the set of points

LU := {〈u〉Fqm
: u ∈ U \ {0}} ⊆ PG(k − 1, qm),

where 〈u〉Fqm
denotes the projective point corresponding to u. Such objects were introduced in

[27] in order to construct blocking sets and they have been the subject of intense research over
the last years. The Fq-dimension of U is also called rank of the linear set. Intuitively, saturating
linear sets would not be the smallest ones, in fact, they would be quite large in cardinality.
However, a natural question is how small the rank of a ρ-saturating linear set in PG(k − 1, qm)
can be. As shown in [8], this is equivalent to the covering problem for rank-metric codes. Let
us underline that the knowledge of the covering properties of a rank-metric code has important
consequences for applications: the covering radius is the least integer ρ such that every element
of the ambient space is in a ball of radius ρ centered in some codeword. It measures the maximum
weight of any correctable error in the ambient space and it characterizes the maximality of the
code (namely, if the code is contained in another with the same minimum distance). See [9] for
more details. In general, it is much harder to compute the covering radius than the minimum
distance of a code. While there is a wide literature on the covering problem in the Hamming
metric, there are relatively few papers on the subject in the rank-metric case [9, 10, 18, 19].

In the current work, we continue the investigation of the geometrical approach to such prob-
lem introduced in [8]. Let sqm/q(k, ρ) denotes the smallest rank of a (ρ− 1)-saturating linear set
in PG(k − 1, qm). In [8], it is proved that

sqm/q(k, ρ) ≥



























⌈

mk

ρ

⌉

−m+ ρ if q > 2,

⌈

mk − 1

ρ

⌉

−m+ ρ if q = 2, ρ > 1,

m(k − 1) + 1 if q = 2, ρ = 1.

(1)

and it is shown that (1) is tight for some values of q,m, k and ρ. In this paper, we first extend the
results in [8] by proving that (1) is tight whenever ρ divides k. Secondly, we show some covering
properties of h-scattered linear sets of large rank, which are particular linear sets introduced
first in [14]. As a byproduct, thanks to known results on the existence of maximum h-scattered
linear sets, we get other saturating linear sets of small rank and, in some cases not covered by
previous results, we get the tightness of the bound (1). The last part of the paper is devoted to
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the proof that there exist values of q,m, k and ρ for which the bound (1) is not met, clarifying
then that the bound (1) is not always tight.

Outline: Section 1 is devoted to define and give preliminary results about the main objects
of the paper. In Section 2 we provide constructions of small saturating linear sets showing the
tightness of the lower bound (1) for some parameters, whereas in Section 3 we prove that the
bound is not always tight. Finally, in Section 4 we resume our results and present some open
problems.

1 Preliminaries

Throughout this paper, q is a prime power, [t] denotes the set {1, 2, . . . , t} ⊆ Z, k ∈ [n], m ≥ 2,
ρ ∈ [min{k,m}], Fq denotes the finite field of order q and V (k, qm) is a vector space of dimension
k over Fqm . Also, Nqm/q(z) and Trqm/q(z) denote the (standard) norm and trace from Fqm to
Fq of z ∈ Fqm.

The projective geometry PG(k − 1, q) with underlying vector space F
k
q is

PG(k − 1, q) :=
(

F
k
q \ {0}

)

/∼,

where, for u, v ∈ F
k
q \ {0}, u ∼ v if and only if u = λv for some λ ∈ Fq \ {0}.

Definition 1.1. Let S ⊆ PG(k − 1, qm).

(a) A point Q ∈ PG(k − 1, qm) is said to be (ρ − 1)-saturated by S if there exist ρ points
P1, . . . , Pρ ∈ S such that Q ∈ 〈P1, . . . , Pρ〉Fqm

. We also say that S ρ-covers Q.

(b) The set S is (ρ − 1)-saturating set of PG(k − 1, qm) if every point Q ∈ PG(k − 1, qm) is
(ρ− 1)-saturated by S and ρ is the smallest value with this property.

In order to introduce the q-analogue of the above definition, we need to introduce the notion
of linear sets. These are combinatorial objects, introduced by Lunardon in [27], which are
subject of intense research over the last two decades. A thorough presentation of linear sets can
be found in [31].

Definition 1.2. Let U be an Fq-subspace of V (k, qm) of Fq-dimension n. The Fq-linear set in
PG(k − 1, qm) of rank n associated to U is the set

LU := {〈u〉Fqm
: u ∈ U \ {0}},

where 〈u〉Fqm
denotes the projective point corresponding to u. If the size of LU is maximal, i.e.

|LU | = qn−1
q−1 , then LU is called scattered.
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Definition 1.3. Let Λ = PG(T, qm) be a projective subspace of PG(k − 1, qm) with underlying
vector space T ⊆ V (k, qm). Then LU∩T = LU ∩ Λ, and the weight of Λ in LU is defined as

wLU
(Λ) = dimFq(U ∩ T ).

If dimFq(U ∩ T ) = i, one shall say that Λ has weight i in LU .

We are now ready to define the main object of the paper, introduced first in [8].

Definition 1.4. An Fq-subspace U in V (k, qm) is a rank ρ-saturating system if LU is a (ρ− 1)-
saturating set in PG(k − 1, qm). This last is called a (ρ− 1)-saturating linear set.

For an Fq-subspace U in V (k, qm) of Fq-dimension n, let us consider a k×n matrix G whose
columns are the elements of an Fq-basis of U . The Fqm-vector space C generated by its rows is
called a code associated to U . The dual code C⊥ is the orthogonal space with respect to the
standard inner product.

Definition 1.5. The rank covering radius of a code C ≤ F
n
qm is the integer

ρrk(C) := max{min{dimFq〈x1 − c1, x2 − c2, . . . , xn − cn〉Fq : c ∈ C} : x ∈ F
n
qm}.

The following relation holds between the rank covering radius and rank saturating systems.

Theorem 1.6 ([8, Theorem 2.5]). Let U be an Fq-subspace in V (k, qm) and C a code associated
to U . Then, U is a rank ρ-saturating system if and only if ρrk(C⊥) = ρ.

From both a geometric and a coding theoretical point of view, it is meaningful to ask how
small the Fq-dimension of a rank ρ-saturating system in V (k, qm) can be. Hence, let us introduce
the following notation.

Definition 1.7 ([8]). For fixed ρ, q, k,m, sqm/q(k, ρ) denotes the minimal Fq-dimension of a rank
ρ-saturating system in V (k, qm), or, equivalently, smallest rank of a (ρ− 1)-saturating linear set
in PG(k − 1, qm).

In [8], the following bounds are proved.

Theorem 1.8 ([8, Theorems 3.3 and 3.4]). The function sqm/q(k, ρ) satisfies the bounds

sqm/q(k, ρ) ≥



























⌈

mk

ρ

⌉

−m+ ρ if q > 2,

⌈

mk − 1

ρ

⌉

−m+ ρ if q = 2, ρ > 1,

m(k − 1) + 1 if q = 2, ρ = 1.

(2)

sqm/q(k, ρ) ≤ m(k − ρ) + ρ. (3)
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Remark 1.9. Let us resume here all other known properties of sqm/q(k, ρ). By [8, Theorem
3.6] and [8, Theorem 3.8], the following holds, for all positive integers m,k, k′, ρ ∈ [min{k,m}],
ρ′ ∈ [min{k′,m}].

(a) If ρ < min{k,m}, then sqm/q(k, ρ+ 1) ≤ sqm/q(k, ρ).

(b) sqm/q(k, ρ) < sqm/q(k + 1, ρ).

(c) If ρ < m, then sqm/q(k + 1, ρ+ 1) ≤ sqm/q(k, ρ) + 1.

(d) If ρ+ ρ′ ≤ min{k + k′,m}, sqm/q(k + k′, ρ+ ρ′) ≤ sqm/q(k, ρ) + sqm/q(k
′, ρ′).

Using linear cutting blocking sets, introduced in [1], one gets

sqr(k−1)/q(k, k − 1) ≤ 2k + r − 2,

(see [8, Corollary 4.7.]) and sq2r/q(3, 2) ≤ r + 3 for all r ≥ 4 (an easy consequence of [22,
Theorem 7.16]).

Using subgeometries (see [8, Theorem 4.14.]), one gets

sqtr/q(t(r − 1) + 1 + h, t(r − 1) + 1) ≤ th+ t(r − 1) + 1,

for t, s ≥ 2, h ≥ 0.
Finally, sqm/q(k, ρ) is determined in the following case (see [8, Section 5]):

sqm/q(k, 1) = m(k − 1) + 1, for all m,k ≥ 2,

sqm/q(k, k) = k, for all m,k ≥ 2,

sq2r/q(3, 2) = r + 2, for r 6= 3, 5 mod 6 and r ≥ 4,

sq2r/q(3, 2) = r + 2, for gcd(r, (q2s − qs + 1)!) = 1, r odd, 1 ≤ s ≤ r, gcd(r, s) = 1 (see [25]),

sq10/q(3, 2) = 7, for q = p15h+s, p ∈ {2, 3}, gcd(s, 15) = 1 (see[4]),

sq10/q(3, 2) = 7, for q = 515h+1, (see[4]),

sq10/q(3, 2) = 7, for q odd, q = 2, 3 mod 5 and for q = 22h+1, h ≥ 1, (see[25]),

sq2r/q(2r, 2r − 1) = 2r + 1, for all r ≥ 2.

2 Saturating systems meeting the lower bound

In this section we aim to present saturating systems of minimal Fq-dimension.
The first construction is based essentially on the notion of Moore matrix. Let us recall

that a square matrix over Fq is a Moore matrix if it has successive powers of the Frobenius
automorphism applied to its columns. It is invertible if and only if the elements in the left hand
column are linearly independent over Fq.
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Theorem 2.1. Let k = ρt for some integer t ≥ 1. Then

U := {(x1, xq1, . . . , xq
ρ−1

1 , x2, x
q
2, . . . , x

qρ−1

2 , . . . , xt−1, x
q
t−1, . . . , x

qρ−1

t−1 , a1, a2, . . . , aρ)
T : xi ∈ Fqm, aj ∈ Fq}.

is rank ρ-saturating. Therefore,

sqm/q(ρt, ρ) = m(t− 1) + ρ.

Proof. Let r = t− 1 and consider the Fq-vector space

U := {(x1, xq1, . . . , xq
ρ−1

1 , x2, x
q
2, . . . , x

qρ−1

2 , . . . , xr, x
q
r, . . . , x

qρ−1

r , a1, a2, . . . , aρ)
T : xi ∈ Fqm , aj ∈ Fq}.

Let
v = (Y

(1)
1 , . . . , Y (1)

ρ , Y
(2)
1 , . . . , Y (2)

ρ , . . . , Y
(r)
1 , . . . , Y (r)

ρ , A1, . . . , Aρ)
T ∈ V (k, qm).

We want to determine

ui = (x
(i)
1 , . . . , (x

(i)
1 )q

ρ−1
, x

(i)
2 , . . . , (x

(i)
2 )q

ρ−1
, . . . , x(i)r , . . . , (x(i)r )q

ρ−1
, a

(i)
1 , a

(i)
2 , . . . , a(i)ρ )T ∈ U

such that
v ∈ 〈u1, . . . , uρ〉Fm

q
.

Let s ∈ {0, . . . , ρ} be the Fq-rank of A1, . . . , Aρ.
Without loss of generality we can suppose that A1, . . . , As are Fq-linear independent and

Aj =

s
∑

h=1

α
(h)
j Ah,

for j ∈ {s+ 1, . . . , ρ} and α
(h)
j ∈ Fq. Set λi = Ai, for i ∈ [s] and choose













a
(1)
1 a

(1)
2 · · · a

(1)
ρ

a
(2)
1 a

(2)
2 · · · a

(2)
ρ

...
...

...

a
(k)
1 a

(k)
2 · · · a

(k)
ρ













=































1 0 · · · 0 α
(1)
s+1 α

(1)
s+2 · · · α

(1)
k

0 1 · · · 0 α
(2)
s+1 α

(2)
s+2 · · · α

(2)
ρ

...
...

...
...

...
...

0 0 · · · 1 α
(s)
s+1 α

(s)
s+2 · · · α

(s)
ρ

0 0 · · · 0 0 0 · · · 0
...

...
...

...
...

...
0 0 · · · 0 0 0 · · · 0































. (4)

Consider λs+1, . . . , λρ such that A1, . . . , As, λs+1, . . . , λρ are Fq-linear independent.

Thus for each j ∈ [r] there exists a unique (x
(1)
j , . . . , x

(ρ)
j )T ∈ F

ρ
qm such that

(x
(1)
j , . . . , x

(ρ)
j )











λ1
q
√
λ1 . . . qρ−1√

λ1

λ2
q
√
λ2 . . . qρ−1√

λ2
...

...
...

λρ
q
√

λρ · · · qρ−1√

λρ











=

(

Y
(j)
1 ,

q

√

Y
(j)
2 , . . . ,

qρ−1
√

Y
(j)
ρ

)

,
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i.e.

(λ1, . . . , λρ)













x
(1)
j (x

(1)
j )q . . . (x

(1)
j )q

ρ−1

x
(2)
j (x

(2)
j )q . . . (x

(2)
j )q

ρ−1

...
...

...

x
(ρ)
j (x

(ρ)
j )q . . . (x

(ρ)
j )q

ρ−1













=
(

Y
(j)
1 , Y

(j)
2 , . . . , Y (j)

ρ

)

.

This, together with (4), provides a choice for ui, i ∈ [ρ] such that v ∈ 〈u1, . . . , uρ〉Fqm
and

shows that any vector v ∈ V (k, qm) is ρ-saturated.
Such a ρ is minimal since

sqm/q(ρt, ρ− 1) ≥ ρ

ρ− 1
·m(t− 1) +

m

ρ− 1
+ ρ− 1 > m(t− 1) + ρ,

for q > 2, and similarly for q = 2.

Remark 2.2. Observe that in Theorem 2.1 one can also consider the set

U := {(x1, xq
s1

1 , . . . , xq
s1(ρ−1)

1 , . . . , xr, x
qsr
r , . . . , xq

sr(ρ−1)

r , a1, a2, . . . , aρ)
T : xi ∈ Fqm, aj ∈ Fq},

with gcd(m, sj) = 1 and prove with the same arguments that U is rank ρ-saturating.

The second construction is based on the following generalization of scattered linear sets,
introduced first in [14].

Definition 2.3. Let U be an Fq-subspace of V (k, qm) and h < k be a positive integer. Then
U is called h-scattered if 〈U〉Fqm

= V and for every Fqm-subspace W of V of dimension h,
dimFq(W ∩ U) ≤ h.

The Fq-dimension of an h-scattered subspace is upper bounded as follows.

Theorem 2.4 ([14, Theorem 2.3.]). Let U be an h-scattered Fq-subspace of V (k, qm). Then
either

dimFq U ≤
⌊

km

h+ 1

⌋

, (5)

or dimFq U = k and U defines a subgeometry of PG(k − 1, qm) and it is (k − 1)-scattered.

Definition 2.5. An h-scattered Fq-subspace of V (k, qm) whose Fq-dimension meets the bound (5)
is called maximum h-scattered.

Remark 2.6. The upper bound (5) is known to be achieved in the following cases:

(a) h = 1 and mk is even, see [2, 5, 6, 13];

(b) h = 1, k = 3, m = 3, see [4];
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(c) h = 1, k = 3, m = 5, q = p15t+s with p ∈ {2, 3} and gcd(s, 15) = 1 or q = 515t+1, see [4];

(d) h = 1, k = 3, m = 5, q odd and q = 2, 3 mod 5 or q = 22t+1 with t ≥ 1, see [25];

(e) h = m− 3 and m ≥ 4 is even and k = r(m− 2)/2 where r ≥ 3 is odd, see [14, Theorem
3.6];

(f) h = k − 1 and k ≤ m, see [14, Lemma 2.2];

(g) (h+ 1)|k and m ≥ h+ 1, see [14, 29].

Theorem 2.7. Let m ≥ h+ 1. If U is an h-scattered Fq-subspace of V (k, qm) of Fq-dimension

(at least)
⌊

m(k−1)
h+1

⌋

+ 1, then U is rank ρ-saturating, with ρ ≤ h+ 1.

Proof. Let P := 〈v〉Fqm
with P /∈ LU and project U from P to a hyperplane H of V (k, qm) not

containing 〈v〉Fqm
. Let U be such a projection. Then U is a subspace of H of Fq-dimension

⌊

m(k−1)
h+1

⌋

+ 1 which is not h-scattered since its dimension exceeds the upper bound in Theorem

2.4. Hence there exists an Fqm-subspace M of H of Fqm-dimension h such that dimFq(M ∩
U) ≥ h + 1. Let N = 〈v,M〉Fqm

, which is clearly of Fqm-dimension h + 1 and such that
dimFq(N ∩ U) ≥ h + 1. Let u1, . . . , uh+1 ∈ N ∩ U be h + 1 linearly independent vectors over
Fq. The Fqm-vector space 〈u1, . . . , uh+1〉Fqm

must have dimension h + 1, since otherwise we
would get a contradiction with U being h-scattered. So N = 〈u1, . . . , uh+1〉Fqm

. Hence v ∈ N is
(h+ 1)-saturated by U .

Corollary 2.8. Let m ≥ 4 be an even integer. For q > 2, if r = 3 and m < 12 or r > 3 odd,
then

mr

2
− 2 ≤ sqm/q

(

r(m− 2)

2
,m− 2

)

≤ mr

2
− 1.

For q = 2, the same holds if r = 3 and m < 10 or r > 3 odd.

Proof. If r ≥ 3 is odd and m ≥ 4 is even, as recalled in Remark 2.6, there exists a maximum
(m−3)-scattered subspace, say W , in V (r(m−2)/2, qm). Let U be a subspace of W of dimension

⌊

m( r(m−2)
2 − 1)

m− 2

⌋

+ 1 =
mr

2
− 1.

By Theorem 2.7, U is ρ-saturating with ρ ≤ m−2. We have that U cannot be rank h-saturating
with h < m− 2, because otherwise its Fq-dimension would be smaller than the lower bound (1).
Actually, for q > 2,

⌈

m

m− 2− t
· r(m− 2)

2

⌉

− 2− t >
mr

2
− 1

for all 0 < t < m− 2, when either r ≥ 4 or r = 3 and m < 12.
For q = 2, exactly the same arguments, with the slightly different lower bound, lead to the
stated result.

8



Corollary 2.9. If mk is even, then

⌈

m(k − 2)

2

⌉

+ 2 ≤ sqm/q(k, 2) ≤
⌊

m(k − 1)

2

⌋

+ 1 =

⌈

m(k − 2)

2

⌉

+ 2 +
⌊m

2

⌋

− 1.

In particular sq2/q(k, 2) = k. Moreover,

sq5/q(3, 2) ∈ {5, 6}

for q = pt with p ∈ {2, 3, 5} and

sq3/q(3, 2) = 4.

Proof. The proof works exactly as for Corollary 2.8, in the case stated in Remark 2.6 for h = 1.
Proving that ρ = 2 it is much easier here, with simple inequalities.

Remark 2.10. Note that Theorem 2.7 does not give stronger results in the case ρ|k.

3 Non-tightness of the lower bound

In this section we will show that the lower bound (1) is not tight in general. In order to do it,
we will consider sq4/q(3, 2). The lower bound states that

sq4/q(3, 2) ≥ 4

and it is easy to realize that

sq4/q(3, 2) ≤ 5,

because an example of rank 2-saturating system of rank 5 is obtained considering an Fq-linear
sets of rank 5 with a line of weight 4 (with a scattered underlying space) and a point outside it.
Magma computational results show that s16/2(3, 2) = s81/3(3, 2) = 5, so that the lower bound
is not tight in the binary and ternary case. In the rest of the section we aim to generalize this
result for infinitely many values of q. We will prove the following.

Theorem 3.1. If q is even and large enough, then sq4/q(3, 2) = 5.

Since most of the calculations and results will be based on the parity of q, let us suppose,
from now on, that q is even.

We want to show that for any Fq-linear set LU of rank 4 in PG(2, q4), there exists a point
P /∈ LU for which do not pass any secant line to LU . The proof of the theorem will be divided
into four lemmas. The proof of the last three is very technical and it is left to the Appendix.

Let X0,X1,X2 be homogeneous projective coordinates in PG(2, q4) and let (a0 : a1 : a2)
denote the coordinates of a point of the plane. We will use frequently the following general
result.
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Remark 3.2. Let LU be a linear set in PG(k − 1, qm), H a hyperplane and P a point not
belonging to LU nor to H. If the projection of LU from P to H is scattered, then the point is
not 1-saturated, because otherwise in the projection we would find a point of weight at least 2.

Lemma 3.3. Let LU be an Fq-linear set of rank 4 in PG(2, q4). If U is rank 2-saturating, then,
up to GL(3, q4)-equivalence,

U = Uα,β =
{

(x, xq + αxq
3
, xq

2
+ βxq

3
)T : x ∈ Fq4

}

,

with α ∈ Fq2, β ∈ Fq4 such that αq+1 = 1 and β(q2+1)(q−1) = 1.

Proof. Note that we can always assume that U = {(x, f(x), g(x))T : x ∈ Fq4}, with f, g two
Fq-linear maps of Fq4 . Up to GL(3, q4)-equivalence, one of the following cases occur

1) U =
{

(x, xq, xq
2
)T : x ∈ Fq4

}

;

2) Uα =
{

(x, xq + αxq
2
, xq

3
)T : x ∈ Fq4

}

, with α ∈ F
∗
q4 ;

3) Uα =
{

(x, xq + αxq
3
, xq

2
)T : x ∈ Fq4

}

with α ∈ F
∗
q4 ;

4) Uα,β =
{

(x, xq + αxq
3
, xq

2
+ βxq

3
)T : x ∈ Fq4

}

with α, β ∈ F
∗
q4 ;

Case 1) (resp. Case 2) ). By projecting LU (resp. LUα) from the point (0 : 0 : 1) (resp.

(0 : 1 : 0)) to the line with equation X2 = 0 (resp. X1 = 0), we obtain the set

{

(x : xq) : x ∈ Fq4
}

,

(resp. {(x : xq
3
) : x ∈ Fq4}) which is scattered and thus the point (0 : 0 : 1) (resp. (0 : 1 : 0)) is

not saturated, since through such a point there does not pass any secant line to LU (resp. LUα).

Case 3) First, by substituting x by λx with λ ∈ F
∗
q4 and dividing by λq, the Fq-subspace

Uα is equivalent to
{

(x, xq + αλq3−qxq
3
, xq

2
) : x ∈ Fq4

}

and since
F
∗
q4 =

{

αz : α ∈ F
∗
q2 , z ∈ Fq4 , z

q2+1 = 1
}

,

we have that α can be chosen in F
∗
q2 .

If αq+1 6= 1 then by projecting LU (resp. LUα) from the point (0 : 0 : 1) to the line with
equation X2 = 0, we obtain the set

{

(x : xq + αλq−q3xq
3
) : x ∈ Fq4

}

,
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which is scattered and thus the point (0 : 0 : 1) is not saturated.
Consider the case α = 1. Note that the point (1 : 0 : 1) is of weight 2. By projecting LU

from the point (1 : 0 : 0) to the line with equation X0 = 0, we obtain the set

Λ :=
{

(xq + xq
3
: xq

2
) : x ∈ Fq4

}

=
{

(xq + xq
3
: x) : x ∈ Fq4

}

.

Now, (0 : 1) is the unique point of Λ of weight 2 and this means that all the lines through
(1 : 0 : 0) intersect LU in a unique point and thus LU is not saturating.

Suppose now αq+1 = 1 and α 6= 1. Let ω ∈ Fq2 such that ωq + ω + α 6= 0. By projecting LU

from the point (1 : 0 : ω) to the line with equation X0 = 0, we obtain the set

Λ :=
{

(xq + αxq
3
: xq

2
+ ωx) : x ∈ Fq4

}

.

The function x 7→ xq + αxq
3
is a bijection, whose inverse is x 7→ α

1+α2x
q + α2

1+α2x
q3 . This means

that the set Λ is equivalent to

{(

x :
α

1 + α2
xq

3
+

α2

1 + α2
xq + ω

α

1 + α2
xq + ω

α2

1 + α2
xq

3

)

: x ∈ Fq4

}

,

and so
Λ ≃

{

(x : (α+ 1)xq
3
+ (ω + α)xq) : x ∈ Fq4

}

,

which is scattered if and only if Nq4/q((ω + α)/(ωα + 1)) 6= 1.
Since both α and ω belong to Fq2 , the previous condition is equivalent to

(ω + α)(ωq + 1/α)

(ωα+ 1)(ωq/α+ 1)
6= 1,

that is
ωq + ω + α 6= 0.

Thus (1 : 0 : ω) is not saturated.

Case 4) By substituting x by λx with λ ∈ F
∗
q4 and dividing by λq, the Fq-subspace Uα,β is

equivalent to
{

(x, xq + αλq3−qxq
3
, xq

2
+ βλq3−q2xq

3
) : x ∈ Fq4

}

and since
F
∗
q4 =

{

αz : α ∈ F
∗
q2 , z ∈ Fq4 , z

q2+1 = 1
}

,

we have that α can be chosen in F
∗
q2 . Also, substituting x by λx with λ ∈ F

∗
q2 and dividing by

λ, the Fq-subspace Uα,β, with α ∈ Fq2 is equivalent to

{

(x, xq + αxq
3
, xq

2
+ βλq−1xq

3
) : x ∈ Fq4

}
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and since
F
∗
q4 =

{

βz : β ∈ Fq4 , z ∈ Fq2 , β
(q2+1)(q−1) = 1, zq+1 = 1

}

,

we have that β can be chosen in Fq4 such that β(q2+1)(q−1) = 1. Finally, by projecting LUα,β

from the point (0 : 0 : 1) to the line with equation X2 = 0, we have that the set
{

(x : xq + αxq
3
) : x ∈ Fq4

}

is scattered if and only if Nq4/q(α) 6= 1. This means that if α ∈ Fq2 and αq+1 6= 1, then the
point (0 : 0 : 1) is not 1-saturated. Hence we can reduce to the study of the Fq-subspace Uα,β

with α ∈ Fq2 , β ∈ Fq4 such that αq+1 = 1 and β(q2+1)(q−1) = 1.

Lemma 3.4. Let αq+1 = 1, β(q2+1)(q−1) = 1, with α 6= 1. If q is large enough, then Uα,β is not
2-saturating.

Lemma 3.5. Let α = 1, β ∈ F
∗
q. If q ≥ 64 then Uα,β is not 2-saturating.

Lemma 3.6. Let α = 1, β /∈ Fq. If q ≥ 64 then Uα,β is not 2-saturating.

Theorem 3.1 now follows from the above three lemmas, whose proofs are in the Appendix.

4 Conclusion and open problems

In this paper we continued the investigation of saturating linear sets of small rank introduced
in [8]. In the following remark we resume all the parameters for which we know the exact value
of sqm/q(k, ρ).

Remark 4.1. The lower bound (1) is met in the following cases:

sqm/q(ρt, ρ) = m(t− 1) + ρ, for all t ≥ 1,m ≥ 2,

sq2/q(k, 2) = k, for all k ≥ 2,

sq3/q(3, 2) = 4,

sq2r/q(3, 2) = r + 2, for r 6= 3, 5 mod 6 and r ≥ 4,

sq2r/q(3, 2) = r + 2, for gcd(r, (q2s − qs + 1)!) = 1, r odd, 1 ≤ s ≤ r, gcd(r, s) = 1,

sq10/q(3, 2) = 7, for q = p15h+s, p ∈ {2, 3}, gcd(s, 15) = 1 and for q = 515h+1,

sq10/q(3, 2) = 7, for q odd, q = 2, 3 mod 5 and for q = 22h+1, h ≥ 1,

sq2r/q(3, 2) = r + 2, for q odd, q = 2, 3 mod 5 and for q = 22h+1, h ≥ 1, r odd,

sq2r/q(2r, 2r − 1) = 2r + 1, for all r ≥ 2.

As shown in Section 3, there are some parameters for which (1) is not tight: for q even and
large enough, sq4/q(3, 2) = 5 > 4.
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The theory of saturating linear sets of small rank needs surely further investigations. We
propose some open questions.

Question 4.2. In Section 3 we showed that sq4/q(3, 2) = 5 for q even and large enough. Can
we prove the same result for q odd?

The answer to the above question would need to adapt all results and calculations to the
odd characteristic. A more ambitious result would be a general answer to the following.

Question 4.3. Is is possible to characterize the parameters for which the bound is not tight?

A generalized version of Remark 3.2 would probably help in finding an answer, at least for
some (small) dimensions.

About the constructions, a classification of saturating linear sets meeting the bound would
be interesting. A possible step towards such classification would be the following.

Question 4.4. Can we find examples of rank ρ-saturating sets in V (ρt, qm) of minimal Fq-
dimension non-equivalent to those in Theorem 2.1 and Remark 2.2?
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A Appendix

In this Appendix we will make use of algebraic varieties over finite fields; see [3] for a survey on
links between algebraic varieties over finite fields and relevant combinatorial objects.

A variety and more specifically a curve, i.e. a variety of dimension 1, are described by a
certain set of equations with coefficients in a finite field Fq. A variety defined by a unique
equation is called a hypersurface. We say that a variety V is absolutely irreducible if there are
no varieties V ′ and V ′′ defined over the algebraic closure of Fq and different from V such that
V = V ′ ∪ V ′′. If a variety V ⊆ PG(k − 1, q) is defined by Fi(X0, . . . ,Xk) = 0, for i ∈ [s], an
Fq-rational point of V is a point (x0 : . . . : xk) ∈ PG(k − 1, q) such that Fi(x0, . . . , xk) = 0, for
i ∈ [s]. A point is affine if x0 6= 0. The set of the Fq-rational points of V is usually denoted by
V(Fq).

In what follows, we mainly focus on algebraic hypersurfaces, i.e. algebraic varieties that
may be defined by a single implicit equation. An algebraic hypersurface defined over a finite
field Fq is absolutely irreducible if the associated polynomial is irreducible over every algebraic
extension of Fq. An absolutely irreducible Fq-rational component of a hypersurface S, defined
by the polynomial F , is simply an absolutely irreducible hypersurface such that the associated
polynomial has coefficients in Fq and it is a factor of F . For a deeper introduction to algebraic
varieties we refer the interested reader to [23].

In the small-degree regime (usually when max{deg(f),deg(g)} . 4
√
q), the existence of an

absolutely irreducible component in a hypersurface (or more in general a variety) yields the
existence of suitable Fq-rational points of the hypersurface itself, due to estimates on the number
of Fq-rational points of an algebraic variety such as the Lang-Weil bound [24] and its genera-
lizations.

Theorem A.1 (Lang-Weil Theorem). Let V ⊆ PG(k− 1, q) be an absolutely irreducible variety
of dimension n and degree d. Then there exists a constant C depending only on k, n, and d
such that

∣

∣

∣

∣

∣

#(V(Fq))−
n
∑

i=0

qi

∣

∣

∣

∣

∣

≤ (d− 1)(d − 2)qn−1/2 + Cqn−1.

Although the constant C was not computed in [24], explicit estimates have been provided
for instance in [7, 11, 20, 21, 26, 32] and they have the general shape C = r(d) provided that
q > s(n, d), where r and s are polynomials of (usually) small degree. We refer to [11] for a
survey on these bounds. In the following we will make use of Theorem A.1 in small degree
regime. Actually, for a variety having an absolutely irreducible component defined over Fq,
when the the degree of the variety is nondepending on q and for q large enough, Theorem A.1
yields the existence of roughly qn −O(qn−1/2) Fq-rational points.

Consider
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dα,β(C) := ((α4 + 1)C4 + α(α + 1)2Trq4/q(β)C
3 + (α4βq3+q + α2Trq4/q(β

q+1) + βq2+1)C2

+α(α2(βq3+q+1 + βq3+q2+q) + αTrq4/q(β) + βq2+q+1 + βq3+q2+1)C + α2(Nq4/q(β) + 1))2,

fα,β(C) := α3βq3Cq2+q+1 + αβq2Cq3+q+1 + αβCq3+q2+q + α3βqCq3+q2+1 + (α3 + α2βq3+q2)Cq+1

+α4βq3+qCq2+1 + (α2βq2+q + α)Cq3+1 + (α3 + α2βq+1Cq3+q2 + (α2βq3+1 + α)Cq2+q

+βq2+1Cq3+q + (α3βq3+q2+q + α2βq3)C + (α2β + αβq3+q2+1)Cq + (α3βq3+q+1 + α2βq)Cq2

+(α2βq2 + αβq2+q+1)Cq3 + α2Nq4/q(β),

and

gα,β(C) := Nq4/q(αC
q+1 + αCq3+1 + α2βqC + βCq + αβq+1)

(

(α+ 1)Cq3+q2+q+1 + (α3 + α2 + α)βq3Cq2+q+1 + αβq2Cq3+q+1 +

+(α3 + α2βq3+q2)Cq+1 + βq(α3 + α2 + α)Cq3+q2+1 + (α4 + α3 + α2)βq3+q)Cq2+1

+(βq2+q + 1)α2Cq3+1 + α3(betaq
3+q2+q + βq3)C + αβCq3+q2+q

+α2(βq3+1 + 1)Cq2+q + βq2+1Cq3+q + (α2β + αβq3+q2+1)Cq

+(α3 + α2βq+1)Cq3+q2 + α3(βq3+q+1 + βq)Cq2 + (α2βq2 +

αβq2+q+1)Cq3 + α3 + α2βq3+q2+q+1 + α2
)

·
(

(α4 + α2)Cq3+q2+q+1 + α3Trq4/q(β
q3Cq2+q+1) + (α2βq2+q3 + α)Cq+1

+α4βq3+qCq2+1 + α2βq2+1Cq3+q(α2βq2+q + α)Cq3+1 + (α2βq3+1 + α)Cq2+q

+(α2βq+1 + α)Cq3+q2 + (α3βq3+q2+q + α2βq3)C + (αβq3+q2+1 + β)Cq

+(α3βq3+q+1 + α2βq)Cq2 + (αβq2+q+1 + βq2)Cq3 + α2βq3+q2+q+1 + α2 + 1
)

.

Let

Γα,β := {c ∈ F
4
q : fα,β(c) = 0, (c2α2 + β2)(c2q+2α2 + c2qβ2 + 1 )dα,β(c)gα,β(c) 6= 0}.

Lemma A.2. Let αq+1 = 1, β(q2+1)(q−1) = 1, with α 6= 1. If q is large enough then Γα,β 6= ∅.

Proof. First observe that the polynomials fα,β(C), dα,β(C), gα,β(C) are nonvanishing.
To prove that Γα,β is not empty, we will make use the following approach. Set X := C,

Y := Cq, Z := Cq2 , T := Cq3 , let {ξ, ξq, ξq2 , ξq3} be a normal basis of Fq4 over Fq, and write

C = C0ξ+C1ξ
q+C2ξ

q2+C3ξ
q3 , where C0, C1, C2, C3 ∈ Fq. Also, let α = α0ξ+α1ξ

q+α2ξ
q2+α3ξ

q3

and β = β0ξ + β1ξ
q + β2ξ

q2 + β3ξ
q3 .
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Write fα,β(C) as fα,β(X,Y,Z, T ). Since αq+1 = 1, (fα,β(C))q = fα,β(C) and thus the

hypersurface defined by Y : fα,β(C0ξ+C1ξ
q+C2ξ

q2 +C3ξ
q3) = 0 is Fq-rational and projectively

Fq4-isomorphic to the hypersurface X : fα,β(X,Y,Z, T ) = 0 and of degree 3.
Note that X is of degree one in T and thus is reducible only if fα,β(X,Y,Z, T ) = ℓ1(X,Y,Z)T+

ℓ2(X,Y,Z) possesses a factor depending only on X,Y,Z, which should be a common factor of
the coefficient ℓ1(X,Y,Z) and ℓ2(X,Y,Z). That is to say, the resultant between ℓ1(X,Y,Z)
and ℓ2(X,Y,Z) with respect to Y should vanish. This is not possible since αβ 6= 0, as easy
computations show.

The argument above yields the absolutely irreducibility of X and thus of Y, since the ab-
solutely irreducibility is preserved by projectivity. Because Y is defined over Fq and absolutely
irreducible, it has dimension 3 and it contains roughly at least q3 − O(q5/2) Fq-rational points

(x0, y0, z0, t0) which correspond to values C = x0ξ+ y0ξ
q +x2ξ

q2 +x3ξ
q3 satisfying fα,β(C) = 0.

In order to show the existence of values C ∈ Fq4 in Γα,β it is enough to show that the
hypersurface

Z : (X2α2 + β2)(X2Y 2α2 + β2Y 2 + 1 )dα,β(X,Y,Z, T )gα,β(X,Y,Z, T ) = 0

does not contain X , so that Z ∩ X is subvariety of codimension one in X . We have only to
check that this actually holds for the hypersurface gα,β(X,Y,Z, T ) = 0, being trivial for the
other components of Z. The four factors of degree 3 in gα,β(X,Y,Z, T ) cannot be factors of
fα,β(X,Y,Z, T ), being this polynomial irriducible. It can be easily checked that the resultants
of each of two other factors of gα,β(X,Y,Z, T ) and fα,β(X,Y,Z, T ) with respect to T are non-
vanishing polynomials and thus X and Z do not share any component. Thus Z ∩ X is of
dimension 2 and there are at most O(q2) Fq-rational points (x0, y0, z0, t0) whose corresponding

value C = x0ξ + y0ξ
q + x2ξ

q2 + x3ξ
q3 satisfies fα,β(C) = 0 and (C2α2 + β2)(C2q+2α2 +C2qβ2 +

1 )dα,β(C)gα,β(C) = 0. This yields |Γα,β| = q3 −O(q5/2) and the claim follows.

Proof of Lemma 3.4. We will prove that each point PC := (0 : 1 : C) ∈ PG(2, q4), C ∈ Γα,β, is
not 1-saturated by LUα,β

. Since by Lemma A.2 Γα,β 6= 0, this will prove the claim.
Since Uα,β is 2-saturating if and only if Uα2,β2 is 2-saturating, in the following, for the seek

of convenience we will consider this latter case.
The point PC does not belong to LU

α2,β2 for any C ∈ Fq2 .
Recall that PC is saturated if and only if

det





x xq + α2xq
3

xq
2
+ β2xq

3

y yq + α2yq
3

yq
2
+ β2yq

3

0 1 C



 = 0

for some x, y ∈ Fq4 with xyq − xqy 6= 0. By direct checking, the above determinant reads

F0(x, y) := C2xyq + xyq
2
+ C2α2xyq

3
+ β2xyq

3
+ C2xqy + xq

2
y + C2α2xq

3
y + β2xq

3
y.

Denote by Fi(x, y) := (F0(x, y))
qi , i = 1, 2, 3.
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Let G1(x, y), G2(x, y), G3(x, y) be the polynomials

G1(x, y) := (C2yq + yq
2
+ C2α2yq

3
+ β2yq

3
)F1(x, y) + (C2qyq + α2β2qyq)F0(x, y),

G2(x, y) := (C2yq + yq
2
+ C2α2yq

3
+ β2yq

3
)F2(x, y) + yq

2
F0(x, y),

G3(x, y) := (C2yq + yq
2
+ C2α2yq

3
+ β2yq

3
)F3(x, y) +C2q3α2yq

3
F0(x, y).

One can check that Gi are q-linearized polynomials in x containing only xq, xq
2
, xq

3
. We consider

now the polynomials H1 and H2

H1(x, y) := uG1(x, y) + vG2(x, y),

H2(x, y) := wG1(x, y) + vG3(x, y),

where

u := yq
2
(C2y + (α2C2q2+2 + β2q2C2)yq + (α2C2q2 + β2q2)yq

2

+(α4C2q2 + α2β2q2C2 + α2β2C2q2 + β2q2+2)yq
3
)

v := (C2q + α2β2q)yq
2+1 + (C2+2q2α2 + C2α4β2q + C2qβ2 + α2β2q+2)yq

3+1 + C2q+2α2yq
2+q

+C2α2yq
3+q + C2qα2y2q

2
+ (C2q+2α4 + C2qα2β2 + α2)yq

3+q2 + (C2α4 + α2β2)y2q
3
,

w := α2(C2q3+2y + C2yq + yq
2
+C2α2yq

3
+ β2yq

3
)yq

3
.

Now,
H1(x, y) = (C2yq + yq

2
+ C2α2yq

3
+ β2yq

3
)(xyq + xqy)q

2
L1(y)

and
H2(x, y) = (C2yq + yq

2
+ C2α2yq

3
+ β2yq

3
)(xyq + xqy)q

2
L2(y),

where

L1(y) := (C2q+2α2 + C2α4β2q + C2qβ2 + α2β2q+2)y2 + (C2q2+2q+2α4 + C2q+2α2β2q2

+C2q2+2α6β2q + C2α4β2q2+2q + C2α2 +C2q2+2qα2β2 + C2qβ2q2+2 + C2q2α4β2q+2

+α2β2q2+2q+2)yq+1 + (C2q+2α4 + C2q2 + 2 + C2qα2β2 + C2q2α2β2q)yq
2+1

+(C2q2+2q+2α2 + C2q2+2α4β2q + C2α4 + C2q2+2qβ2 + C2q2α2β2q+2 + α2β2)yq
3+1

+(C2q+2α4 + C2α2β2q2)y2q + (C2q2+2q+2α2 + C2q2α4 + α2β2q2)yq
2+q

+(C2q2+2α6 + C2q2+2α2 + C2α4β2q2 + C2q2α4β2 + α2β2q2+2)yq
3+q

+C2q2+2qα2y2q
2
+ (C2q2+2q+2α4 +C2q2+2qα2β2 + C2q2α2)yq

3+q2

+(C2q2+2α4 + C2q2α2β2)y2q
3
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and

L2(y) := (C2q3+2q2α2 + C2q3α4β2q)y2 + (C2q3+2q2+2α4 + C2qα2 + α4β2q)yq+1

+(C2q3+2qα4 + C2q3+2q + C2qα2β2q3 + C2q3α2β2q + α4β2q3+2q)yq
2+1

+(C2q3+2q+2α2 + C2q+2α4β2q3 +C2q3+2α4β2q + C2α6β2q3+2q + C2q3+2qβ2 +

C2qα2β2q3+2 + C2q3α4 + C2q3α2β2q+2 + α4β2q3+2q+2)yq
3+1 + C2q+2α4y2q

+(C2q3+2q+2α2 + C2q+2α4β2q3 +C2qα4)yq
2+q + (C2q+2α6 + C2q3+2α2 + C2α4β2q3

+C2qα4β2)yq
3+q2 + (C2q3+2qα2 + C2qα4β2q3)yq

2
+ (C2q3+2q+2α4 + C2q+2α6β2q3

+C2q3+2qα2β2 +C2qα4β2q3+2 + C2q3α2 + α4β2q3)yq
3+q2

+(C2q3+2α4 + C2α6β2q3 + C2q3α2β2 + α4β2q3+2)y2q
3
.

Note that the determinant of the Dickson matrix of C2yq + yq
2
+ C2α2yq

3
+ β2yq

3
is dα,β(C)

and thus dα,β(C) 6= 0 for any C ∈ Γα,β.
We already excluded the case xyq + xqy = 0 and thus from H1(x, y) = H2(x, y) = 0 one

gets L1(y) = L2(y) = 0. Let P (y) := α2C2q3(Cq + αβq)2L1(y) + (Cq + αβq)2(Cα+ β)2L2(y) =
(Cq + αβq)2Q(y). From Q(y) = 0 one gets y = U/V , where

U := (α2(C2yq + yq
2
+ C2α2yq

3
+ yq

3
β2) ·

(

(C2q+2α4 + C2qα2β2 + C2q3+2q2α4 +C2q3α2β2q2)yq

+(C2q3+2q+2α2 + C2q+2α4β2q3 + C2q3+2q2+2qα2 + C2q3+2qβ2 +C2qα2β2q3+2)yq
2

+(C2q3+2α2 + C2α4β2q3 + C2q3+2q2α2 + C2q3β2 + α2β2q3+2)yq
3
)

,

V := (C4C2q3+2qα6 + C2q+2C2q3+2q2α6 + C2q3+2q+2α4β2 + C2q3+2q+2α4β2q2 + C2q+2α4

+C2q3+2q2+2α8β2q + C2q3+2α6β2qβ2q2 + C2q3+2α4 +C2α6β2q + C2qC2q3+2q2α4β2

+C2q3+2qα2β2β2q2 + C2qα2β2 + C2q3+2q2α6β2q+2 + C2q3α4β2q+2β2q2 + α4β2q+2)yq

+(C2q3+2q+2α2 + C2q+2α4β2q3 + C2q3+2α4β2q + C2α6β2q3+2q + C2qC2q3+2q2α2

+C2q3+2qβ2 + C2qα2β2q3+2 + C2q3+2q2α4β2q + C2q3α2β2q+2 + α4β2q3+2q+2)yq
2

+(C4C2q3+2qα4 + C4C2qα6β2q3 +C4C2q3α6β2q + C4α8β2q3+2q +C2q+2C2q3+2q2α4

+C2q3+2q2+2α6β2q + C2qC2q3+2q2α2β2 + C2q3+2qβ4 + C2qα2β4β2q3 + C2q3+2q2α4β2q+2

+C2q3α2β4β2q + α4β4β2q3+2q)yq
3
.

Substituting it in L1(y) = 0 we obtain

α2(C2α2 + β2)(C2q+2α2 + C2qβ2 + 1 )(C2yq + yq
2
+ C2α2yq

3
+ β2yq

3
)yqM(y) = 0, (6)

where
M(y) = a200y

2q3 + a201y
q3+q2 + a210y

q3+q + a202y
2q2 + a211y

q2+q + a220y
2q,
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with

a00 := α(Cq2+q + Cq2αβq + α)(Cq3+1α+ Cα2βq3 + Cq3+q2α+ Cq3β + αβq3+1)

·(Cq+1α+ Cq3+1α+ Cα2βq + Cqβ + αβq+1),

a01 := (Cq + αβq)(Cq3+1α+ Cα2βq3 +Cq3+q2α+ Cq3β + αβq3+1)fα,β(C),

a02 := (Cq3+qα2 + Cq3+q + Cqαβq3 + Cq3αβq + α2βq3+q)

·(Cq3+1α+ Cα2βq3 + Cq3+q2α+ Cq3β + αβq3+1)

·(Cq+1α+ Cq2+qα+ Cqβq2 + Cq2α2βq + αβq2+q),

a10 := α(Cq+1α+ Cq3+1α+ Cα2βq + Cqβ + αβq+1)fα,β(C),

a11 := αCq3(Cq+1α+ Cq2+qα+ Cqβq2 + Cq2α2βq + αβq2+q)fα,β(C),

a20 := α2(Cq3+q2α+ Cq3βq2 + 1)(Cq+1α+ Cq2+qα+ Cqβq2 + Cq2α2βq + αβq2+q)

(Cq+1α+Cq3+1α+ Cα2βq + Cqβ + αβq+1).

Since C ∈ Γα,β and αy 6= 0, (6) yields M(y) = 0. Also, from fα,β(C) = 0, M(y) = (a00y
q3 +

a02y
q2 + a20y

q)2. We will show that M(y) has only the zero root in Fq4 . To this aim consider
the Dickson matrix associated with M(y)









0 a20 a02 a00
a00

q 0 a20
q a02

q

a02
q2 a00

q2 0 a20
q2

a20
q3 a02

q3 a00
q3 0









,

whose determinant is precisely gα,β(C), which is nonvanishing since C ∈ Γα,β.
This shows that PC is not saturated by LUα,β

and the claim follows.

Let

r0(z) := (z4 − z)(z − β)(z2 + zβ2 + zβ + 1)(z2 + zβ3 + zβ2 + zβ + β3 + β2 + 1)(zβ3 + β + 1),

and

∆0 :=

{

z ∈ Fq : Trq/2

(

(zβ3 + zβ2 + z + β)(z + β)

z2β4

)

= 0, r0(z) 6= 0

}

.

Lemma A.3. Let β ∈ F
∗
q. If q ≥ 64 then ∆0 6= ∅.

Proof. Recall that Trq/2

(

(zβ3+zβ2+z+β)(z+β)
z2β4

)

= 0 if and only if there exists x ∈ Fq such that

x2 + x+ (zβ3+zβ2+z+β)(z+β)
z2β4 = 0.

Consider the plane Fq-rational curve

C : X2 +X +
(Zβ3 + Zβ2 + Z + β)(Z + β)

Z2β4
= 0.
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It is birationally equivalent to
(

X +
1

βZ

)2

+X +
1

βZ
+

(Zβ3 + Zβ2 + Z + β)(Z + β)

Z2β4
= 0,

that is

X2 +X +
β3 + β2 + 1

β4
+

1

Z
= 0,

which is clearly absolutely irreducible and of genus at most 3. This means that there are at

least q − 2
√
q Fq-rational points in C and thus

q−2
√
q

2 − 1 values z ∈ Fq for which

Trq/2

(

(zβ3 + zβ2 + z + β)(z + β)

z2β4

)

= 0.

Among these values, at most 10 satisfy r0(z) = 0. Since q ≥ 64, ∆0 6= ∅.

Proof of Lemma 3.5. We will prove that for each β there exists z ∈ Fq such that the point
(1 : z0 : β) is not 1-saturated, by proving that the set

{(xq + xq
3
+ zx, xq

2
+ βxq

3
+ βx) : x ∈ Fq4} ⊆ PG(1, q4)

is scattered.
Let us consider z ∈ ∆0 6= ∅. First we prove that the point (1 : 0) ∈ PG(1, q4) is of weight 0.

This can be readily seen as the Dickson matrix of xq
2
+ βxq

3
+ βx is non-singular.

We consider now a point (m : 1) ∈ PG(1, q4) with m ∈ Fq4 . Such a point is of weight at
most one if and only if the rank of

M :=









mβ + z 1 m 1 +mβ
1 +mqβ mqβ + z 1 mq

mq2 1 +mq2β mq2β + z 1

1 mq3 1 +mq3β mq3β + z









is at least three. Let f1 = det(N1) and f2 = det(N2) be the determinants of the north-right and
south-right 3× 3 submatrix of M , respectively.

Then

f1 := β3mq3+q2+1 + (zβ + β2)mq2+1 + (zβ + β2 + β + 1)mq3+1

+(z + β)m+ βmq3+q2 + (zβ + β)mq2 + (zβ + z)mq3 + z2;

f2 := (β3 + β2 + 1)mq3+q2+1 + (β2 + β)mq2+1 + (zβ + β2)mq3+1

+(β + 1)m+ (zβ2 + zβ + β)mq3+q2 + (zβ + β + 1)mq2 + (z2 + zβ)mq3 .

Using f1 = 0 and (f1)
q3 = 0 to eliminate mq3 and mq2 from (f2)

q3 = 0, one gets

((β2+β)mq+1+βm+(z+β)mq+1)((zβ3+β+1)mq+1+(z2β+z)mq+(z2β+z)m+z2β+z2) = 0.
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• Suppose that (β2 + β)mq+1 + βm+ (z + β)mq + 1 = 0. Then (mβ2 +mβ + z + β)mq =
mβ + 1. So m 6= 0. Also, mβ2 + mβ + z + β = 0 would imply mβ + 1 = 0 and thus
z = 1, a contradiction. Since m ∈ Fq4 this yields z3(m2β2 +m2β + mz + 1) = 0. Using

mq = mβ++1
mβ2+mβ+z+β

again in (f2)
q3 = 0 one gets

(mβ + z)(mβ2 +mβ +m+ z + β)(mzβ2 +mzβ +mβ + z2 + β + 1) = 0.

Since z /∈ F4 ∪ {β}, none of these three factors vanishes. Also, combining each of them
with m2β2 +m2β +mz + 1 = 0, necessarily

βz(z + 1) = 0,

or

z(z2 + zβ3 + zβ2 + zβ + β3 + β2 + 1) = 0,

or

βz(z + 1)(z2 + zβ3 + zβ2 + zβ + β3 + β2 + 1) = 0,

a contradiction to z ∈ ∆0.

• Suppose that (zβ3+β+1)mq+1+(z2β+ z)mq +(z2β+ z)m+ z2β+ z2 = 0. Since z ∈ ∆0,
zβ3+β+1 6= 1. Then (mzβ3+mβ+m+z2β+z)mq = mz2β+mz+z2β+z2. Clearly m = 0
is not possible. Also mzβ3 +mβ +m+ z2β + z = 0 yields mz2β +mz+ z2β + z2 = 0 and

thus zβ(z2+ zβ2+ zβ+1) = 0, a contradiction to z ∈ ∆0. From mq = mz2β+mz+z2β+z2

mzβ3+mβ+m+z2β+z
,

substituting it in det(M) = 0 one gets

βz((zβ3 + zβ2 + z + β)m2 + z2β2m+ z3 + z2β) = 0.

Note that (zβ3 + zβ2 + z+ β)m2 + z2β2m+ z3 + z2β = 0 is an equation in m defined over

Fq. Since Trq/2

(

(zβ3+zβ2+z+β)(z+β)
z2β4

)

= 0, m ∈ Fq and thus

mz2β +mz + z2β + z2

mzβ3 +mβ +m+ z2β + z
= m.

Together with (zβ3 + zβ2 + z + β)m2 + z2β2m+ z3 + z2β = 0, this gives

βz(z2 + zβ2 + zβ + 1) = 0,

a contradiction to z ∈ ∆0.

23



Consider the following polynomials

h1(z) := βq+1z(z + 1)(z2 + (β + βq3)z + β + βq3);

h2(z) := z5 + (βq2+q+1 + βq+1 + β + βq2 + βq3)z4 + (βq2+q+2 + βq+2 + βq2+2q+1 + β2q+1

+βq3+q+1 + βq2+1 + β + βq2 + βq2+q + βq + βq2 + βq3 + 1)z3

+(βq2+q+2 + βq3+2q+1 + β2q+1 + βq+1 + βq3+2q + β2q + βq2+q + βq3+q + βq + βq2)z2

+(βq2+q+2 + βq+2 + βq2+2q+1 + βq3+q+1 + βq2+1 + βq3+q + βq + βq2)z

+βq2+q+2 + βq3+2q+1 + βq2+q+1 + βq3+2q;

h3(z) := β(z + 1)(z5 + (β + βq3+q2+q + βq2+q + βq + βq3)z4 + (βq2+q+1 + β + βq3+q2+2q

+βq2+2q + βq3+2q2+q + β2q2+q + βq3+q + βq + β2q2 + βq3+q2 + βq2 + βq3 + 1)z3

+(βq2+q+1 + β2q2+1 + βq2+1 + βq3+q2+2q + β2q2+q + βq2+q + β2q2 + βq3+q2 + βq2 + βq3)z2

+(βq2+q+1 + βq2+1 + βq3+q2+2q + βq2+2q + βq3+2q2+q + βq3+q + βq2 + βq3)z

+βq2+q+1 + β2q2+1 + βq3+q2+2q + βq3+q2+q

h4(z) := Trq4/q(β + βq+1)z3 + (Trq4/q(β
q+q+1) + βq2+1 + βq3+q)z2 +Trq4/q(β)z +Trq4/q(β

q+1).

Let

∆1 := {z ∈ Fq : z(z+1)(zβq2+1+β+βq2)(z2+zβq2+q+zβq2+βq+βq2+1)h1(z)h2(z)hg3(z)h4(z) 6= 0}.

Proof of Lemma 3.6. The proof is similar to the one of Lemma 3.5. First note that since βq3+q =
βq2+q, β /∈ Fq yields β /∈ Fq2 . We will prove that for each such β there exists z ∈ ∆1 such that
the point (1 : z : β) is not 1-saturated. This holds if the set

{(xq + xq
3
+ zx, xq

2
+ βxq

3
+ βx) : x ∈ Fq4} ⊆ PG(1, q4)

is scattered. Arguing as in the proof of Lemma 3.5, it can be shown that the point (0 : 1) is of
weight 1. To investigate the weight of a point (1 : m), m ∈ Fq4 , we consider the rank of

M :=









mβ + z 1 m 1 +mβ
1 +mqβq mqβq + zq 1 mq

mq2 1 +mq2βq2 mq2βq2 + zq
2

1

1 mq3 1 +mq3βq3 mq3βq3 + zq
3









.

We will prove that for each choice of β the rank of M is at least three independently of m ∈ Fq4 .
Let f1 = det(N1) and f2 = det(N2) be the determinants of the north-right and south-right 3× 3
submatrix of M , respectively. In this case,

f1(z) := (βq3+q2+q + βq2+q + βq3+q)mq3+q2+q + (zβq + βq3+q)mq3+q + (zβq2 + z)mq2

+βqmq2+q + (zβq3 + βq3+q2 + βq2 + 1)mq3+q2 + (zβq + βq)mq + (z + βq3)mq3 + z2;

f2(z) := (βq3+q2+q + βq3+q + 1)mq3+q2+q + (zβq2+q + zβq + βq2)mq2+q + (βq3+q + βq)mq3+q

+(zβq + βq + 1)mq + (zβq3 + βq3+q2)mq3+q2 + (z2 + zβq2)mq2 + (βq3 + 1)mq3 .
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Using f1 = 0 and (f1)
q3 = 0 to eliminate mq3 and mq2 from (f2)

q3 = 0, one gets

(βq+1 + β)mq+1 + βm+ (z + βq)mq + 1 = 0

or

(zβq2+q+1 + zβq+1 + zβq2+1 + βq2+1 + βq2+q + βq + 1)mq+1

+(z2β + z + β + βq2)m+ (z2βq2 + zβq + zβq2 + z)mq + z2βq2 + z2 = 0.

• Suppose that (βq+1+β)mq+1+βm+(z+βq)mq+1 = 0. Then (mβq+1+mβ+z+βq)mq =
mβ + 1. Clearly m 6= 0. Also, mβq+1 + mβ + z + βq = 0 would imply mβ + 1 = 0 and
thus z = 1, a contradiction. Since m ∈ Fq4 , this yields

(

(βq+1 + β)z3 + (βq+2 + β2 + βq3+q+1 + βq+1 + βq2+1 + βq3+1)z2

+(βq+2 + βq2+2 + βq2+1 + βq3+1)z + βq2+2 + βq3+q+1
)

m2

+
(

z4 +Trq4/q(β)z
3 + (Trq4/q(β) + βq2+1 + βq3+q)z2 + βq2+1 + βq3+q

)

m

+z3 + z2βq + z2βq2 + zβq + zβq2 = 0. (7)

Using mq = mβ+1
mβq+1+mβ+z+βq again in (f2)

q3 = 0 one gets

(mβ+z)(mβq+1+mβ+m+z+βq)(mzβq+1+mzβ+mβq+1+mβq2+1+mβ+z2+zβq+zβq2+βq+1) = 0.

Since β /∈ Fq, none of these three factors vanishes. Also, combining each of them with (7),
necessarily

h1(z)h2(z)h3(z) = 0,

a contradiction to z ∈ ∆1.

• Suppose that

(zβq2+q+1 + zβq+1 + zβq2+1 + βq2+1 + βq2+q + βq + 1)mq+1

+(z2β + z + β + βq2)m+ (z2βq2 + zβq + zβq2 + z)mq + z2βq2 + z2 = 0.

Then ((zβq2+q+1+zβq+1+zβq2+1+βq2+1+βq2+q+βq+1)m+(z2βq2+zβq+zβq2+z))mq =
(z2β + z + β + βq2)m+ z2βq2 + z2. Clearly m = 0 is not possible.

Also (zβq2+q+1+ zβq+1+ zβq2+1+βq2+1+βq2+q+βq+1)m+(z2βq2 + zβq+ zβq2 + z) = 0
yields (z2β + z + β + βq2)m+ z2βq2 + z2 = 0 and thus z(zβq2+1 + β + βq2)(z2 + zβq2+q +
zβq2 + βq + βq2 + 1) = 0, a contradiction to z ∈ ∆1.

Thus

mq =
(z2β + z + β + βq2)m+ z2βq2 + z2

(zβq2+q+1 + zβq+1 + zβq2+1 + βq2+1 + βq2+q + βq + 1)m+ (z2βq2 + zβq + zβq2 + z)
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and since m ∈ Fq4 , necessarily h4(z)(a2(z)m
2 + a1(z)m+ a0(z)) = 0, where

a2(z) := (βq3+q2+q+2 + βq3+q3+2 + βq+1)z3 + (βq2+q+2 + βq3+q2+2 + βq2+2 + β2

+βq2+q+1 + βq+1 + βq3+q2+1 + βq2+1 + βq3+1 + β + βq)z2

+(βq3+q+2 + βq2+2 + βq3+q2+q+1 + βq2+q+1 + βq+1 + βq3+q2+1 + βq2+1

+βq3+q2+q + βq + βq3)z + βq+2 + β2 + βq2+q+1 + βq3+q+1 + βq2+1 +

β + βq3+q2+q + βq2 ;

a1(z) := βq3+q2+q+1z4 +Trq4/q(β + βq+1 + βq2+q+1)z3

+(Trq4/q(β
q+1 + βq2+q+1) + βq2+1 + βq3+q)z2 +Trq4/q(β)z +Trq4/q(β

q+1);

a0(z) := z2
(

βq3+q2z3 + (βq3+q2+q + βq2 + βq3)z2 + (βq3+q + βq + βq3+q2 + βq3)z

+βq2+q + βq + βq3+q2 + βq3
)

Since β /∈ Fq (and thus not belonging to Fq2) the polynomial a2(z)m
2 + a1(z)m + a0(z)

is nonvanishing, since a2(z) 6≡ 0. Also,the resultant between a2(z)m
2 + a1(z)m + a0(z)

and f2 with respect to m is a polynomial of degree 38 in z whose leading coefficient is
βq3+3q2+2q2+4(βq + βq2 + βq2+q + βq3+q2), which is never zero, since β /∈ Fq. Since q ≥ 64
it is always possible to choose z ∈ ∆1 to be not a root of such a polynomial.

The claim follows.
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