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CONTROLLING THE RATES OF A CHAIN OF HARMONIC OSCILLATORS

WITH A POINT LANGEVIN THERMOSTAT

AMIRALI HANNANI, MINH NHAT PHUNG, MINH-BINH TRAN, AND EMMANUEL TRÉLAT

Abstract. We consider the control problem for an infinite chain of coupled harmonic oscillators
with a Langevin thermostat at the origin. We study the effect of two types of open-loop boundary
controls, impulsive control and linear memory-feedback control, in the high frequency limit. We
investigate their action on the reflection-transmission coefficients for the wave energy for the
scattering of the thermostat. Our study shows that impulsive boundary controls have no impact
on the rates and are thus not appropriate to act on the system, despite their physical meaning
and relevance. In contrast, the second kind of control that we propose, which is less standard
and uses the past of the state solution of the system, is adequate and relevant. We prove that
any triple of rates satisfying appropriate assumptions is asymptotically reachable thanks to linear
memory-feedback controls that we design explicitly.
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1. Introduction

Heat reservoirs at temperature T are commonly modeled by the Langevin stochastic dynamics.
When the bulk evolution is governed by a discrete wave equation, a small parameter ε > 0
is introduced to dictate the ratio between microscopic and macroscopic space-time units. In
general, the noise is chosen so that by the stochastic mechanism, there is only a finite amount of
momentum exchanged in a finite interval of time. As thus, each particle undergoes only a finite
number of collisions in any finite interval of time. It is common to let ε tend to 0, which is often
referred to as taking the kinetic limit for the system (for instance, see [10], [11], [13]). When a
chain has no microscopic boundary, the energy density evolution is often described by a linear
kinetic equation.

A useful tool to localize in space the energy per frequency mode is the Wigner distribution,
introduced in [15]. In the absence of the thermostat, by adding a small conservative noise exchang-
ing velocities, the authors of [2] prove that, in the kinetic limit ε → 0, the Wigner distribution
converges to the solution of the kinetic transport equation

∂tW (t, x, k) + vg(k)∂xW (t, x, k) = 2γ0

∫
T
R(k, k′)

(
W (t, x, k′)−W (t, x, k)

)
dk, (1)

for all (t, x, k) ∈ [0,+∞)× T× R. The explicit scattering kernel R(k, k′) ≥ 0 is given by

R(k) :=

∫
T
dk′R(k, k′) ∼ |k|2 for |k| � 1.

We also refer to [3] for a related situation. Here and in the sequel T is the unit torus, identify with
the interval [−1/2, 1/2] with periodic endpoints. The parameter γ0 > 0 is the scattering rate for
the microscopic chain. The group velocity is defined by vg(k) = ω(k)/2π, ω(k) is the dispersion
relation of the chain.

When a heat bath at temperature T is applied to one particle, which is labeled 0, with a coupling
strength γ1 > 0, the action of the heat bath is not affected by the scale of the small parameter
ε. As a consequence, when a thermostat is included in the system, its presence can be regarded
as a singular perturbation of the dynamics of the system. Mathematically speaking, when ε→ 0,
in [6, 9], it has been proved that the thermostat enforces that phonons of wave number k are
generated with rate ra(k)T , incoming k-phonons can be transmitted with probability rt(k) and
reflected with probability rr(k), which means that one needs to introduce the boundary conditions
at y = 0 on (1):

W (t, 0+, k) = rr(k)W (t, 0+,−k) + rt(k)W (t, 0−, k) + ra(k)T, for 0 < k ≤ 1/2,

W (t, 0−, k) = rr(k)W (t, 0−,−k) + rt(k)W (t, 0+, k) + ra(k)T, for −1/2 < k < 0.
(2)

Those quantities are properly normalized according to ra(k)+rt(k)+rr(k) = 1, so thatW (t, y, k) =
T is a thermal equilibrium.

In the recent years, there have been significant progresses on the control theory for kinetic
models [1, 4, 12]. The goal of our work is to initiate the study of the Wigner distributions for
stochastic discrete wave equations under the point of view of control theory. To be more precise,
in the setting of the stochastic discrete wave equations considered in [6, 9], the three important
parameters ra(k), rt(k), rr(k) are respectively the probabilities for absorption, transmission and
reflection, and the rate of creation of a phonon of mode k. Within the control theory viewpoint,
we investigate the following question:

Question A - Controllability at the kinetic limit: if we add a control function, having a
relevant physical meaning, to the wave system/equation, can we control the above three important
rates: transmission, reflection/ absorption, and creation of a phonon of mode k in (2)?
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To address Question A, we consider two possible types of open-loop boundary controls.
The first boundary control is inpulsive (see Section 3) and consists of adding the term F (t)δ0,n

to the system. At the kinetic limit such a control has an impact only at the boundary, causing a
shoot-up explained by the friction ν at the boundary. Like the thermostat, the control force F (t)
can be seen as a wave at all frequencies but only the frequency of the oscillators are kept; all other
frequencies are damped by oscillations at the macroscopic limit. Physically, this type of control
corresponds to adding a force F (t) at the boundary. Similar physical phenomena (subjecting a
chain of oscillators to a point force) have been considered recently in [7]. The difference with our
work lies in the nature of the force: L1 in time in our case vs. periodic in time in theirs. Another
difference is the scaling regime that we consider for the control of the kinetic limit, in contrast to
their setup that corresponds to the diffusive scaling. Our control is impulsive in the sense that it
creates a new term in the kinetic limit equation (see (18) further), namely, a Dirac delta measure
along the characteristic δ(x − vg(k)t). This means that the control is too strong and the whole
dynamics of the chain follows the control and not its own dynamics. Even when we take a smooth
function F , an extra Dirac delta measure along the characteristic δ(x − vg(k)t) pops up in the
final equation, as proved in (18). It follows that the probabilities for absorption, transmission and
reflection, and the rate of creation of a phonon of mode k are not controllable using this control
(see Remark 2).

The second type of open-loop boundary control is a linear memory-feedback control (see Section
4) on the stochastic process of the wave consisting of adding the convolution term F ? α0δ0,n. In
control theory, the time-convolution integral for a continuous-time system calculates the output
of a system to a given input using the response of the system. Therefore it is natural to utilize
time-convolution as a tool to control the system at any time t given that the anterior states of
the system are known. In this respect, the control uses feedback from previous times to control
outputs at the current time and is often called memory-feedback. Since the control in this case
follows closely the dynamics of the system, the “impulsive” behavior in which a delta function
pops up in the final result can be avoided. Noticing that the three quantities ra, rt, rr depend
on the friction ν, a control F ? α0δ0,n can be imposed on this parameter ν, which sticks to the
stochastic process α0. Thanks to this feedback-type boundary control, eventually the effect of
the control on the kinetic limit is much better: the three rates (ra, rt, rr) can be changed at the
kinetic limit. We will prove that for a given class of function rates (ra, rt, rr), enjoying appropriate
conditions, it is possible to find a control F asymptotically steering the rates to desired target
functions (see Corollary 6).

Another type of control, which seems to be technically harder is the so-called “internal control”,
for which, the control acts on several points of the chain, will be studied in future work. Let
us mention that instead of a Langevin thermostat, one may also consider a Poisson scattering
mechanism at the boundary. Such mechanisms are studied in [8]. Controlling the rate of such
problems seems doable via our methods.

Acknowledgments: The authors would like to express their gratitude to Tomasz Komorowski,
Stefano Olla, Herbert Spohn and Enrique Zuazua for several useful remarks, guidance, and in-
structions on the topic.

2. Setting and Notations

Following [6, 9], we consider the evolution of an infinite particle system governed by the Hamil-
tonian

H(α, β) :=
1

2

∑
n∈Z

α2
n +

1

2

∑
n,n′∈Z

σn−n′βnβn′ =
1

2

∑
n∈Z
‖α‖2 + 〈β, σ ? β〉,
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where n ∈ Z, (αn, βn) is the position and momentum of the particle n, and (α, β) = {(αn, βn), n ∈
Z}. The assumption on σ will be specified later. The Hamiltonian dynamics with stochastic source
without control reads

β̇n(t) = αn(t),

dαn(t) = −(σ ? β(t))ndt+
(
− να0(t)dt+

√
2νTdR(t)

)
δ0,n, n ∈ Z,

where {R(t), t ≥ 0} is a Wiener process on a probability space with proper filtration (Ω,Ft,E)
and an initial probability measure µε on `2(Z). In this setting, we couple the particle whose label
is 0 to a Langevin thermostat at temperature T and we assume that the friction is ν > 0. The
convolution of two functions on Z is

(f ? g)n =
∑
n′∈Z

fn−n′gn′ . (3)

The wave function is given by

ψn(t) := (ω̃ ? β(t))n + iαn(t) (4)

in which {ω̃n, n ∈ Z} is ω(k) :=
√
σ̂(k). The Fourier transform of the wave function is

ψ̂(t, k) := ω(k)β̂(t, k) + iα̂(t, k) ∀k ∈ T.

The Fourier transform of fn ∈ `2(Z) and the inverse Fourier transform of f̂ ∈ L2(T) are

f̂(k) =
∑
x∈Z

fn exp{−2πink}, fn =

∫
T
f̂(k) exp{2πink}dk, n ∈ Z, k ∈ T.

We also have

α̂ (t, k) =
1

2i
[ψ̂(t, k)− ψ̂∗(t,−k)], α0(t) =

∫
T

Im ψ̂(t, k)dk.

The initial condition can be written as ψ̂(k) = ψ̂(0, k).
Following [9], the energy and correlation are assumed to satisfy

〈ψ̂(k), ψ̂(h)〉µε = 0, k, h ∈ T,

sup
ε∈(0,1]

∑
n∈Z

ε〈|ψn|2〉µε = sup
ε∈(0,1]

ε〈‖ψ̂‖2L2(T)〉µε <∞, (5)

where the expectation for µε is denoted 〈·〉µε . The expectation for the two processes, the Wiener
process and the initial measure µε, is denoted by Eε.

For a function O(x, k), we denote by Õ : R× Z→ C, Ô : R× T→ C the Fourier transforms of
O in the k and x variables, respectively, and the Laplace transform for the time variable is

L(f)(Z) =

∫ ∞
0

e−Ztf(t)dt

We have some specific notations for the Laplace transform of few functions in this work and we
define them when we need. Also, for now, if we don’t say anything further, we assume the domain
for convergence of the Laplace transform is C+ = {z ∈ C : Re(z) > 0}. We keep the notations
Re(z), Im(z), z∗ for the real part, imaginary part and complex conjugate of z.

The Laplace transform of the Wiener process is denoted by

R̃ = L(R).
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One can observe that R̃ is a Gaussian process, determined by its covariance which is given by:

E(R̃(Z1)R̃(Z2)) =
1

Z1 + Z2
, ReZ1,ReZ2 > 0.

Recall the convolution notation in (3). We also use the notation ? for convolutions with respect
to the time variable t, as

f ? g(t) =

∫ t

0
f(t− s)g(s)ds.

We use this for convenience. To avoid confusion, we have a convention that we only use this
notation when dealing with functions F,Θ,Ψ, Cω. We define those functions later.

The ε time scaling of a function f is defined by

f (ε)(t) = f(t/ε). (6)

For the estimates, we use the following symbols: for f, g : D → R, we write

f . g if there exists C > 0 : f(x) ≤ Cg(x), x ∈ D.
We write f ≈ g if f . g and g . f.

Our estimation usually involves ε → 0+, hence when we use those symbols we mean that D is a
small positive neighborhood of 0 for the variable ε and C does not depend on ε.

We now state a few basic assumptions.

2.1. Assumptions on the initial wave. The Wigner distribution is defined by

〈O,W (ε)(t)〉N =
ε

2

∑
n,n′∈Z

Eε
[
ψ̂(ε)
n (t)ψ̂

(ε)∗
n′ (t)

]
Õ∗(ε

n+ n′

2
, n− n′), (7)

for every test function O ∈ S (R×T) in the Schwartz space. Recalling that G has two variables,

Ô is the Fourier transform with respect to the first variable, and Õ is the Fourier transform with
respect to the second variable, defined by

Ô(ξ, k) =

∫
R
e−2πiξxO(x, k)dx,

Õ(x, n) =

∫
T
e−2πinkO(x, k)dk.

The Wigner distribution is also defined by its Fourier transform, as

Ŵε(t, ξ, k) =
ε

2
Eε
[
ψ̂(ε)∗(t, k − εξ/2)ψ̂(ε)(t, k + εξ/2)

]
, (8)

〈O,W (ε)(t)〉N =

∫
T×R

Ŵε(t, ξ, k)Ô∗(ξ, k)dξdk.

For the Wigner distribution’s Laplace transform, we use the notation

Wε(Z, ξ, k) = L(Ŵε(·, ξ, k))(Z).

For most parts, we will find the limit of the Laplace transform Wε instead of directly find the
limit of Ŵε. When we want to mention about the initial condition of the Wigner distribution, we
omit the time variable and we write

Ŵε(ξ, k) = Ŵε(0, ξ, k).
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We define the space N as the completion of S (R× T) for the norm

‖O‖N =

∫
R

sup
k∈T
|Ô(ξ, k)|dξ

and we consider it dual space N ′.
The energy of the wave grows at most linearly in time, hence

sup
t∈[0,τ ]

‖W (ε)(t)‖N ′ <∞,

for every τ > 0. Therefore, the family of allW (ε) is sequentially weak-star compact in (L1([0, τ ]; N ))?.
Considering subsequences is necessary, we can then assume that

Ŵε(ξ, k) converges weakly in N ′ to Ŵ0 ∈ L1(R× T).

For the estimates later on, an additional assumption on the initial state is needed, namely, that

|Ŵε(ξ, k)| ≤ C1

〈ξ〉3+κ
R

, (9)

for (ξ, k) ∈ T2/ε × T, ε ∈ (0, 1] (T2/ε is the periodic torus [−ε−1, ε−1]). Here, C1, κ are positive
constants and the Japanese bracket is defined by

〈x〉R =
√

1 + x2.

Note that, for any κ > 0,
∫
R〈x〉

−1−κ
R dx converges.

2.2. Assumptions on the dispersion relation. The coupling between two points n, n′ ∈ Z is
denoted by

σn−n′ ∈ C.

We assume that there exist C2, C3 > 0 such that

|σn| ≤ C2e
−|n|/C3 , ∀n ∈ Z.

This assumption implies that the Fourier transform σ̂ is smooth. We also assume that

σ̂ is even,

σ̂(k) > 0, k 6= 0,

σ̂′′(0) > 0, if σ̂(0) = 0.

The dispersion relation is defined using this coupling

ω(k) =
√
σ̂(k).

By definition, the function k 7→ ω(k) is non-negative, even, and is smooth on T\{0}. In our work,
we assume that ω is a smooth and positive function.

The torus T is divided into the negative branch [−1/2, 0] and positive branch [0, 1/2]. Since ω is
an even function, it makes sense to work on the positive branch, then pass the result to the negative
branch. We add the assumption that ω is decreasing on the negative branch, or equivalently,
increasing on the positive branch. The minimum and maximum values of the dispersion relation
are

ωmin = ω(0),

ωmax = ω(−1/2) = ω(1/2).
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We also define two inverse functions ϕ+ : [ωmin, ωmax]→ [0, 1/2] and ϕ− : [ωmin, ωmax]→ [−1/2, 0].
Since ω increases on the positive branch and is continuous, given any ω ∈ [ωmin, ωmax] there exists
a unique k ∈ [0, 1/2] such that ω(k) = ω. The value of ϕ(ω) is set as k. We define ϕ+ by

ϕ+(ω(k)) = |k|
and ϕ− by

ϕ−(ω(k)) = −|k|.
We assume that the derivatives of the inverses have the following properties

ϕ′±(ω) = ±(ω − ωmin)−1/2ϕ1(ω), ω − ωmin � 1, (10)

ϕ′±(ω) = ±(ωmax − ω)−1/2ϕ2(ω), ωmax − ω � 1, (11)

where ϕ1 and ϕ2 are smooth positive functions. For example (see [2]):

ω(k) =
√
ω2

0 + γ(1− cos(2πk)),

where ω0, γ > 0. For ω ∈ [ω0,
√
ω2

0 + 2γ], we have

ϕ±(ω) = ± 1

π
arcsin

√
ω2 − ω2

0

2γ

and

ϕ′±(ω) = ± ω

π
√

2γ + ω2
0 − ω2

√
ω2 − ω2

0

.

When ω − ω0 � 1, we define

ϕ1(ω) =
ω

π
√

2γ + ω2
0 − ω2

√
ω + ω0

,

and when
√
ω2

0 + 2γ − ω � 1, we define

ϕ2(ω) =
ω

π
√√

ω2
0 + 2γ + ω

√
ω2 − ω2

0

.

Finally, we introduce some notations related to the dispersion relation:

Dε(k, ξ) = ε−1 [ω(k + εξ/2)− ω(k − εξ/2)] for k ∈ T, ξ ∈ T2/ε,

D+
ε (k, ξ) = ε−1 [ω(k + εξ)− ω(k)] for k ∈ T, ξ ∈ T1/ε,

D−ε (k, ξ) = ε−1 [ω(k)− ω(k − εξ)] for k ∈ T, ξ ∈ T1/ε.

(12)

When ε→ 0, Dε(k, ξ), D
+
ε (k, ξ), D−ε (k, ξ) all converge to ω′(k)ξ.

3. Impulsive control

3.1. Setting and Main Theorem. We further assume that 〈ψ̂(k)〉µε = 0 for any k so that
scattering terms containing this expectation in their product vanish. Actually, it would be enough
to assume that

P (ε, k) = 〈ψ̂(k)〉µε and

ε1/2−d |P (ε, k − εξ/2)| is bounded for each fixed k, ξ, (13)

In (13), d is such that P is small enough so that when the control acts on the wave, the new term
involving P will disappear when taking the limit. To be more precise, d is such that 1/2 − d is
small.
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In this part, our control term is associated with a real-valued function F (t) and we assume that

ε1/2L(F )(εZ + iω(k − εξ/2)) converges to F(k) for fixed ξ, for some continuous function F .
(14)

This assumption comes from a basic relation between Laplace and Fourier transforms. For F ∈
L1([0,+∞)) we have

lim
Z→0
L(F )(Z + iω) = lim

Z→0

∫ +∞

0
e−Zt−iωtF (t)dt =

∫ +∞

0
e−iωtF (t)dt = F̂ (ω/2π). (15)

We use the notation F̂ for the Fourier transform in the time variable.
To ensure that the energy will grow at most linearly in time, we make another assumption on

F , namely, that there exists C4 > 0 such that

sup
ε∈(0,1]

∫ t/ε

0
εF 2(s)ds ≤ C4t,∀t > 0.

We now state our main theorem for inpulsive control. We consider the system of equations

β̇n(t) = αn(t), (16)

dαn(t) = −(σ ? β(t))ndt+ (−να0dt+ F (t)dt+
√

2νTdR(t))δ0,n. (17)

Theorem 1. Consider the wave system governed by (16) and (17) along with all assumptions
stated in sections 2 and 3. For any τ > 0 and O ∈ L1([0, τ ]; N ) we have

lim
ε→0

∫ τ

0
〈O(t),Wε(t)〉N dt =

∫ τ

0

∫
R×T

O∗(t, x, k)W (t, x, k)dxdkdt, (18)

where

W (t, x, k) = W0(x− vg(k)t, k)1[0,vg(k)t]c(x) + ra(k)T1[0,vg(k)t](x)

+ rt(k)W0(x− vg(k)t, k)1[0,vg(k)t](x) + rr(k)W0(−x+ vg(k)t,−k)1[0,vg(k)t](x)

+
|vg(k)|ra(k)|F(k)|2

ν
δ(x− vg(k)t). (19)

Remark 2. In view of Question A, posed in our introduction, we observe that the three rates
ra, rt, rr are not modified under the influence of the impulsive control F (t)δ0,n. The control

appears in the term
|vg(k)|ra(k)|F(k)|2

ν δ(x − ω̄′(k)t) in (19)(recall that F is given by (14): this is
where the control F (t)δ0,n appears in (19)). With respect to the main result of [9], the latter term
is the new additional one.

Therefore, despite its physical meaning and relevance, such an impulsive control is not appro-
priate to act on the thermostat system. In the next section, we will propose another type of
control called memory-feedback because it uses the information provided by the past of the state
solution. This alternative kind of control enables us to act on the triple rates.

We recall some definitions. The group velocity is denoted

vg(k) =
ω′(k)

2π
.

We then define

ra(k) =
ν|θ(k)|2

|vg(k)|
,



CONTROLLING THE RATES OF A CHAIN OF HARMONIC OSCILLATORS 9

rt(k) = 1− Re(θ(k))
ν

|vg(k)|
+

νra(k)

4|vg(k)|
,

rr(k) =
νra(k)

4|vg(k)|
,

where θ is defined further in (31). Recall that the terms ra, rt and rr represent the absorption
rate, transmission rate and reflection rate. Section [9] shows the properties of θ yielding some
other properties of ra, rt, rr.

In the proof of Theorem 1, to analyze the kinetic limit, the Wigner distribution is splitted into
13 terms that we categorize into 4 types.

(1) Terms do not involving the control: one of the thermal term (38), the ballistic term (52),
the first and the second scattering terms (58), (59). These terms are estimated using the
results of [9].

(2) Terms with a single Wiener process: (36) and (37). Since the expectation of the Wiener
process is zero, thus these terms are zero.

(3) Terms involving one occurence of F in the product: those terms are (54), the third, the
fourth, the fifth and the sixth scattering terms, (60), (61), (62), (63).

(4) Terms involving two occurences of F in the product: (35) and (64).

We will see that only the first and the fourth types have non-zero kinetic limits. All others vanish
at the limit.

3.2. Preliminary computations. We write dψ using the system of equations (see [5, 14] for a
related nonlinear problem)

dψ̂(t, k) = d(ω(k)β̂(t, k)) + idα̂(t, k)

= ω(k)α̂(t, k)dt+ i(−ω2(k)β̂dt− να0(t)dt+ F (t)dt+
√

2νTdR(t))

= −iω(k)ψ̂(t, k)dt− iνα0(t)dt+ iF (t)dt+
√

2νT idR(t). (20)

Solving the linear ODE (20) gives

ψ̂(t, k) = e−iω(k)tψ̂(k)− iν
∫ t

0
e−iω(k)(t−s)α0(s)ds+ i

∫ t

0
e−iω(k)(t−s)F (s)ds

+ i
√

2νT

∫ t

0
e−iω(k)(t−s)dR(s). (21)

Noting that by definition of inverse Fourier transform,

α0(t) =

∫
T

Im(ψ̂(t, k))dk, (22)

and that the real part of e−iω(k)(t−s) is cos(ω(t− s)), we infer from (21) and (22) that

α0(t) = Ψ(t)− ν
∫
T

∫ t

0
cos (ω(k)(t− s))α0(s)dsdk +

∫
T

∫ t

0
cos (ω(k)(t− s))F (s)dsdk

+
√

2νT

∫
T

∫ t

0
cos (ω(k)(t− s)) dR(s)dk,

= Ψ(t)− νCω ? α0(t) + Cω ? F (t) +
√

2νTCω ? dR(t), (23)

where

Ψ(t) =

∫
T

Im
(
ψ̂(k)e−iω(k)t

)
dk, (24)
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and

Cω(t) =

∫
T

cos(ω(k)t)dk. (25)

We can compute the Laplace transform

L(Cω)(Z) =

∫
T

Z

Z2 + ω2(k)
dk. (26)

Recall that Re(Z) > 0 so Re(L(Cω)(Z)) > 0.
Using the Laplace transform on (23) and the fact that

Θ̃(Z) =
1

1 + νL(Cω)(Z)
=
∞∑
j=0

(−νL(Cω)(Z))j , (27)

we get

α̃0(Z) = L(α0)(Z) = Θ̃L(Ψ)(Z) + Θ̃L(Cω)(Z)L(F )(Z) +
√

2νT Θ̃(Z)L(Cω)(Z)R̃(Z)

= Θ̃L(Ψ) +
1

ν
(1− Θ̃)L(F ) +

√
2νT Θ̃L(Cω)R̃(Z). (28)

We will write Θ as the inverse Laplace transform of Θ̃ and it can be understood using the infinite
sum of convolution terms

Θ(dt) = δ0,t(dt) + L−1(Θ̃− 1) = δ0,t(dt) +
∞∑
n=1

(−ν)n(?nCω)dt,

where (?nCω) is the n-time convolution of Cω with itself.
Applying the Laplace transform to (21), and using (28) we obtain

L(ψ̂(·, k))(Z) =
ψ̂(k)− iνα̃0(Z) + iL(F )(Z) + i

√
2νT R̃(Z)

Z + iω(k)

=
ψ̂(k)− iνL(Ψ)(Z) + iΘ̃(Z)L(F )(Z) + i

√
2νT Θ̃(Z)R̃(Z)

Z + iω(k)
.

Therefore, by inverse Laplace transform,

ψ̂(t, k) = e−iω(k)tψ̂(k)− iν
∫ t

0
Θω(t− s, k)Ψ(s)ds+ i

∫ t

0
Θω(t− s, k)F (s)ds

+ i
√

2νT

∫ t

0
Θω(t− s, k)dR(s), (29)

where

Θω(t, k) =

∫ t

0
e−iω(k)(t−s)Θ(ds).

Denoting by

Θω(t, k) =

∫ t

0
eiω(k)sg(ds) = eiω(k)tΘω(t, k), (30)

we have the important identity

L((Θω)(ε)(·, k))(Z) =
Θ̃(εZ − iω(k))

Z
.
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It can be proved that Θ̃(εZ − iω(k)) is bounded by 1. Hence, using (25), (26), (27), and Fatou’s

Lemma, Θ̃(ελ− iω(k)) converges (a.e. and in any Lp) when Z → 0. We also write

lim
ε→0+

Θ̃(εZ − iω(k)) = θ(k). (31)

Note that we can truncate the wave so that it vanishes around k where ω′(k) = 0. We have

ψ̂1(0, k) = ψ̂(k)χ%(k), (32)

dψ̂1(t, k) =

{
−iω(k)ψ̂1(t, k)− ν

2i

∫
T
[ψ̂1(t, k′)− ψ̂1∗(t, k′)]dk′ + F (t)

}
dt+ i

√
2νTdR(t). (33)

ψ̂2(0, k) = ψ̂(k)(1− χ%(k)),

dψ̂2(t, k) =

{
−iω(k)ψ̂1(t, k)− ν

2i

∫
T
[ψ̂2(t, k′)− ψ̂2∗(t, k′)]dk′

}
dt.

In here, χ%(k) is a smooth function with values in [0, 1] such that it is equal to 0 on [T](%) and to
1 on T \ [T](%) with

[T](%) = {k : dist(k, [T](0)) < %}, (34)

[T](0) = {k : ω′(k) = 0}.

We will choose % sufficiently small so that the part near the place where ω′ vanishes, will also be
sufficiently small. Note that, since ω is smooth, we have ω′(k) = 0 at −1

2 , 0 and 1
2 .

We now split the wave into several terms to determine the kinetic limit.

3.3. Thermal terms. The thermal part of the wave is considered independently from the initial
state of the wave system. Therefore, for the thermal part, we put ψ̂(k) ≡ 0. With that assumption,
(29) becomes

ψ̂(t, k) = i

∫ t

0
Θω(t− s, k)F (s)ds+ i

√
2νT

∫ t

0
Θω(t− s, k)dR(s).

The Wigner distribution’s definition (8) gives

Ŵε(t, ξ, k) =
ε

2
Eε

[∫ t/ε

0
Θω(t/ε− s, k + εξ/2)F (s)ds

∫ t/ε

0
Θ∗ω(t/ε− s, k − εξ/2)F (s)ds (35)

+
√

2νT

∫ t/ε

0
Θω(t/ε− s, k + εξ/2)F (s)ds

∫ t/ε

0
Θ∗ω(t/ε− s, k − εξ/2)dR(s) (36)

+
√

2νT

∫ t/ε

0
Θ∗ω(t/ε− s, k − εξ/2)F (s)ds

∫ t/ε

0
Θω(t/ε− s, k + εξ/2)dR(s) (37)

+ 2νT

∫ t/ε

0
Θω(t/ε− s, k + εξ/2)dR(s)

∫ t/ε

0
Θ∗ω(t/ε− s, k − εξ/2)dR(s)

]
. (38)

3.3.1. First thermal term. Since the term (35) is independent from any random process, its
Laplace transform is

ε

2
L
(

(Θω ? F )(ε)(·, k + εξ/2)(Θ∗ω ? F )(ε)(·, k − εξ/2)
)
. (39)

We rewrite the convolution Θω ? F using (30) as

Θω ? F (t, k) =

∫ t

0
Θω(t− s, k)F (s)ds =

∫ t

0
Θω(t− s, k)eiω(k)(s−t)F (s)ds
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=

∫ t

0
Θω(t− s, k)e−iω(k)tF ∗k (s)ds

= e−iω(k)tΘω ? F ∗k (t), (40)

where

Fk(t) = F (t)e−iω(k)t. (41)

We also rewrite the conjugation,

Θ∗ω ? F (t, k) = eiω(k)t(Θω)∗ ? Fk(t). (42)

Using (12), (40) and (42), the product of the two convolutions is

(Θω ? F (t, k + εξ/2))(Θ∗ω ? F (t, k − εξ/2))

= e−iεDε(k,ξ)t(Θω ? F ∗k+εξ/2)(t, k + εξ/2)((Θω)∗ ? Fk−εξ/2)(t, k − εξ/2). (43)

Now, we use (43), (39), and the formula of the Laplace transform of a product to get

ε

4iπ
lim
L→∞

∫ c+iL

c−iL
L((Θω ? F ∗k+εξ/2)(ε))(ζ)L(((Θω)∗ ? Fk−εξ/2)(ε))(Z + iDε(k, ξ)− ζ)dζ

=
ε

4iπ
lim
L→∞

∫ c+iL

c−iL
L((Θω)(ε))(ζ, k + εξ/2)L(F ∗k+εξ/2)(εζ)

L((Θω)(ε)∗)(Z + iDε(k, ξ)− ζ, k − εξ/2)L(Fk−εξ/2)(ε(Z + iDε(k, ξ)− ζ))dζ

=
ε

4iπ
lim
L→∞

∫ c+iL

c−iL

Θ̃(εζ − iω(k + εξ/2))

ζ
L(F )(εζ − iω(k + εξ/2))

Θ̃(ε(Z + iDε(k, ξ)− ζ) + iω(k − εξ/2))

Z + iDε(k, ξ)− ζ
L(F )(ε(Z + iDε(k, ξ)− ζ) + iω(k − εξ/2))dζ,

where we follow the notation of (6). From (31) and (14), taking the limit ε→ 0 we obtain

1

4iπ
lim
L→∞

∫ c+iL

c−iL

|θ(k)|2|F(k)|2

ζ(Z + iω′(k)ξ − ζ)
dζ. (44)

The next few steps are just basic calculus. We have

1

ζ(Z + iω′(k)ξ − ζ)
=

1

Z + iω′(k)ξ

(
1

ζ
+

1

Z + iω′(k)ξ − ζ

)
.

We also have the identity

lim
L→∞

∫ c+iL

c−iL

1

ζ
dζ = i lim

L→∞

(∫ L

−L

c

c2 + x2
dx− i

∫ L

−L

x

c2 + x2
dx

)
= iπ. (45)

Hence, (44) equals

|θ(k)|2|F(k)|2

2(Z + iω′(k)ξ)
=
|vg(k)|ra(k)|F(k)|2

2ν(Z + iω′(k)ξ)
.

3.3.2. Second and third thermal terms. Consider the terms (36),(37). They have one dR(s) each,
and because they follow a Gaussian distribution, those terms vanish.
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3.3.3. Last thermal term. Consider the term (38).
Because of the correlation of Wiener process, the term (38) is the same as the thermal term in

[9, chapter 4]. Therefore, it contributes to the limit of Wε as

νT |θ(k)|2

Z(Z + iω′(k)ξ)
.

The limit can be rewritten as

T |vg(k)|ra(k)

Z(Z + iω′(k)ξ)
.

3.4. Scattering terms. From (8), we have

∂tŴε(t, ξ, k) =
ε

2
Eε
[(
∂tψ̂

(ε)(t, k + εξ/2)
)
ψ̂(ε)∗(t, k − εξ/2) +

(
∂tψ̂

(ε)∗(t, k − εξ/2)
)
ψ̂(ε)(t, k + εξ/2)

]
.

(46)

Then, we compute each term of (46) by replacing T = 0 in (20):(
∂tψ̂

(ε)(t, k + εξ/2)
)
ψ̂(ε)∗(t, k − εξ/2) (47)

=
1

ε

[
−iω(k + εξ/2)ψ̂(ε)(t, k + εξ/2)− iνα(ε)

0 (t) + iF (ε)(t)
]
ψ̂(ε)∗(t, k − εξ/2),(

∂tψ̂
(ε)∗(t, k − εξ/2)

)
ψ̂(ε)(t, k + εξ/2) (48)

=
1

ε

[
iω(k − εξ/2)ψ̂(ε)∗(t, k − εξ/2) + iνα

(ε)
0 (t)− iF (ε)(t)

]
ψ̂(ε)(t, k + εξ/2).

We infer from (47) and (48) that

∂tŴε(t, ξ, k) = −iDε(k, ξ)Ŵε(t, ξ, k) (49)

− ν

2
Eε
[
iα

(ε)
0 (t)ψ̂(ε)∗(t, k − εξ/2)− iα(ε)

0 (t)ψ̂(ε)(t, k + εξ/2)
]

(50)

i

2
Eε
[
F (ε)(t)ψ̂(ε)∗(t, k − εξ/2)− F (ε)(t)ψ̂(ε)(t, k + εξ/2)

]
. (51)

Using the Laplace transform on (49), (50) and (51), we obtain

(Z + iDε(k, ξ))Wε(Z, ξ, k) = Ŵε(ξ, k) (52)

− ν

2
[Sε(Z, k − εξ/2) + S∗ε (Z, k + εξ/2)] (53)

− L

(
iF (ε)(t)

2
(Eε[ψ̂(ε)(t, k + εξ/2)]− Eε[ψ̂(ε)∗(t, k − εξ/2)])

)
(Z), (54)

where

Sε(Z, k) = iL
(
Eεα

(ε)
0 (t)ψ̂(ε)∗(t, k)

)
, (55)

S∗ε (Z, k) = −iL
(
Eεα

(ε)∗
0 (t)ψ̂(ε)(t, k)

)
.

To handle the term (53) we split (55) into seven terms. First, rewrite (29) and (28) in convolution
form with T = 0:

ψ̂(t, k) = e−iω(k)tψ̂(k)− iνΘω ?Ψ(t) + iΘω ? F (t), (56)

α0(t) = Θ ?Ψ(t) +
1

ν
F (t)− 1

ν
Θ ? F (t). (57)
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Then Sε is the sum of the Laplace transforms of I
(ε)
ε , II

(ε)
ε , III

(ε)
ε , IV

(ε)
ε , V

(ε)
ε , V I

(ε)
ε , V II

(ε)
ε :

(1) Iε is obtained as the product of the first term of (57) and the first term of (56):

Iε(t, k) = iEε
[
g ?Ψ(t)eiω(k)tψ̂∗(k)

]
= ieiω(k)t

∫ t

0
〈Ψ(t− s)ψ̂∗(k)〉µεΘ(ds). (58)

(2) IIε is obtained as the product of the first term of (57) and the second term of (56):

IIε(t, k) = iEε [Θ ?Ψ(t) (iνΘω ?Ψ(t))] = −ν
∫ t

0

∫ t

0
Θ∗ω(t− s, k)〈Ψ(s)Ψ(t− s′)〉µεdsΘ(ds′). (59)

(3) IIIε is obtained as the product of the first term of (57) and the third term of (56):

IIIε(t, k) = iEε [(Θ ?Ψ(t)) (−iΘ∗ω ? F (t))] =

∫ t

0
Θ∗ω(s, k)F (t− s)ds〈

∫ t

0
Ψ(t− s′)Θ(ds′)〉µε . (60)

(4) IVε is obtained as the product of the second term of (57) and ψ̂∗:

IVε(t, k) = iEε
[(

1

ν
F (t)

)
ψ̂∗(t, k)

]
=
i

ν
F (t)〈ψ̂∗(t, k)〉µε . (61)

(5) Vε is obtained as the product of the third term of (57) and the first term of (56):

Vε(t, k) = iEε
[(
−1

ν
Θ ? F (t)

)(
eiω(k)tψ̂∗(k)

)]
=
−i
ν

∫ t

0
F (t− s)Θ(ds)eiω(k)t〈ψ̂∗(k)〉µε . (62)

(6) V Iε is obtained as the product of the third term of (57) and the second term of (56):

V Iε(t, k) = iEε
[(
−1

ν
Θ ? F (t)

)
(iνΘ∗ω ?Ψ(t))

]
=

∫ t

0
F (t− s)Θ(ds)〈

∫ t

0
Θ∗ω(s′, k)Ψ(t− s′)ds′〉µε .

(63)

(7) V IIε is obtained as the product of the third term of (57) and the third term of (56):

V IIε(t, k) = iEε
[(
−1

ν
Θ ? F (t)

)
(−iΘ∗ω ? F (t))

]
= −1

ν

∫ t

0
F (t− s)Θ(ds)〈

∫ t

0
Θ∗ω(s′, k)F (t− s′)ds′〉µε .

(64)

We next show how to treat the scattering terms.
The ballistic term is the term generated from Ŵε(η, k) in (52). The limit is∫

R×T
Ô(ξ, k)

Ŵε(ξ, k)

Z + iDε(k, ξ)
dξdk →

∫
R×T

Ô(ξ, k)
Ŵ0(ξ, k)

Z + iω′(k)ξ
dξdk, as ε→ 0, (65)

where O is the test function used in (7).

3.4.1. The first scattering term. The first scattering term is obtained in (53) using Iε, defined by
(58). The result is straightforward from [9]. A more general result is obtained in Section 4.4.2.
In this case, it is

−ν
∫
R×T

Re(θ(k))
Ŵ0(ξ′, k)

Z + iω′(k)ξ′

∫
R

Ô∗(ξ, k)

Z + iω′(k)ξ
dξdξ′dk,

under the same limit with (65).
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3.4.2. The second scattering term. The second scattering term is obtained in (53) using IIε,
defined by (59). Like the first scattering term, we use the computations in Section 4.4.3

ν

4

∫
R×T

ra(k)Ŵ0(ξ′, k)

Z + iω′(k)ξ′

∫
R

Ô∗(ξ, k)

Z + iω′(k)ξ
dξdξ′dk

+
ν

4

∫
R×T

ra(k)Ŵ0(ξ′,−k)

Z − iω′(k)ξ′

∫
R

Ô∗(ξ, k)

Z + iω′(k)ξ
dξdξ′dk,

under the same limit with (65).
The sum of the first and second scattering terms is∫

R×T
(rt(k)− 1)

∫
R

Ŵ0(ξ′, k)

Z + iω′(k)ξ′
Ô∗(ξ, k)|vg(k)|
Z + iω′(k)ξ

dξ′dξdk

+

∫
R×T

(rr(k))

∫
R

Ŵ0(ξ′,−k)

Z − iω′(k)ξ′
Ô∗(ξ, k)|vg(k)|
Z + iω′(k)ξ

dξ′dξdk,

under the same limit with (65).

3.4.3. The fourth scattering terms. The fourth scattering terms are obtained in (53) using IVε,

defined by (61). We see that −ν
2 (L(IV

(ε)
ε (·, k− εξ/2)) +L(IV

(ε)∗
ε (·, k+ εξ/2)) is the same as the

term (54) but with a different sign. Therefore, the fourth scattering term and term (54) cancel
each other. The limit is 0.

3.4.4. The fifth scattering terms. The fifth scattering terms are obtained in (53) using Vε, defined
by (62). We have

L(V (ε)
ε )(Z, k − εξ/2) = εL(Vε)(εZ, k − εξ/2)

=
−iε
ν
L(Θ ? F )(εZ − iω(k − εξ/2))P (ε, k − εξ/2)

=
−iε
ν

Θ̃(εZ − iω(k − εξ/2))L(F )(εZ − iω(k − εξ/2))P (ε, k − εξ/2).

By (13),(14) and (31), the limit is 0.

3.4.5. The third and the sixth scattering terms. From (53), (60), (63), we compute

− ν

2

∫
R×T
L
(
III(ε)

ε (·, k − εξ/2) + III(ε)∗
ε (·, k + εξ/2)

)
(Z)

Ô∗(ξ, k)

Z + iDε(k, ξ)
dξdk

− ν

2

∫
R×T
L
(
V I(ε)

ε (·, k − εξ/2) + V I(ε)∗
ε (·, k + εξ/2)

)
(Z)

Ô∗(ξ, k)

Z + iDε(k, ξ)
dξdk

= −ν
2

[∫
R×T
L
(
III(ε)

ε (·, k)
)

(Z)
Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξdk +

∫
R×T
L
(
III(ε)∗

ε (·, k)
)

(Z)
Ô∗(ξ, k − εξ/2)

Z + iD−ε (k, ξ)
dξdk

]

− ν

2

[∫
R×T
L
(
V I(ε)

ε (·, k)
)

(Z)
Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξdk +

∫
R×T
L
(
V I(ε)∗

ε (·, k)
)

(Z)
Ô∗(ξ, k − εξ/2)

Z + iD−ε (k, ξ)
dξdk

]

= −ν
2

[∫
R×T

SIIIε (Z, k)
Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξdk +

∫
R×T

SIII∗ε (Z, k)
Ô∗(ξ, k − εξ/2)

Z + iD−ε (k, ξ)
dξdk

]

− ν

2

[∫
R×T

SV Iε (Z, k)
Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξdk +

∫
R×T

SV I∗ε (Z, k)
Ô∗(ξ, k − εξ/2)

Z + iD−ε S(k, ξ)
dξdk

]
.
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Here, we use the notations

SIIIε (Z, k) =

∫ ∞
0

εe−ZεtIIIε(t, k)dt, (66)

SIII∗ε (Z, k) =

∫ ∞
0

εe−ZεtIII∗ε (t, k)dt, (67)

SV Iε (Z, k) =

∫ ∞
0

εe−ZεtV Iε(t, k)dt, (68)

SV I∗ε (Z, k) =

∫ ∞
0

εe−ZεtV I∗ε (t, k)dt. (69)

Let us compute (66) + (68). The sum (67) + (69) is similar.
To this end, we have

SIIIε (Z, k) = ε

∫ ∞
0

e−ZεtIIIε(t, k)dt

= ε

∫ ∞
0

e−Zεt
∫ t

0
eiω(k)(t−s)Θ ? F (s)〈Θ ?Ψ(t)〉µεdsdt.

Hence

ReSIIIε (Z, k) = ε

∫ ∞
0

e−Zεt
∫ t

0
cos(ω(k)s)(Θ ? F )(s) cos(ω(k)t)〈Θ ?Ψ(t)〉µεdsdt

+ ε

∫ ∞
0

e−Zεt
∫ t

0
sin(ω(k)s)(Θ ? F )(s) sin(ω(k)t)〈Θ ?Ψ(t)〉µεdsdt.

Proceeding similarly with V Iε we get

ReSV Iε (Z, k) = ε

∫ ∞
0

e−Zεt cos(ω(k)t)(Θ ? F )(t)〈
∫ t

0
ds cos(ω(k)s)Θ ?Ψ(s)ds〉µεdt

+ ε

∫ ∞
0

e−Zεt sin(ω(k)t)(Θ ? F )(t)〈
∫ t

0
ds sin(ω(k)s)Θ ?Ψ(s)ds〉µεdt.

Therefore, using integrations by parts, we have

ReSIIIε (Z, k) + ReSV Iε (Z, k)

= ε2Z

∫ ∞
0

e−Zεt
(∫ t

0
cos(ω(k)s)(Θ ? F )(s)ds

)
〈
∫ t

0
cos(ω(k)s)(Θ ?Ψ)(s)ds〉µεdt (70)

+ ε2Z

∫ ∞
0

e−Zεt
(∫ t

0
sin(ω(k)s)(Θ ? F )(s)ds

)
〈
∫ t

0
sin(ω(k)s)(Θ ?Ψ)(s)ds〉µεdt.

Using the identity:

Ψ(t) =
1

2i

(∫
T
e−iω(k)tψ̂(0, k)−

∫
T
eiω(k)tψ̂∗(0, k)

)
,

we expand the term (70) as

ε2Z

2i

∫ ∞
0

e−Zεt
∫ t

0

∫ t

0
cos(ω(k)s) cos(ω(k)s′)

×
∫ s

0

∫ s′

0
F (s− u)

〈∫
T
e−iω(h)(s′−u′)ψ̂(0, h)dh

〉
µε

Θ(du)Θ(du′)dsds′dt (71)
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− ε2Z

2i

∫ ∞
0

e−Zεt
∫ t

0

∫ t

0
cos(ω(k)s) cos(ω(k)s′)

×
∫ s

0

∫ s′

0
F (s− u)

〈∫
T
eiω(h)(s′−u′)ψ̂∗(0, h)dh

〉
µε

Θ(du)Θ(du′)dsds′dt. (72)

Let us estimate (71), the term (72) being estimated similarly. After that, we subtract (71) − (72)
to get (70). Using the identity

δt,t′ =
1

2π

∫
R
eia(t′−t)da,

and changing e−λεt into e−λε(t+t
′)/2, the term (71) becomes

ε2Z

2i

∫ ∞
0

e−Zε(t+t
′)/2

∫ t

0

∫ t′

0
cos(ω(k)s) cos(ω(k)s′)∫ s

0

∫ s′

0
F (s− u)

〈∫
T
e−iω(h)(s′−u′)ψ̂(0, h)dh

〉
µε

Θ(du)Θ(du′)dsds′δt,t′dtdt
′

=
ε2Z

4iπ

∫
R

∫ ∞
0

∫ ∞
0

eia(t′−t)e−Zε(t+t
′)/2

∫ t

0

∫ t′

0
cos(ω(k)s) cos(ω(k)s′)∫ s

0

∫ s′

0
F (s− u)

〈∫
T
e−iω(h)(s′−u′)ψ̂(0, h)dh

〉
µε

Θ(du)Θ(du′)dsds′dtdt′da.

Rewriting the domain of integration,

(u, s, t) ∈ [0, s]× [0, t]× [0,∞]→ (t, s, u) ∈ [s,∞]× [u,∞]× [0,∞],

this term is equal to

εZ

4iπ

∫
R

∫
T
εP (ε, h)A(h, k, Z)AF (k, Z)dhda,

where

A(h, k, Z) =
1

2(Zε/2− ia)

(
Θ̃(Zε/2− ia− iω(k))

Zε/2− ia− i(ω(k)− ω(h))
+

Θ̃(Zε/2− ia+ iω(k))

Zε/2− ia+ i(ω(k) + ω(h))

)
,

and

AF (k, Z) =

∫ ∞
0

∫ ∞
u

cos(ω(k)s)F (s− u)

∫ ∞
s

e−(Zε/2+ia)tdtdsΘ(du)

=
1

Zε/2 + ia

∫ ∞
0

∫ ∞
u

cos(ω(k)s)F (s− u)e−(Zε/2+ia)sdsΘ(du)

=
1

2(Zε/2 + ia)

∫ ∞
0

(
e−(Zε/2+ia−iω(k))uL(F )(Zε/2 + ia− iω(k))Θ(du)

+e−(Zε/2+ia+iω(k))uL(F )(Zε/2 + ia+ iω(k))
)

=
1

2(Zε/2 + ia)

(
Θ̃(Zε/2 + ia− iω(k))L(F )(Zε/2 + ia− iω(k))

+Θ̃(Zε/2 + ia+ iω(k))L(F )(Zε/2 + ia+ iω(k))
)
.
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Making the change variable a→ εa, (71) is equal to:

Z

16iπ

∫
R

∫
T
P (ε, h)

1

(λ/2)2 + a2

×
{

Θ̃(ε(Z/2 + ia)− iω(k))L(F )(ε(Z/2 + ia)− iω(k))

+ Θ̃(ε(Z/2 + ia) + iω(k))L(F )(ε(Z/2 + ia) + iω(k))
} Θ̃(ε(Z/2− ia)− iω(k))

Z/2− ia− iε−1(ω(k)− ω(h))
dhda (73)

+
Z

16iπ

∫
R

∫
T
P (ε, h)

1

(Z/2)2 + a2

×
{

Θ̃(ε(Z/2 + ia)− iω(k))L(F )(ε(Z/2 + ia)− iω(k))

+ Θ̃(ε(Z/2 + ia) + iω(k))L(F )(ε(Z/2 + ia) + iω(k))
} εΘ̃(ε(Z/2− ia) + iω(k))

ε(Z/2− ia) + i(ω(k) + ω(h))
dhda. (74)

We expect that most of the contribution at the limit comes from (73). We will prove that the

limit of (74) is zero. From (13), (14), (31), using the bound of test function Ô∗, and the bound
|Z + iD+

ε (k, η)| ≥ Re(Z), it suffices to estimate∣∣∣∣ εd

ε(Z/2− ia) + iω(k) + iω(h)

∣∣∣∣ . εd. (75)

For ε sufficient small, |ε(Z/2− ia) + iω(k) + iω(h)| & 2ωmin > 0, and (75) follows.
Next, we handle the term (73). If |ω(k)−ω(h)| & εd1 for some d1 ∈ [0, d) then we do the same

as (75) to show that the integral on this domain is small. We consider the domain |ω(k)−ω(h)| ≤
%1ε

d1 for some %1, d1 to be specified later.
Recall that we consider the truncated wave (33) with some small number % to be chosen later.

In the domain, k ∈
[
−1

2 ,−
1
2 + %

2

]
∪
[
−%

2 ,
%
2

]
∪
[

1
2 −

%
2 ,

1
2

]
, we choose %1 � %2

4 , d1 = 0. Then,
h ∈ [T](%) according to (10) and (11). As a result, P (ε, h) = 0 on this domain.

We will focus on: k ∈
[
−1

2 + %
2 ,−

%
2

]
∪
[%

2 ,
1
2 −

%
2

]
and h such that |ω(k) − ω(h)| ≤ %1ε

d1 for

some small %1. Because |ω(k)− ω(h)| = |ω′(k′)||k − h| & |k − h|, we consider h ∈ [−%1ε
d1 , %1ε

d1 ]
for some small %1.

We perform the change of variables h→ k− εξ′ where ξ′ ∈ [−%1ε
d1−1, %1ε

d1−1]. The term (73)
becomes

−Zε
16iπ

∫
R

∫ %1εd1−1

−%1εd1−1
P (ε, k − εξ′) 1

(Z/2)2 + a2

×
{

Θ̃(ε(Z/2 + ia)− iω(k))L(F )(ε(Z/2 + ia)− iω(k))

+ Θ̃(ε(Z/2 + ia) + iω(k))L(F )(ε(Z/2 + ia) + iω(k))
} Θ̃(ε(Z/2− ia)− iω(k))

Z/2− ia− iε−1(ω(k)− ω(k − εξ′))
dξ′da.

(76)

We approximate (76) using the derivative of ω, that is

−Zε
16iπ

∫
R

∫ %1εd1−1

−%1εd1−1
P (ε, k − εξ′) 1

(Z/2)2 + a2

×
{

Θ̃(ε(Z/2 + ia)− iω(k))L(F )(ε(Z/2 + ia)− iω(k))
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+ Θ̃(ε(Z/2 + ia) + iω(k))L(F )(ε(Z/2 + ia) + iω(k))
} Θ̃(ε(Z/2− ia)− iω(k))

Z/2− ia− iω′(k)ξ′
dξ′da. (77)

We have ∣∣∣∣ ε

Z/2− ia− iε−1(ω(k)− ω(k − εξ′))
− ε

Z/2− ia− ω′(k)ξ′

∣∣∣∣
=

∣∣∣∣ ω(k)− ω(k − εξ′) + ω′(k)εξ′

(Z/2− ia− iε−1(ω(k)− ω(k − εξ′)))(Z/2− ia− iω′(k)ξ′)

∣∣∣∣ ,
and |ω(k) − ω(k − εξ′) + ω′(k)εξ′| ≈ |ω′′(k′)(εξ′)2| . %2

1ε
2d1 . Besides, by the Cauchy-Schwarz

inequality, we have∣∣∣∣ 1

(Z/2− ia− iε−1(ω(k)− ω(k − εξ′)))(Z/2− ia− iω′(k)ξ′)

∣∣∣∣
.

1

|Z/2− ia− iε−1(ω(k)− ω(k − εξ′))|2
+

1

|Z/2− ia− iω′(k)ξ′|2

≈ 1

1 + |a+ ε−1(ω(k)− ω(k − εξ′))|2
+

1

1 + |a+ ω′(k)ξ′|2
.

Next, we apply the estimate ∫
R

da

(1 + a2)(1 + (a+ b)2)
.

1

1 + b2
,

the difference (76) − (77) is estimated by

%2
1ε

2d1−1+d

infk∈[%/2−%1,1/2−%/2+%1] |ω′(k)|

∫
R

dx

1 + x2
. %2

1ε
d+2d1−1.

In the latter estimation, we recall that 1/2− d is small, so d > 1/3, and we choose d1 = 1/3. As
a result, εd+2d1−1 tends to 0 as ε→ 0.

We now estimate (77) for some small %1. Using (13), (14) and (31), we only need to estimate

εd
∫ %1/εd1

−%1/εd1

dξ′

|Z/2− ia− iω′(k)ξ′|
= εd

∫ %1εd1−1

−%1εd1−1

dξ′√
Re(Z/2)2 + (ω′(k)ξ′ + a− Im(Z/2))2

.
εd

ω′(k)
arcsinh(x)

∣∣∣∣ω′(k)%1εd1−1+a−Im(Z/2)

−ω′(k)%1εd1−1+a−Im(Z/2)

≈ εd log(εd1−1). (78)

The limit of term (78) is 0. This implies that the term (73) also has limit 0.

3.4.6. The seventh scattering terms. The seventh scattering terms are obtained in (53) using V IIε,
defined by (64). We have a transformation for V IIε(t, k) using (30) and (41)

V IIε(t, k) =
−1

ν

∫ t

0
F (t− s′)Θ(ds′)

∫ t

0
Θ∗ω(t− s, k)F (s)ds

=
−1

ν

∫ t

0
eiω(k)s′eiω(k)(t−s′)F (t− s′)Θ(ds′)

∫ t

0
(Θω)∗(t− s, k)e−iω(k)sF (s)ds

=
−1

ν
((eiω(k)·Θ) ? F ∗k (t))((Θω)∗ ? Fk(t)).

Next, we compute L(V II
(ε)
ε )(Z, k−εξ/2) using the formula for the Laplace transform of a product

L(V II(ε)
ε )(Z, k − εξ/2)
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=
−1

2νiπ
lim
L→∞

∫ c+iL

c−iL
L((eiω(·)·Θ) ? F ∗·

(ε))(σ, k − εξ/2)L((Θω)∗ ? F·
(ε))(Z − ζ, k − εξ/2)dζ

=
−ε2

2νiπ
lim
L→∞

∫ c+iL

c−iL
Θ̃(εζ − iω(k − εξ/2))L(F )(εζ − iω(k − εξ/2))

L((Θω)∗)(ε(Z − ζ), k − εξ/2)L(F )(ε(Z − ζ) + iω(k − εξ/2))dζ

=
−ε

2νiπ
lim
L→∞

∫ c+iL

c−iL
Θ̃(εζ − iω(k − εξ/2))L(F )(εζ − iω(k − εξ/2))

L((Θω)(ε)∗)(Z − ζ, k − εξ/2)L(F )(ε(Z − ζ) + iω(k − εξ/2))dζ

=
−ε

2νiπ
lim
L→∞

∫ c+iL

c−iL
Θ̃(εζ − iω(k − εξ/2))L(F )(εζ − iω(k − εξ/2))

Θ̃(ε(Z − ζ) + iω(k − εξ/2))

Z − ζ
L(F )(ε(Z − ζ) + iω(k − εξ/2))dζ. (79)

At the limit ε→ 0, the term (79) gives

−1

2νiπ
lim
L→∞

∫ c+iL

c−iL

|θ(k)|2|F(k)|2

Z − ζ
dζ.

Now, the integral is estimated using (45). We get

−|θ(k)|2|F(k)|2

2ν
. (80)

Expanding (80) in (53), the result is

|θ(k)|2|F(k)|2

2(Z + iω′(k)ξ)
.

3.5. Proof of Theorem 1. We use ψ̂1 in (32) and use the bound on the initial condition (5),

and the growth of energy of ψ̂1 is at most linear, which is similar to ψ̂; meanwhile, the energy of
ψ̂2 is decreasing

lim sup
ε→0+

sup
ξ∈T2/ε

∫
T
|Wε(Z, ξ, k)−W 1

ε (Z, ξ, k)|dk

= lim sup
ε→0+

sup
ξ∈T2/ε

ε

2
Eε
[∫

T

∣∣∣∣∫ ∞
0

e−Zt
(
ψ̂(ε)(t, k +

εξ

2
)ψ̂(ε)∗(t, k − εξ

2
)

−ψ̂1(ε)(t, k +
εξ

2
)ψ̂1(ε)∗(t, k − εξ

2
)

)
dt

∣∣∣∣ dk]
≤ lim sup

ε→0+
sup
ξ∈T2/ε

ε

2
Eε
[∫ ∞

0
e−ReZt

∫
T

∣∣∣∣(ψ̂(ε)(t, k +
εξ

2
)ψ̂(ε)∗(t, k − εξ

2
)

−ψ̂1(ε)(t, k +
εξ

2
)ψ̂1(ε)∗(t, k − εξ

2
)

)
dt

∣∣∣∣ dk]
≤ lim sup

ε→0+
sup
ξ∈T2/ε

ε

2
Eε
[∫ ∞

0
e−ReZt

∫
T

∣∣∣∣ψ̂2(ε)(t, k +
εξ

2
)ψ̂2(ε)∗(t, k − εξ

2
)dt

∣∣∣∣ dk]
+ lim sup

ε→0+
sup
ξ∈T2/ε

εEε
[∫ ∞

0
e−ReZt

∫
T

∣∣∣∣ψ̂2(ε)(t, k +
εξ

2
)ψ̂1(ε)∗(t, k − εξ

2
)dt

∣∣∣∣ dk]
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.
∫ ∞

0
e−ReZt lim sup

ε→0+
εEε

∥∥∥ψ̂2(t/ε)
∥∥∥
L2(T)

(∥∥∥ψ̂2(t/ε)
∥∥∥
L2(T)

+
∥∥∥ψ̂1(t/ε)

∥∥∥
L2(T)

)
dt

. ρ(%)

(
ρ(%) +

∫ t

0
e−ReZttdt

)
� 1.

In this estimate, ρ(%)2 is a bound for supε εEε‖ψ̂2‖2L2 . We see that the limit ρ(%) is 0 as % tends

to 0 by the dominated convergence theorem. If we denote W 1 to be the limit of W 1
ε then for

Ô∗ ∈ S (R× T) we have

lim sup
ε→0+

∣∣∣∣∫
R×T

Ô∗(ξ, k)W 1(Z, ξ, k)dξdk −
∫
R×T

Ô∗(ξ, k)Wε(Z, ξ, k)dξdk

∣∣∣∣
≤
∣∣∣∣∫

R×T
Ô∗(ξ, k)W 1

ε (Z, ξ, k)dξdk −
∫
R×T

Ô∗(ξ, k)W 1(Z, ξ, k)dξdk

∣∣∣∣
+

∣∣∣∣∫
R×T

Ô∗(ξ, k)W 1
ε (Z, ξ, k)dξdk −

∫
R×T

Ô∗(ξ, k)Wε(Z, ξ, k)dξdk

∣∣∣∣
. ρ(%).

With the assumption that ψ̂ vanishes on [T](%), we combine all mentioned 13 terms and get

W (Z, ξ, k) =
T |vg(k)|ra(k)

Z(Z + iω′(k))ξ
+

Ŵ0(ξ, k)

Z + iω′(k)ξ
+
|vg(k)|(rt(k)− 1)

Z + iω′(k)ξ

∫
R

Ŵ0(ξ′, k)dξ′

Z + iω′(k)ξ′

+
|vg(k)|rr(k)

Z + iω′(k)ξ

∫
R

Ŵ0(ξ′,−k)dξ′

Z − iω′(k)ξ′
+
|vg(k)|ra(k)|F(k)|2

ν(Z + iω′(k)ξ)
.

This result remain true without the above assumption since it does not depend on %.
To get W in the main theorem, we take the inverse Laplace and Fourier transform of each term.

Let us make precise the technical computations:
Term with T :∫

R
Ô∗(ξ, k)L−1

(
1

Z(Z + iω′(k)ξ)

)
(t)dξ =

∫
R

∫
R

1− e−i2πvg(k)tξ

i2πvg(k)η
ei2πxξO∗(x, k)dxdξ

=

∫
R
O∗(x, k)

(
1[0,∞)(x)− 1[vg(k)t,∞)(x)

)
dx =

∫
R
O∗(x)1[0,vg(k)t](x)dx. (81)

Ballistic term:∫
R
Ô∗(ξ, k)L−1

(
Ŵ0(ξ, k)

Z + iω′(k)ξ

)
(t)dξ =

∫
R

∫
R
e−i2πvg(k)tξei2πxξO∗(x, k)Ŵ0(ξ, k)dxdξ

=

∫
R
O∗(x, k)W0(x− vg(k)t, k)dx. (82)

Transmitted term:∫
R

∫
R
L−1

(
Ŵ0(ξ′, k)Ô∗(ξ, k)|vg(k)|

(Z + iω′(k)ξ′)(Z + iω′(k)ξ)

)
(t)dξ′dξ

=

∫
R

∫
R
ei2πxξO∗(x, k)|vg(k)|

∫
R

(
e−i2πvg(k)ξ· ? (e−i2πvg(k)ξ′Ŵ0(ξ′, k))(t)

)
dξ′dξdx

=

∫
R

∫ t

0
|vg(k)|O∗(x, k)W0(−vg(k)(t− s), k)δ(x− vg(k)s)dsdx



22 A. HANNANI, M. N. PHUNG, M.-B. TRAN, AND E. TRÉLAT

=

∫
R
O∗(x, k)W0(x− vg(k)t, k)1[0,vg(k)t](x)dx. (83)

Reflecting term:∫
R

∫
R
L−1

(
Ŵ0(ξ′,−k)Ô∗(ξ, k)|vg(k)|

(Z − iω′(k)ξ′)(Z + iω′(k)ξ)

)
(t)dξ′dξ

=

∫
R

∫
R
ei2πxξO∗(x, k)|vg(k)|

∫
R

(
e−i2πvg(k)ξ· ? (ei2πvg(k)ξ′Ŵ0(ξ′,−k))(t)

)
dξ′dξdx

=

∫
R

∫ t

0
|vg(k)|O∗(x, k)W0(vg(k)(t− s),−k)δ(x− vg(k)t)dsdx

=

∫
R
O∗(x, k)W0(vg(k)t− x,−k)1[0,vg(k)t](x)dx. (84)

The new boundary control term:∫
R
Ô∗(ξ, k)L−1

(
1

Z + iω′(k)ξ

)
(t)dξ =

∫
R

∫
R
ei2π(x−vg(k)t)ξO∗(x, k)dξdx

=

∫
R
O∗(x, k)δ(x− vg(k)t)dx.

We have proved that

lim
ε
〈O,Wε(t)〉N =

∫
R×T

O∗(x, k)W (t, x, k)dkdx

for any t and any O ∈ S (R× T). The theorem follows.

4. Linear memory-feedback control

4.1. Setting and Main Theorem. In this section, we add a convolution control term F ?
α0(t)δ0,n. To simplify the problem we actually add (F + νδ0(dt)) ? α0(t)δ0,n. Note that νδ0(dt) ?
α0(t) = να0 cancels −να0 in the original equation. Hence, we will consider the system of equa-
tions:

β̇n(t) = αn(t), (85)

dαn(t) = −(σ ? β(t))ndt+ (F ? α0(t)dt+
√

2νTdR(t))δ0,n. (86)

We assume that F ∈ C∞((0,+∞)) ∩ Lm((0,+∞)),m ∈ [1,∞). Recall that we have (15) and

the Fourier transform F̂ is a bounded and continuous function.
We assume that

Re

(
F̂

(
ω(k)

2π

))
< 0, ∀k ∈ T. (87)

This inequality allows us to keep the control over the energy of the wave in the domain [T](%)
defined in (34).

We redefine the three new rates and use them for our main theorem

rFa (k) = −Re(F̂ (ω(k)/2π))
|θF (k)|2

|vg(k)|
, (88)

rFt (k) = 1 +
Re(F̂ ∗(ω(k)/2π)θF (k))

|vg(k)|
+
|F̂ (ω(k)/2π)|2|θF (k)|2

4|vg(k)|2
, (89)
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rFr (k) =
|F̂ (ω(k)/2π)|2|θF (k)|2

4|vg(k)|2
. (90)

Theorem 3. Consider the system of equations (85) and (86) with the initial conditions stated in
sections 2 and 4. Then, for any τ > 0 and G ∈ L1([0, τ ]; A ) we have∫ τ

0
〈G(t),Wε(t)〉 dt =

∫ τ

0

∫
R×T

G∗(t, x, k)W (t, x, k)dxdkdt,

where

W (t, x, k) = W0(x− vg(k)t, k)1[0,vg(k)t]c(x)− νTrFa (k)

Re(F̂ (ω(k)/2π))
1[0,vg(k)t](x)

+ rFt (k)W0(x− vg(k)t, k)1[0,vg(k)t](x) + rFr (k)W0(−x+ vg(k)t,−k)1[0,vg(k)t](x).

Remark 4. On the well-posedness of (85)-(86), we recall (24) in which the solution ψ̂ is uniquely
determined by (96) for the full interval [0,∞) of time.

Remark 5. In view of addressing Question A, posed in the introduction, we observe that the
three rates (rFa , r

F
t , r

F
r ) can now be controlled under the influence of the linear memory-feedback

control. An “inverse problem” question is: given a triple of functions (ra, rt, rr) as target rates,
can we determine if (ra, rt, rr) can be asymptotically reached following (88)-(89)-(90), i.e. can
we find F that satisfies there exists a family FN such that FN is equal to F in finite time and

rFN
a , rFN

t , rFN
r respectively converge almost everywhere to ra, rt, rr on T. If there exists such a

control function F , we say that a triple of functions (ra, rt, rr) is “asymptotically reachable”. We
state some assumptions on the target rates to make a sufficient condition for “asymptotically
reachable”:

(H1) The three functions are even on T;
(H2) The three functions have their sum equal to 1;
(H3) rt(k), rr(k) > 0 and there exists c1 > 0 such that ra(k) > c1 for k ∈ (0, 1/2);
(H4) The three functions are continuous on (0, 1/2);

(H5)
√
rt(k) +

√
rr(k) ≥ 1 for all k ∈ T;

(H6)
∫∞

0 Re(F̄ (u)) cos(ut)du =
∫∞

0 Im(F̄ (u)) sin(ut)du for all t > 0.

In (H6), F̄ is defined by

• RE(k) = |vg(k)|(rt(k)− rr(k)− 1) for k ∈ (0, 1/2);

• IM(k) =
√

4|vg(k)|2rr(k)−RE(k)2 for k ∈ (0, 1/2);
• FT (k) = RE(k) + iIM(k) for k ∈ (0, 1/2);
• TH(k) = 1 + FT (k) limZ→0 L(Cω)(Z − iω(k)) for k ∈ (0, 1/2);
• F̄ (u) = FT (ϕ+(u))/TH(ϕ+(u)) for u ∈ (ωmin, ωmax).

Corollary 6. If a triple (ra, rt, rr) satisfies (H1) - (H6) then it is asymptotically reachable.

4.2. Preliminary computations. Recalling (4), we write (85), (86) as:

dψ̂(t, k) = −iω(k)ψ̂(t, k)dt+ iF ? α0(t)dt+ i
√

2νTdR(t). (91)

Solving (91), we obtain

ψ̂(t, k) = e−iω(k)tψ̂(k) + ie−iω(k)· ? F ? α0(t) + i
√

2νT

∫ t

0
e−iω(k)(t−s)dR(s). (92)
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Hence,

α0(t) = Ψ(t) + Cω ? F ? α0(t) +
√

2νTCω ? dR(t), (93)

where we have used the notation of (25). To solve (93), we define, formally,

Θ̃F (Z) =
1

1− L(F )(Z)L(Cω)(Z)
for Z ∈ C+.

We are going to see that Θ̃F is well defined and is bounded, similarly to Θ̃. First, we infer from
(15) that

lim
Z→0

Θ̃F (Z − iω(k)) =
1

1− F̂ ∗(ω(k)/2π) limZ→0 L(Cω)(Z − iω(k))
. (94)

Note that, limZ→0 L(Cω)(Z−iω(k)) = 1
ν

(
1

θ(k) − 1
)

if θ(k) 6= 0. By (87), the limit limZ→0 Θ̃F (Z−
iω(k)) exists and is denoted by θF (k). When θ(k) = 0, we have |L(Cω)(Z − iω(k))| → ∞, and we
also get θF (k) = 0. Since θ(k) is defined almost everywhere, so is θF (k).

The boundedness of Θ̃F (Z− iω(k)) comes from (87) and it is satisfied almost everywhere. This

can be proved as follows. By (87), we get
∣∣∣1− F̂ (ω(k)/(2π))

ν

(
1

θ(k) − 1
)∣∣∣ ≥ C > 0, for a constant

C. Indeed, the function Re(F̂ ) is bounded continuous and Re(F̂ (ω(k)/(2π))) < 0 so there exist

C ′, C ′′ > 0 such that C ′ ≥ |F̂ (ω(k)/(2π))| ≥ |Re(F̂ (ω(k)/(2π)))| ≥ C ′′. Thus∣∣∣∣∣1− F̂ (ω(k)/(2π))

ν

(
1

θ(k)
− 1

)∣∣∣∣∣ =
|F̂ (ω(k)/(2π))|

ν

∣∣∣∣∣ ν

F̂ (ω(k)/(2π))
−
(

1

θ(k)
− 1

)∣∣∣∣∣
≥ C ′′

ν

∣∣∣∣∣Re

(
ν

F̂ (ω(k)/(2π))

)
− Re

(
1

θ(k)
− 1

)∣∣∣∣∣
≥ C ′′

ν

ν(−Re(F̂ ))

|F̂ |2
≥
(
C ′′

C ′

)2

> 0.

Using (94), let us prove that the sum of the three rates is 1

F̂ ∗(ω(k)/2π)θF (k) =
F̂ ∗(ω(k)/2π)

1− F̂ ∗(ω(k)/2π) limε→0 L(Cω)(ε− iω(k))

= |F̂ (ω(k)/2π)|2 1

F̂ (ω(k)/2π)− |F̂ (ω(k)/2π)|2 limε→0 L(Cω)(ε− iω(k))
.

From [9, Section 10], we have Re(limε→0 L(Cω)(ε− iω(k))) = π
|ω′(k)| . Thus, using Re z = |z|2 Re 1

z
we get

Re(F̂ ∗(ω(k)/2π)θF (k)) =

(
Re(F̂ (ω(k)/2π))− |F̂ (ω(k)/2π)|2 π

|ω′(k)|

)
|θF (k)|2.

As a consequence,

rFa (k) + rFt (k) + rFr (k) = 1. (95)

We write (92) in the form

ψ̂(t, k) = e−iω(k)tψ̂(k) + iΘF
ω ? F ?Ψ(t) + i

√
2νTΘF

ω ? R(t), (96)

where

ΘF
ω (t, k) =

∫ t

0
e−iω(k)(t−s)ΘF (ds).
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We will also consider

Θω
F (t, k) =

∫ t

0
eiω(k)sΘF (ds) = eiω(k)tΘF

ω (t, k),

L((Θω
F )(ε))(Z, k) =

Θ̃F (εZ − iω(k))

Z
.

Using [T](%) defined by (34), we define two waves similar to (32):

ψ̂1(0, k) = ψ̂(k)χ%(k),

dψ̂1(t, k) =

{
−iω(k)ψ̂1(t, k) +

1

2i

∫
T

∫ t

0
F (s)[ψ̂1(t− s, k′)− ψ̂1∗(t− s, k′)]dsdk′

}
dt

+ i
√

2νTdR(t),

ψ̂2(0, k) = ψ̂(k)(1− χ%(k)),

dψ̂2(t, k) =

{
−iω(k)ψ̂1(t, k) +

1

2i

∫
T

∫ t

0
F (s)[ψ̂2(t− s, k′)− ψ̂2∗(t− s, k′)]dsdk′

}
dt.

4.3. Thermal term. For this term we consider the initial wave to be 0 due to the independence
between the initial wave and the thermostat. In that case, we compute

Wε(Z, ξ, k) =
νT

Z

∫ ∞
0

e−(Z+iDε(k,ξ))sΘω
F

(
ε−1s, k + εξ/2

)
(Θω

F )∗
(
ε−1s, k − εξ/2

)
ds

=
νT

Z

1

2πi
lim
L→∞

∫ c+iL

c−iL

Θ̃F (εζ − iω(k + εξ/2))Θ̃∗F (ε(Z + iDε(k, ξ)− ζ)− iω(k − εξ/2))

ζ(Z + iDε(k, ξ)− ζ)
dζ.

Taking the limit ε→ 0 and using (45), we obtain

νT |θF (k)|2

Z(Z + iω′(k)ξ)
=

νT |vg(k)|vFa (k)

Re(F̂ (ω(k)/(2π)))Z(Z + iω′(k)ξ)
.

4.4. Scattering terms. For scattering terms, we consider T = 0 like in the previous part. The
derivative of the Wigner transform is given by

∂tŴε(t, ξ, k) = −iDε(k, ξ)Ŵε(t, ξ, k)

+ Eε
[
i(F ?Ψ)(ε)(t)ψ̂(ε)∗(t, k − εξ/2)− i(F ?Ψ)(ε)(t)ψ̂(ε)(t, k + εξ/2)

]
.

4.4.1. The ballistic term. The ballistic term is unchanged with respect to (65). The term only
involves the initial condition of the wave, neither the control nor the thermostat affect this term.

4.4.2. The first scattering term. The first scattering term is given by

Iε(t, k, F ) = ieiω(k)t

∫ t

0
〈F ?Ψ(t− s)ψ̂∗(k)〉µεΘF (ds)

=
1

2

∫ t

0

∫
T

∫ t−s

0
F (s′)〈ψ̂∗(k)ψ̂(h)〉µεei(ω(k)−ω(h))t+iω(h)(s+s′)ds′dhΘ(ds).

We have

SIε (Z, k, F ) = L(I(ε)
ε )(Z, k, F )

=
ε

2

∫ ∞
0

e−εZt
∫ t

0

∫
T

∫ t−s

0
F (s′)〈ψ̂∗(k)ψ̂(h)〉µεei(ω(k)−ω(h))t+iω(h)(s+s′)ds′dhΘ(ds)dt
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=
ε

2

∫
T
〈ψ̂∗(k)ψ̂(h)〉µε

∫ ∞
0

F (s′)

∫ ∞
0

∫ ∞
s+s′

e−εZtei(ω(k)−ω(h))t+iω(h)(s+s′)dtΘ(ds)ds′dh

=
ε

2

∫
T

〈ψ̂∗(k)ψ̂(h)〉µε
λε+ i(ω(h)− ω(k))

∫ ∞
0

F (s′)

∫ ∞
0

e−εZ(s+s′)eiω(k)(s+s′)Θ(ds)ds′dh

=
ε

2

∫
T

〈ψ̂∗(k)ψ̂(h)〉µε
λε+ i(ω(h)− ω(k))

L(F )(εZ − iω(k))Θ̃F (εZ − iω(k))dh.

Changing the variables from k to k′ − εξ′/2 and h to k′ + εξ′/2, we call the new domain
Tε ⊂ T2/ε × T. We get∫
R×T

Ô∗(ξ, k + εξ/2)S1
ε (Z, k, F )

Z + iD+
ε (k, ξ)

dξdk

=

∫
R

∫
Tε

Ŵε(ξ
′, k′)L(F )(εZ − iω(k′ − εξ/2))Θ̃F (εZ − iω(k′ − εξ′/2))Ô∗(ξ, k′ + εξ/2− εξ′/2)

(εZ + i(ω(k′ + εξ′/2)− ω(k′ − εξ′/2)))(Z + iD+
ε (k′ − εξ′/2, ξ))

dξ′dξdk

ε→0−→
∫
R2×T

Ŵ0(ξ′, k′)F̂ ∗(ω(k′)/(2π))θF (k)Ô∗(ξ, k′)

(Z + iω′(k′)ξ)(Z + iω′(k′)ξ′)
dξ′dξdk.

Similarly, we have∫
R×T

Ô∗(ξ, k − εξ/2)S1∗
ε (Z, k, F )

Z + iD−ε (k, ξ)
dξdk

ε→0−→
∫
R2×T

Ŵ ∗0 (ξ′, k′)F̂ (ω(k′)/(2π))θ∗F (k)Ô∗(ξ, k′)

(Z + iω′(k′)ξ)(Z − iω′(k′)ξ′)
dξ′dξdk.

Taking the sum and using the fact that Ŵ ∗0 (η, k) = Ŵ0(−η, k), we get the limit of the first
scattering term∫

R2×T
Re
(
F̂ ∗(ω(k)/(2π))θF (k)

) Ŵ0(ξ′, k)O∗(ξ, k)

(Z + iω′(k)ξ′)(Z + iω′(k)ξ)
dξ′dξdk.

4.4.3. The second scattering term. The second scattering term is given by

IIε(t, k, F ) =

∫ t

0

∫ t

0
ΘF
ω (t− s, k)〈F ?Ψ(s)F ?Ψ(t− s′)〉µεdsΘ(ds′).

We compute

ReSIIε (Z, k, F ) = ReL(II(ε)
ε )(Z, k, F )

= ε2Z

∫ t

0
e−εZt

〈(∫ t

0
cos(ω(k)s)(ΘF ? F ?Ψ)(s)ds

)(∫ t

0
cos(ω(k)s)(ΘF ? F ?Ψ)(s)ds

)〉
µε

dt

(97)

+ ε2Z

∫ t

0
e−εZt

〈(∫ t

0
sin(ω(k)s)(ΘF ? F ?Ψ)(s)ds

)(∫ t

0
sin(ω(k)s)(gF ? F ?Ψ)(s)ds

)〉
µε

dt.

(98)

Let us handle the term (97). The term (98) is handled similarly.
We write

ε2Z

2

∫ ∞
0

e−εZt
∫ t

0

∫ t

0
cos(ω(k)s) cos(ω(k)s′)

∫ s

0

∫ s′

0

×
∫
T2

e−iω(h)(s−u)eiω(h′)(s′−u′)
〈
ψ̂(h)ψ̂∗(h′)

〉
µε
dh′dhΘF ? F (du′)ΘF ? F (du)ds′dsdt
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=
εZ

4π

∫
R

∫
T2

ε
〈
ψ̂(h)ψ̂∗(h′)

〉
µε

∫ ∞
0

∫ ∞
0

eia(t−t′)e−εZ(t+t′)/2

∫ t

0

∫ t

0
cos(ω(k)s) cos(ω(k)s′)

×
∫ s

0

∫ s′

0
e−iω(h)(s−u)eiω(h′)(s′−u′)ΘF ? F (du′)ΘF ? F (du)ds′dsdt′dtdh′dhda

=
εZ

4π

∫
R

∫
T2

ε
〈
ψ̂(h)ψ̂∗(h′)

〉
µε
A(h, k, λ, F )A∗(h′, k, λ, F )dh′dhda, (99)

in which

A(h, k, Z, F ) =

∫ ∞
0

cos(ω(k)s)

∫ s

0
e−iω(h)(s−u)

∫ ∞
s

e(−εZ/2+ia)tdtΘF ? F (du)ds

=
1

2(εZ/2− ia)

L(F )(εZ/2− ia− iω(k))Θ̃F (εZ/2− ia− iω(k))

εZ/2− ia− i(ω(k)− ω(h))
(100)

+
1

2(εZ/2− ia)

L(F )(εZ/2− ia+ iω(k))Θ̃F (εZ/2− ia+ iω(k))

εZ/2− ia+ i(ω(k) + ω(h))
, (101)

and A∗ is defined similarly, that is

A∗(h′, k, Z, F ) =
1

2(εZ/2 + ia)

L(F )(εZ/2 + ia+ iω(k))Θ̃F (εZ/2 + ia+ iω(k))

εZ/2 + ia+ i(ω(k)− ω(h′))
(102)

+
1

2(εZ/2 + ia)

L(F )(εZ/2 + ia− iω(k))Θ̃F (εZ/2 + ia− iω(k))

εZ/2 + ia− i(ω(k) + ω(h′))
. (103)

We will see that among the four terms in the expansion of (99), using (100), (101), (102) and
(103) only the term generated by (100) and (102) contributes to the high frequency limit. To
derive the limit, we need some lemmas. Those lemmas are a generalized version of those in [9].

Lemma 7. The following limit holds true

lim
ε→0

1

ε

∫
R

1

(Z/2)2 + a2

∫
T3

∣∣∣∣〈ψ̂(h)ψ̂∗(h′)
〉
µε

∣∣∣∣
×

∣∣∣∣∣L(F )(εZ/2− iεa− iω(k))Θ̃F (εZ/2− iεa− iω(k))

Z/2− ia− iε−1(ω(k)− ω(h))

∣∣∣∣∣
×

∣∣∣∣∣L(F )(εZ/2 + iεa− iω(k))Θ̃F (εZ/2 + iεa− iω(k))

Z/2 + ia− iε−1(ω(k) + ω(h′))

∣∣∣∣∣ dh′dhdkda = 0

To use this lemma, we change a into εa in (99). It implies that the term

Z

16πε

∫
R

1

(Z/2)2 + a2

∫
T2

ε
〈
ψ̂(h)ψ̂∗(h′)

〉
µε

× L(F )(εZ/2− iεa− iω(k))Θ̃F (εZ/2− iεa− iω(k))

Z/2− ia− iε−1(ω(k)− ω(h))

× L(F )(εZ/2 + iεa+ iω(k))Θ̃F (εZ/2 + iεa+ iω(k))

Z/2 + ia+ iε−1(ω(k)− ω(h′))
dh′dhda

is the only term contributing in the limit. By changing the variables from h into k′ + εξ′/2 and
h′ into k′ − εξ′/2, we need to consider

Z

16π

∫
R×T2/ε

1

(Z/2)2 + a2

∫
T×T 2

ε

Ŵε(ξ
′, k′)

Z/2− ia− iε−1(ω(k)− ω(k′ + εξ′/2))
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×

∣∣∣L(F )(εZ/2− iεa− iω(k))Θ̃F (εZ/2− iεa− iω(k))
∣∣∣2

Z/2 + ia+ iε−1(ω(k)− ω(k′ − εξ′/2))
× Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dk′dξ′dkdξda.

In the integral, we have the set T 2
ε =

{
(ξ′, k′) : |ξ′| ≤ %

2100ε
, |k′| ≤ 1−ε|ξ′|

2

}
⊂ T2/ε×T, % is in (34).

The set is defined this way due to the assumption (9). If |ξ′| > %
2100ε

then |Ŵε| . ε3/2; it makes
the whole term tend to 0.

We define

I±(Z, ε, F ) =
Z

32π

∫
R×T2/ε

1

(Z/2)2 + a2

∫
T 3
ε,±

Ŵε(ξ
′,±k + εξ′′/2)

Z/2− ia− iε−1(ω(k)− ω(k ± ε(ξ′ + ξ′′)/2))

×

∣∣∣L(F )(εZ/2− iεa− iω(k))Θ̃F (εZ/2− iεa− iω(k))
∣∣∣2

Z/2 + ia+ iε−1(ω(k)− ω(k ∓ ε(ξ′ − ξ′′)/2))
× Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξ′′dξ′dkdξda.

In this integral,

T 3
ε,± =

{
(k, ξ′, ξ′′) : k ∈ T, |ξ′| ≤ %

250ε
, |k ± εξ′′/2| ≤ 1− ε|ξ′|

2
, sign k = sign(k ± ε(ξ′ + ξ′′)/2)

}
.

The set is defined thanks to the change of variables k′ into ±k + εξ′′/2.
We also define the following integrals:

I(1)
± (Z, ε, F ) =

Z

32π

∫
R×T2/ε

1

(Z/2)2 + a2

∫
T 3
ε,±

Ŵε(ξ
′,±k + εξ′′/2)

Z/2− ia± iω′(k)(ξ′ + ξ′′)/2

×

∣∣∣L(F )(εZ/2− iεa− iω(k))Θ̃F (Zε/2− iεa− iω(k))
∣∣∣2

Z/2 + ia+ iε−1(ω(k)− ω(k ∓ ε(ξ′ − ξ′′)/2))
× Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξ′′dξ′dkdξda;

I(2)
ı (Z, ε, F ) =

Z

32π

∫
R×T2/ε

1

(Z/2)2 + a2

∫
T 3
ε,±

Ŵε(ξ
′,±k + εξ′′/2)

Z/2− ia± iω′(k)(ξ′ + ξ′′)/2

×

∣∣∣L(F )(εZ/2− iεa− iω(k))Θ̃F (εZ/2− iεa− iω(k))
∣∣∣2

Z/2 + ia± iω′(k)(ξ′ − ξ′′)/2
× Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξ′′dξ′dkdξda;

I(3)
± (Z, ε, F ) =

Z

32π

∫
R×T2/ε

1

(Z/2)2 + a2

∫
T 3
ε,±

Ŵε(ξ
′,±k + εξ′′/2)

Z/2− ia± iω′(k)(ξ′ + ξ′′)/2

×

∣∣∣F̂ (ω(k)/(2π))θF (k)
∣∣∣2

Z/2 + ia± iω′(k)(ξ′ − ξ′′)/2
× Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

dξ′′dξ′dkdξda;

I(4)
± (Z,F ) =

Z

32π

∫
R2

1

(Z/2)2 + a2

∫
T×R2

Ŵ0(ξ′,±k)

Z/2− ia± iω′(k)(ξ′ + ξ′′)/2

×

∣∣∣F̂ (ω(k)/(2π))θF (k)
∣∣∣2

Z/2 + ia± iω′(k)(ξ′ − ξ′′)/2
× Ô∗(ξ, k)

Z + iω′(k)ξ
dξ′′dξ′dkdξda.
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Lemma 8. We have the following approximations:

lim
ε→0

∣∣∣I±(Z, ε, F )− I(1)
± (Z, ε, F )

∣∣∣ = 0;

lim
ε→0

∣∣∣I(1)
± (Z, ε, F )− I(2)

± (Z, ε, F )
∣∣∣ = 0;

lim
ε→0

∣∣∣I(2)
± (Z, ε, F )− I(3)

± (Z, ε, F )
∣∣∣ = 0;

lim
ε→0

∣∣∣I(3)
± (Z, ε, F )− I(4)

± (Z,F )
∣∣∣ = 0.

As a consequence,

lim
ε→0
I±(Z, ε, F ) = I(4)

± (Z,F ).

Lemma 9.

lim
ε→0

∫
R×T

ImSIIε (Z, k, F )

(
Ô∗(ξ, k + εξ/2)

Z + iD+
ε (k, ξ)

− Ô∗(ξ, k − εξ/2)

Z + iD−ε (k, ξ)

)
dξdk = 0.

We apply to I(4)
ı the following identity∫

R

dz

(z − z+)(z − z−)
=

2πi

z+ − z−
when Im(z+) > 0 > Im(z−).

The variable z is a∓ ω′(k)ξ′′ in our case, dξ′′ is integrated out first. Then, we also integrate with
respect to a:

I(4)
± (λ, F ) =

Z

16

∫
R2

1

(Z/2)2 + a2

∫
T×R

|F̂ (ω(k)/(2π))|2|θF (k)|2Ŵ0(ξ′,±k)

|ω′(k)|(Z ± iω(k)ξ′)
× Ô(ξ, k)

Z + iω′(k)ξ
dξ′dkdξda

=

∫
T×R2

|F̂ (ω(k)/(2π))|2|θF (k)|2Ŵ0(ξ′,±k)

16|vg(k)|(Z ± iω(k)η′)
× Ô(ξ, k)

Z + iω′(k)ξ
dξ′dkdξ.

By repeating these steps, the term (98) will produce the same result as (97). That concludes

the computation for SIIε (Z, k, F ). We also have the same result for Ô∗(k−εξ/2)

Z+iD−ε (k,ξ)
, so the result get

doubled. The second scattering term limit is∫
T×R2

|F̂ (ω(k)/(2π))|2|θF (k)|2Ŵ0(ξ′, k)

4|vg(k)|(Z + iω(k)ξ′)
× Ô(ξ, k)

Z + iω′(k)ξ
dξ′dξdk

+

∫
T×R2

|F̂ (ω(k)/(2π))|2|θF (k)|2Ŵ0(ξ′,−k)

4|vg(k)|(Z − iω(k)ξ′)
× Ô(ξ, k)

Z + iω′(k)ξ
dξ′dξdk.

4.5. Proof of Theorem 3. The technical detail for this part is similar to that of the impulsive
control. We see that (81), (82), (83), and (84) do not depend on the rates. Thus, we do not
repeat the same arguments to derive the theorem although the rates are different.



30 A. HANNANI, M. N. PHUNG, M.-B. TRAN, AND E. TRÉLAT

4.6. Proof of Corollary 5. In this section, we show how to design controls that asymptotically
steer the system to some desired rates (ra, rt, rr) in the kinetic limit. First, we state some basic
properties that the rates must satisfy and the implications in finding a control.

(1) By (88), (89), and (90), the target rates must be defined when ω′(k) 6= 0. Hence the
domain of definition is (−1/2, 0)∪ (0, 1/2). Since ω(·) is an even function, the three rates
are even functions. We reduce the domain of definition to the positive branch (0, 1/2).

(2) By (95), the sum of the three rates is 1 and hence we only need to know two among the
three rates (ra, rt, rr). We focus on rt and rr.

(3) All the rates are positive functions. As a result, we have rFt + rFr < 1. To simplify we
assume that there exists c1 > 0 such that

rt(k) + rr(k) ≤ 1− c1 ∀k ∈ T.

(4) For k ∈ (0, 1/2), from [9, Section 10], we have

lim
Z→0
L(Cω)(Z − iω(k)) =

π

|ω′(k)|
+ i

(∫ 1/2

0

dh

ω(k) + ω(h)
+ log

ω(k)− ωmin
ωmax − ω(k)

+
Cω,0(ω(k))

|ω′(k)|

)
,

where Cω,0 is a continuous, bounded and real-valued function. Combining this with the

continuity of F̂ , it follows that the rates are continuous on (0,1/2).
(5) By the triangular inequality, we have√

rFt (k) +
√
rFr (k) =

∣∣∣∣∣1 +
F̂ ∗(ω(k)/(2π))θF (k)

2|vg(k)|

∣∣∣∣∣+

∣∣∣∣∣ F̂ ∗(ω(k)/(2π))θF (k)

2|vg(k)|

∣∣∣∣∣ ≥ 1. (104)

To sum up, we consider two continuous functions rt, rr on (0, 1/2) such that rt(k)+ rr(k) ≤ 1− c1

and
√
rt(k) +

√
rr(k) ≥ 1. These are assumptions (H1) - (H5).

We define

RE(k) = |vg(k)| (rt(k)− rr(k)− 1) ∀k ∈ (0, 1/2).

It follows from (89) and (90) that RE(k) = Re(F̂ (ω(k)/(2π))θF (k)).
We also define

IM(k) =
√

4|vg(k)|2rr(k)−RE(k)2 ∀k ∈ (0, 1/2),

which is well-defined because, using (104),

4|vg(k)|2rr(k)−RE(k)2 = |vg(k)|2(
√
rt(k) +

√
rr(k)− 1)(

√
rt(k)−

√
rr(k) + 1)

× (−
√
rt(k) +

√
rr(k) + 1)(

√
rt(k) +

√
rr(k) + 1) ≥ 0.

Finally, we define a complex-valued function FT (k), which corresponds to F̂ (ω(k)/(2π))θF (k)
by

FT (k) = RE(k) + iIM(k) ∀k ∈ (0, 1/2).

By (94), the function corresponding to θF (k) is defined by

TH(k) = 1 + FT (k) lim
Z→0
L(Cω)(Z − iω(k)).

We claim that |TH(k)| ≥ c1/4 for any k ∈ (0, 1/2). To prove this claim, we consider two cases:
either Im(limλ→0 L(Cω)(λ− iω(k))) ≥ 0 or Im(limλ→0 L(Cω)(λ− iω(k))) < 0. In the first case,

Re(TH(k)) = 1 +RE(k) Re( lim
Z→0
L(Cω)(Z − iω(k))) + IM(k) Im( lim

Z→0
L(Cω)(Z − iω(k)))
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≥ 1− 1 + rr(k)− rt(k)

2
=

1 + rt(k)− rr(k)

2
≥ rt(k) + c1/2.

In the second case, we have either

|IM(k) Im( lim
Z→0
L(Cω)(Z − iω(k)))| ≤ 1 + rt(k)− rr(k)

4

⇒ Re(TH(k)) ≥ 1 + rt(k)− rr(k)

4
≥ rt(k)

2
+
c1

4
,

or

|IM(k) Im( lim
Z→0
L(Cω)(Z − iω(k)))| > 1 + rt(k)− rr(k)

4
,

and then

Im(TH(k)) = RE(k) Im( lim
Z→0
L(Cω)(Z − iω(k))) + IM(k) Re( lim

Z→0
L(Cω)(Z − iω(k)))

>
√

(1 + rr(k)− rt(k))(1 + rt(k)− rr(k))/
√

2 ≥
√
c1 + 2rt(k)

√
c1 + 2rr(k)√

2
.

The claim is proved. In particular, TH(k) 6= 0 for every k ∈ (0, 1/2), so we can define F̄ (u) =

FT (ϕ+(u))/TH(ϕ+(u)), u ∈ (ωmin, ωmax), which corresponds to F̂ ∗(ω(k)/2π).
The next step consists of computing the inverse Fourier of F̄ . Recall that the control function

F is real-valued and is only defined on [0,+∞) to facilitate the Laplace transform. It is more
convenient to use the half-line Fourier transform defined by

f c(s) =

∫ ∞
0

f(t) cos(st)dt,

fs(s) =

∫ ∞
0

f(t) sin(st)dt,

for all f ∈ L1([0,+∞)) ∩ L2([0,+∞)). We obtain f c, fs ∈ L2([0,+∞)). It is also possible to
define the inverses in the case the transformed functions are also in L1 by

f(x) =
2

π

∫ ∞
0

∫ ∞
0

f(t) cos(st)dt cos(sx)ds,

f(x) =
2

π

∫ ∞
0

∫ ∞
0

f(t) sin(st)dt sin(sx)ds.

By (15), if there is a control F ∈ L1, we have

lim
Z→0
L(F )(Z + iω) = F c(ω)− iF s(ω).

We see that Re(F̄ ) and Im(F̄ ) correspond to F c and F s, respectively. Thus, the existence of F
depends on whether we have∫ ∞

0
Re(F̄ (u)) cos(ut)du =

∫ ∞
0

Im(F̄ (u)) sin(ut)du,

for all t > 0. This happens because if F exists then both sides equal π
2F (t). Therefore, on the

target rates, we expect them to satisfy assumptions (H1) - (H6).
For a triple of rates that satisfy assumptions (H1) - (H6), let us design an explicit control

function F by

F (t) =
2

π

∫ ∞
0

Re(F̄ (u)) cos(ut)du.
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It is easy to see that F̄ is continuous. Therefore,

dn

dtn
F (t) =

2

π

∫ ∞
0

Re(F̄ (u))
dn

dtn
cos(ut)du

are continuous for all n. This means that F must belong to C∞(0,+∞). We also note that

|F̄ | ≤ 8|vg(k)|rr(k)
c1

and F̄ is supported on [ωmin, ωmax], in particular F̄ ∈ L2(0,+∞), and thus also

F ∈ L2(0,+∞).
We define a family of function FN ∈ C∞c ⊂ C∞ ∩ Lm,m ≥ 1. For each N ∈ N, FN is the

product of F with a smooth function with values in [0, 1] such that it is equal to 1 on [0, N ]
and to 0 on [N + 1,+∞). It is clear that FN converges to F in L2. Thus, F cN , F

s
N converge to

F c = Re(F̄ ), F s = Im(F̄ ) in L2, respectively. Take a subsequence if necessary, we obtain a family

FN such that F̂ ∗N (·/2π) converges almost everywhere to F̄ . We have

FT (k) =
F̄ (ω(k))

1− F̄ (ω(k)) limZ→0 L(Cω)(Z − iω(k))

and

F̂ ∗N (ω(k)/2π)θF (k) =
F̂ ∗N (ω(k)/2π)

1− F̂ ∗N (ω(k)/2π) limZ→0 L(Cω)(Z − iω(k))
.

Hence, F̂ ∗N (ω(k)/2π)θF (k) converges almost everywhere to FT (k). We also have

rr(k) =
RE(k)2 + IM(k)2

4|vg(k)|2
=
|FT (k)|2

4|vg(k)|2
,

rt(k) = 1 +
RE(k)

|vg(k)|
+ rr(k) = 1 +

Re(FT (k))

|vg(k)|
+
|FT (k)|2

4|vg(k)|2
.

By (89) and (90), we get that rFN
t , rFN

r converge almost everywhere to rt, rr on (0, 1/2). By (H1)

and (H2), the result is extended to rFN
a , rFN

t , rFN
r converge almost everywhere to ra, rt, rr on T.
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