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Improving Individual-Specific Functional Parcellation
Through Transfer Learning

Alexandre Le Bris, Demian Wassermann, and Louis Rouillard

Université Paris-Saclay, Inria, CEA

Abstract. Resting-state functional magnetic resonance imaging enables the ex-
ploration of the functional brain organization and its representation via large-
scale networks. Summary measures, such as functional connectivity profiles or
networks’ spatial topography, present inter-individual differences with applica-
tions in detecting cognitive disorders or predicting behavioral traits. However,
the accuracy of these measures can be significantly disrupted due to the limited
number of subjects in clinical data.

Transfer learning coupled with Bayesian modeling can be leveraged to overcome
this issue. We simultaneously estimate the posteriors for the individual cortical to-
pography and functional connectivity profiles by applying a variational inference
technique over probabilistic graphical models. After extracting these features,
inference performance is evaluated through the regression of behavioral scores.
The Bayesian formalism allows information transfer by sharing parameters pre-
trained on a large dataset, especially the posteriors inferred at a population level.
This way, on the HCP dataset, we show that the knowledge captured on a large
sub-population (~750 subjects and 4 scans per subject) helps improve the model
trained on a much smaller sample (50 to 250 subjects with 1 scan per subject),
even if this sample stems from another dataset, here CamCAN. By doing it with
50 subjects, we achieve comparable performance in behavioral prediction than a
three times larger dataset.

Keywords: Neuroimaging - Functional Brain Networks - MRI - Bayesian Mod-
eling - Transfer Learning

1 Introduction

Machine Learning-centric algorithms became the predominant techniques associating
neuroimaging-based features with cognitive capabilities and diagnoses. However, the
small sample sizes common in small-scale cognitive experiments and clinical settings
hamper the application of such algorithms. To address this, we harness large-scale vari-
ational inference (VI) to implement a Bayesian-based transfer learning approach. So,
by leveraging information learned in a large public dataset, we improve the capacity to
predict behavioral measurements from neuroimaging data in small samples.

In predicting cognitive abilities from neuroimaging, recent works [17l2] propose
employing both functional connectivity (FC) and topography as features. While topog-
raphy pertains to spatial organization as the individualized parcellation of each subject’s
brain, FC relates to each subject’s brain activity. FC is derived from functional mag-
netic resonance imaging (fMRI), which captures location-specific, time-varying brain
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activity by measuring changes in oxygenation concentration, namely the Blood Oxy-
gen Level Dependent (BOLD) signal. The FC between two brain regions is then deter-
mined as the temporal correlation of BOLD signals between them. This measurement
reveals large-scale networks characterized by similar FC profiles within each [6]. In
addition, these networks exhibit specific functions and architectonics, outlining a brain
structure intertwining functional, structural, and connectivity organizations [31]. Many
functional atlas have been produced, but mostly at a population level as the task requires
averaging signals across a large cohort of subjects [2715123]].

Recent endeavors have successfully mapped the cortex at the individual level, yield-
ing compelling results in predicting human behavior from the inferred topography [17J18]].
Individualized parcellation can also support the detection of cognitive disorders [6] or
serve clinical purposes, e.g., in brain tumor care [20]. The latter use case involves clin-
ical datasets involving a limited number of patients and a low signal-to-noise ratio.

Transfer learning, regarded as a strategy of leveraging knowledge learned on a
source domain for a target task [28]], can overcome the limits above. We present here a
method harnessing the flexibility of Bayesian modeling [[16412]] and VI [3]] to provide
individual probabilistic parcellations. This method is designed for computationally han-
dling large parameter space induced by neuroimaging applications. Through predicting
behavioral measures, we prove that both connectivity and spatial features inferred this
way learn aspects of subject specificity. Then, we show the efficiency of transferring
information from a pre-trained model to significantly enhance prediction performance
on reduced datasets, whether sharing the same domain or coming from a different one.

2 Related Works

Compared to structural MRI, only a few studies focus on TL with fMRI data due to the
added complexity introduced by the temporal dimension [1/28]. Among these, a typ-
ical application entails decoding brain states during behavior tasks and improving the
classification accuracy on the target domain, which may differ from the source domain
in terms of subjects, tasks, or acquisition sites [26[11/10]. Other favored applications
include diagnosing Alzheimer’s disease, major depressive disorder, or autism spectrum
disorder, where domain adaptation strategies can mitigate the impact of data distribu-
tion shifts across different sites [3049]]. But, to the best of our knowledge, in fundamental
research on cognition, no work has evaluated the benefits of TL for predicting cognitive
scores from individualized parcellations.

TL is commonly performed by sharing parameters learned from the source domain
data and fine-tuning part or all of them on the target domain, as seen on convolutional
neural networks and kernel method [28]]. Bayesian graphical models’ methods fall into
this category by identifying these parameters with prior knowledge. Suder et al. [24]
distinguishes three primary strategies in Bayesian TL: parameters sharing via the like-
lihood, hierarchical modeling [14]], and latent space sharing [32l19]. In this work, we
will illustrate how these three strategies combined can transfer information from a large
brain dataset to smaller studies.
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3 Method

We implement individualized parcellation as variational inference (VI) on a Bayesian
generative model. In this model, the observed data are individual functional connec-
tomes from each subject’s scan (Fig. [[]A). As a first benchmark, we show that our
method captures individual specificity through both RSFC profiles and functional to-
pography. To assess inference performance and validate our approach, we rely on be-
havioral measures prediction as a downstream task. Then, we test TL by pre-training a
variational family on a large dataset of ~ 750 subjects and 4 scans per subject (HCP sub-
dataset). After transferring the parameters to the new model and freezing the population-
level RVs, we perform inference on two smaller datasets: a subset of the HCP dataset
with unseen subjects and a subset of the CamCAN dataset, both limited to 1 scan per
subject. By comparing the performance without TL, we prove that our method, mixing
VI and Bayesian modeling, is well-suited for efficient TL on computationally extensive
applications such as brain parcellation.

3.1 Bayesian generative model

We place ourselves in the Bayesian framework, whose purpose is inferring the poste-
rior p(§2|X) of the parameters (or latent variables) {2 given the observations X. As
p(X|2)p(2) = p(X, 2), we can define a generative model M describing the joint
distribution p(X, £2) from the likelihood p(X|f2) and the prior p({2). It can also be
visualized as a probabilistic graphical model (PGM) [12]], which expresses as a graph
the conditional dependence structure between the latent random variables (RVs). This
representation allows one to motivate, design, and share probabilistic models easily.

We adopt a generative model M inspired by the multi-session hierarchical Bayesian
model (MS-HBM) proposed by Kong et al. [17]. M is composed of two sets of RVs (see
Fig.[TA and Table[T)). The first one is dedicated to the spatial location of networks on the
cortex (topography): e.g., 8" encodes the probability of the voxel n belonging to the
network [ for the subject s, and thus provides a probabilistic parcellation. The second set
gathers the resting-state functional connectivity (RSFC) profiles for each network: e.g.,
ui’; represents the connectivity between the network [ and the region d for the subject s
during the scan t. Both sets are expressed at different levels (population, subject, scan)
and are combined through a mixture at the session level to generate the observation X.
We provide more detail in the supplementary material, Appendix A.

Level H Population Subject (plate S) Scan / Session (plate 7T°)
Connectivity RVs g~ NO,1) | pig~N(pf g€ H?,’; ~ N (i a4, 0)

(RSFC profiles) Xj*"vt ~ N(,ui’;, K|l = 1™
Spatial RVs 07 ~ N(0,3) 0" ~ N(O]',y) | 125" ~ Categorical(6;"")
(parcellation) (logit) (logit) (label)

Table 1. RVs in the multi-session hierarchical Bayesian model M and their distribution



4 Le Bris et al.

Source dataset
(HCP dataset, 768 sub'!ects, 4 scans per subjects)

((J

Training

Probabilistic graphical model MS-HBM
Spatial parcellation

o) o]
> @
l

3 (N)

DO ®

Pre-trained parameters
Transfer learning to fine-tune

Frozen pre-trained
parameters (global RVs)

Functional Connectivity profile

i N ]

Target dataset )

o 2 o o
(50 to 250 subjects, li =N
1 scan per subject, ﬁ ‘: 6 ﬁ‘i
HCP with unseen Trainin O,QQOO @O

@ Subjects or
= CamCAN) y

OO

HCP dataset (unseen subjects) CamCAN dataset
15 0.30
X
Zin 0.25
82 610
50
(S
o 0.20
°s
]
Lo 0-05 0.15
St
= O
(e
>2 0.10
@05 0.00
o
5 ©
Og 0.05
=
-0.05
0.00
-0.10 -0.05
50 75 100 125 150 175 200 225 250 50 75 100 125 150 175 200 225 250
Number of subjects Number of subjects

Not pre-trained 65" (ridge regression)
—— Pre-trained 6% " (ridge regression)

Fig. 1. Panel A - Graphical abstract of our approach for testing TL. We divided the HCP dataset
into a large dataset, with all the scans for pre-training the model, and a smaller one, reduced
to 1 scan per subject in order to simulate quantitatively a clinical dataset. We also selected the
CamCAN project to validate our approach on an unrelated dataset with unseen conditions (e.g.,
new protocol, shorter acquisition time, larger lifespan range of the cohort). This way, we also
test the robustness of our method to domain shift. We set the number of networks ! to 17.Panel
B - Learning curves for both datasets when predicting behavioral scores from individualized
probabilistic parcellations 6;*", with and without transfer learning. The accuracy was averaged
over 13 behavioral scores for both cases (see supplementary material, Appendix D). The error
bands represent the variability when modifying the composition of the source and target datasets
in terms of subjects (we performed ten iterations for each sample size). The TL acts as a positive
shift for small cohorts, capturing some subject-specific information, even with a dataset of 50
patients. Then, when increasing the population, the gap narrows, at least for the CamCAN dataset.
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3.2 Variational inference and plate amortization

We use a VI-based approach to estimate the RV posterior p({2|X) As a major advan-
tage, this technique avoids heavy analytical derivation, as required by the Expectation-
Maximization algorithm [[17/23] VI approximates the true posterior with a parametric
family of distributions g, ({2), also called the variational family. Maximizing the Evi-
dence Lower BOund (ELBO) yields an estimate for the parameters ¢:

¢* = argmax ELBO(qy) @)
¢
where ELBO(gy) = Enn~gllogp(£2, X)] — Enn~gllog ¢, (£2)] 2)

However, this technique becomes computationally prohibitive when the volume of
latent parameters and observations massively increases, as in neuroimaging applica-
tions. To handle this issue, we simplify the variational distribution g, ({2) by assuming
factorization over the latent variables w’ and by leveraging the conditional indepen-
dence of ground RVs (w*), within one or several plates P € Plates(w?):

I N;
log go(2) = > log gyl (w"™), 3)

1=1 n=0

where I is the number of RV templates w® and IN; the total number of repeated ground
RV w"*: Nj = [Tpcpiueswiy [P (see supplementary material, Appendix B).

By recalling that most of the distributions in the generative model M were designed
as Gaussian ones, whose conjugate distributions belong to the same family, we select
diagonal Gaussian distribution with mean a** and standard deviation 3** parameters
for the surrogate posteriors q;k » (Mean Field VI [3]):

W o N, 5) @)

Lastly, plate properties can be further exploited to reduce the size of the parameter-

ization and increase convergence speed ( [22]). To this end, we decompose the parame-

ters ¢** controlling the surrogate posterior ¢** into two sets of parameters (1", E*").

1" are the weights shared by all the ground RVs w®*: this factorization is referred to

as plate amortization( [22]]). The parameters E"F ie. the encodings, capture the speci-
ficity of the ground RV w®* among all its siblings (W™ 2. Thus, Eq. becomes:

W N(@' (@' B, B0, B, )

where the mean o’ and the standard deviation 3' are functions parameterized by the
weights 1" (e.g., a neural network) and conditioned by the encodings EbE, Finally,
q;k . 1s trained over the observed data using stochastic VI over the plates [13122].

3.3 Datasets and preprocessing

Our work is based on two datasets: the HCP S1200 dataset [29] and the CamCAN
dataset [25]. We relied on the original pre-processing for the former and on fMRIPrep [8]]
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pipeline for the latter. We performed additional steps to produce the functional connec-
tomes for every scan, as detailed in the supplementary material, Appendix C.

Note that the connectivity, measured as the Pearson correlation between two signals,
was computed between every surface vertex and every region defined by the DiFuMo
atlas [5] (with a number of regions d = 128). In addition, to make the parcellation
[27]] robust with respect to the noise and make the data as site-invariant as possible, we
binarized the connectome by keeping the top 20% connectivity values.

3.4 Predicting behavioral scores as validation task

Without a ground truth, validating the obtained result becomes challenging. We choose
an extrinsic validation involving downstream tasks, more adapted to the large-dimensionality
regime, and more data-driven [4]]. This task is based on predicting individual behavioral
test scores provided along with the experimental datasets. The regression (using ridge
regression) uses as input features the inferred RVs obtained with our method presented
in section[3.2] such as the individual-specific RSFC profiles or parcellation. We measure
prediction accuracy with the Pearson correlation coefficient  between the predicted val-
ues and the ground truth on a validation set of subjects. To avoid bias due to validation
set selection, we perform a 10-fold cross-validation repeated 20 times with different
foldings. This prediction accuracy is systematically computed for 13 behavioral mea-
sures [17] for the HCP dataset and 13 other behavioral measures for the CamCAN
dataset [7] (see supplementary material, Appendix D).

We use the global accuracy, averaged across measures, as an indicator to assess the
performance of an inference, considered as the predictive power of the inferred individ-
ual variables. As a first step, we compute the learning curves of our model for different
sizes of cohorts and different input features (see Fig.[2). We compare the performance
to a mere baseline, that is, the mean RSFC profiles over the regions provided by Yeo’s
atlas [27], a discrete population-level atlas based on 1,000 subjects. Then, to assess TL
efficiency, we drew the same learning curves for the individual soft parcellation, with
and without knowledge transfer.

3.5 Assessing Transfer Learning performance

As mentioned in section 2] TL with Bayesian graphical models involves sharing part or
all of the parameters inferred in the source domain to initialize a new model in the tar-
get domain. Here, we transfer all the (1%, Ei’k) parameterizing the variational families
q;fc .- Besides this warm start, to avoid a catastrophic forgetting [[15] that would ham-
per generalization, we preserve the prior information contained in the population-level
RVs by freezing the global RSFC profiles uﬁ 4 and soft parcellation 6;*. It is impor-
tant to note that this operation may be sensitive to domain shift. Still, we consider the
population-level topography as site-agnostic, and we recall that we eliminate, during
pre-processing, amplitude information in connectivity values to reduce the impact of
the acquisition site on the functional connectomes.

To assess TL performance, as shown in Fig. |1} we divided 1,008 subjects of the HCP
dataset into a large set of 768 individuals with 4 scans per subject (the source dataset)
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and smaller ones ranging from 48 to 240 subjects with 1 scan per subject, to simulate
the features of a clinical dataset (the target dataset). We pre-trained a model with the
source dataset and used the inferred features to transfer the knowledge to a new model
trained on the out-of-sample dataset. We repeated the whole process with the CamCAN
dataset as the target domain.

4 Results — Discussion

0.20 Fig.2. Learning curves w.r.t. the
o size of a cohort sampled from the
§ e o015 source dataset (from 48 to 768 pa-
g% tients). The solid lines represent
3] L .
=z 8 3 individual features inferred from
g 010 our method: the discrete and prob-
[<3] g e .
=g abilistic parcellations (we fixed the
T O
g o 005 2 e number of networks to 17 [27]),
%)) /5"t (Dice kernel ridge regression) .
29 ° gereq and the RSFC profiles at subject
oo 5.0 (ri i
CE oo @ 6" (ridge regression) and scan levels. The error bars
& O (i i L
= -%{ #° (ridge regression) show the accuracy variability w.r.t.
== Yeo atlas baseline (ridge regression) subsample composition (]0 iter-
-0.05

ations were performed for each
100 200 300 400 500 600 700 800 gsample size).
Number of subjects

Probabilistic network topography is more predictive than connectivity strength.
The learning curves in Fig. [2 show the paramount importance of dataset size in infer-
ring meaningful features. With less than 100 subjects, predictions are not connected
with the ground truth. Then, the accuracy increases with the size of the cohort, but
more in a logarithmic rate than a linear one. The TL is expected to overcome this sig-
nificant difficulty. RSFC profiles and spatial parcellations exhibit predictive power of
identical magnitude, in line with the Yeo atlas’ baseline, showing that both aspects of
the generative model learn inter-subject variability. Network topography, though, dis-
plays higher accuracy than inferred connectivity strength, especially when considering
the probabilistic parcellation. It might be due to this feature being more informative,
e.g., by capturing regions overlapping [2]. Interestingly, we note the good performance
of a mere baseline based on RSFC profiles extracted from a proven population-level
atlas. Even if this technique does not yield subject-level parcellation, it still can remain
relevant for downstream tasks leveraging functional connectomes.

Transfer learning improves the predictive power of inferred features. As plot-
ted in Fig[TB, the effects of the TL are mainly twofold. For a small dataset with less
than 200 subjects, the variability related to cohort composition shrinks, proving a better
generalization. Second, it clearly improves the predictive power of the inferred features.
For the HCP dataset and 200 subjects, with 1 scan per subject in the target domain, the
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performance with pre-training is twice as good as without pre-training, and scores are
comparable with those of the source domain dealing with 4 scans. For the CamCAN
dataset, the improvement is even better: e.g., the performance with 50 subjects with
pre-training is comparable to the one with 150 subjects without. Nevertheless, the dis-
crepancy between with and without TL scores tends to reduce along with the sample
size, owing to the effect of the Bayesian regularization via the global RVs p9 and 6°™.

Medial left Lateral left Subject 1 Subject 2

Without
TL

With TL

Fig. 3. Panel A - Effect of the TL on the discrete parcellation of a given subject’s left hemisphere
(HCP target dataset). TL enables the differentiation of networks within larger networks, reflecting
the hierarchical organization of the brain [21]]. Panel B - Example of soft parcellation by focusing
on a default mode network and by comparing two subjects, with and without TL. We see here
that the network differentiation leads to a more precise localization of the networks and a better
inter-subject separation.

Transfer learning enhances the quality of individual parcellation. As illustrated
in Fig[3] inference with pre-training provides finer-grained parcellation. The networks
are now clearly drawn, showing less noise and more inter-individual contrast. These
results, linking with the hierarchical brain organization, have to be further investigated
and might represent an interesting research avenue for our method.

5 Conclusion

As mentioned in section [3.1] we essentially rely on the Bayesian graphical model, a
suited representation to design and share generative models. Ours, derived from the MS-
HBM, is composed of latent variables that are easily interpretable, such as the strength
of the connectivity between parts of the cortex or brain topography. Therefore, every
transfer of knowledge can be neurologically motivated and consequently tested with
our method. However, this inductive bias driven by the generative model can also show
limits. For example, the population-level parcellation 6;*, which provides regularisation
over the individual parcellations, might be counterproductive if one learns it on healthy
subjects and applies it to patients with, e.g., brain tumors. Even though our method,
thanks to its flexibility, can fit new models in an automatized way and, with the Bayesian
framework, allows the investigator to transfer the information he considers relevant to
the most appropriate place in the target model.
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Appendix A - Description of the random variables in the generative
model MS-HBM

Spatial RVs 0;"" and 0] represent soft parcellation, that is, the probability of a voxel
belonging to a network: 6;"" is the probability that the voxel n of the subject s belongs
to the network {. The network label [**" is a discrete RV sampled from the logits 6;"".

The connectivity RV (; 4 encode the RSFC profiles of every network ! with d
regions of interest (specifically the 128 regions of the DiFuMo atlas [3]], see section
More specifically, ui o stands for the population level, ;' ; for the subject s and .y for
the session ¢ of the subject s. As for the spatial RVs, each higher-level RV regularizes
the lower-level one. Lastly, the observed RV Xj’t’” follows a mixture model, with the
components ui’; and the category [*V".

The scale RVs ¢, 0, k and +y represent the variability of the previous RVs and follow
a LogNormal distribution to ensure the positivity of the support. In particular, e captures
the inter-subject RSFC variability and ¢ the intra-subject RSFC variability.

Appendix B - Reminder about plates, RV template, and ground
RVs.

As depicted in Fig. [TJA, most of the RVs are located within one or several plates The
plate notation indicates that the RVs within it are repeated k times, where k is the
cardinality of the plate. It allows a simple representation for, e.g., hierarchical models
like MS-HBM When an RV is located in multiple plates, the number of repetitions is
the product of the plates’ cardinality For instance, 6;"", as indicated by the upper in-
dices, is included in plates .S (subject) and N (voxel) and thus is repeated |S|.| N | times
Mathematically, the plate denotes conditional independence of the repeated RVs. As a
convention [[16], we denote (w®¥);, the set of ground RVs, i.e., the set of k independent
RVs following the same distribution as the RV template w® All the w? are grouped into
the set of latent variables (2.

Appendix C - Description of the datasets and the pre-processing
steps

The HCP S1200 dataset [29] gathers imaging acquisitions from 1,200 young adults
(ages 22-35). The resting-state fMRI data were collected during two sessions, one day
after the other, during which two runs of 15 minutes each were recorded for every sub-
ject. We selected 1,008 subjects with four runs each and retained all the runs, regardless



of volumes with high FD or DVARS. The data underwent the HCP minimal preprocess-
ing pipeline and the ICA-FIX denoising.

The CamCAN dataset [25] contains MRI, and cognitive-behavioural data from a
large (approximately N = 700), cross-sectional adult lifespan (18—87 years old) population-
based sample. The resting-state fMRI data were collected during a single session of 8
minutes and 40 seconds. The provided data were preprocessed using the fMRIPrep
pipeline [8].

Volume signals from both datasets underwent additional preprocessing steps:

— Cleaning process, including detrending, low- and high-pass filtering (between 0.01
et 0.1 Hz), confounds removal and standardization.

— Smoothing with a Gaussian filter (fwhm = 4 mm).

— Projecting the volume signal into the fSLR reference surface mesh.

— Computing the Pearson’s coefficient between the 64,984 voxels’ signal and the
mean signal of the 128 DiFuMo regions. The obtained matrix is the functional
connectome used as input feature byb our model.

Appendix D - Behavioral measures

HCP measures CamCAN measures

Visual Episodic Memory Benton Faces

Cognitive Flexibility (DCCS) |Fluid Intelligence

Inhibition (Flanker task) Emotion Expression Recognition

Fluid Intelligence (PMAT) Famous Faces

Reading (Pronunciation) Hotel Task

Vocabulary (Picture Matching) |Picture Priming

Processing Speed Proverb Comprehension

Delay Discounting Sentence comprehension (unacceptable error)
Spatial Orientation Sentence comprehension (reaction time)
Sustained Attention — Sens. Visual short term memory (mean)

Sustained Attention — Spec. Visual short term memory (precision)

Verbal Episodic Memory Visual short term memory (doubt)

Working Memory (List Sorting)| Visual short term memory (MSE)

Table 1. Behavioral measures are used for prediction as a validation task. HCP measures are
directly available in the dataset, while CamCAN measures require pre-processing, as detailed in
Engelmann et al. [7]
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