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Abstract: Visual Reinforcement Learning (RL) has been largely investigated in recent decades.
Existing approaches are often composed of multiple networks requiring massive computational
power to solve partially observable tasks from high-dimensional data such as images. Using State
Representation Learning (SRL) has been shown to improve the performance of visual RL by reducing
the high-dimensional data into compact representation, but still often relies on deep networks and
on the environment. In contrast, we propose a lighter, more generic method to extract sparse and
localized features from raw images without training. We achieve this using a Visual Radial Basis
Function Network (VRBFN), which offers significant practical advantages, including efficient and
accurate training with minimal complexity due to its two linear layers. For real-world applications, its
scalability and resilience to noise are essential, as real sensors are subject to change and noise. Unlike
CNNs, which may require extensive retraining, this network might only need minor fine-tuning.
We test the efficiency of the VRBFN representation to solve different RL tasks using Proximal Policy
Optimization (PPO). We present a large study and comparison of our extraction methods with five
classical visual RL and SRL approaches on five different first-person partially observable scenarios.
We show that this approach presents appealing features such as sparsity and robustness to noise and
that the obtained results when training RL agents are better than other tested methods on four of the
five proposed scenarios.

Keywords: visual reinforcement learning; state representation learning; radial basis function network;
computer vision

1. Introduction

Reinforcement Learning (RL) can be viewed as instrumental conditioning, in which the
actions of an agent in an environment are reinforced (rewarded), leading to the achievement
of a goal. The agent receives observations about its environment from various sensors
(visual, audio, haptic, etc.), and through trial and error, it learns to optimize its actions in
order to achieve a desired goal. This process involves finding the optimal policy, which is
the mapping between states and actions that maximizes the expected long-term reward.
This paper focuses on solving a visual reinforcement learning problem where the input
data are raw RGB images. In this setting, learning policy directly from an optical sensor
is challenging. Indeed, images give rich information about the environment, but most of
them are unnecessary to solve a defined task and costly to process. Since the success of
Deep Convolutional Neural Networks (DCNNs) to solve visual Atari games [1], the DCNN
became the standard for visual RL problems. However, using only a CNN to train an agent
becomes more complex and time-consuming when the environment is partially observable
(PO), such as with egocentric vision (e.g., Figure 1). The partial observability, caused by the
non-omniscient visual receptor, implies partial information about the state or observation
and also causes nondeterministic action behavior.
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Figure 1. States of the different environments used in this paper, from left to right: three ViZDoom
environments (Defend the Center (DTC), Health Gathering Supreme (HGS), and My Way Home
(MWH)) and two PyBullet environments (localization and reaching).

In these environments, the agent usually needs information about past observations to
fully understand its state. This has been achieved by stacking frames or by adding Long Short-
Term Memory (LSTM) layers [2]. However, stacking frames cannot capture dependencies that
are too long, and adding recurrences complicates training and does not necessarily result in
better performances in visual RL [3–7]. Nonetheless, LSTM can still be essential when its input
is shaped to give tasks-related information [8–11]. Furthermore, with raw images as inputs,
the network must extract reward-related features and predict value functions, which causes
interference difficulties when learned simultaneously with only RL loss.

State Representation Learning (SRL) methods learn features of the environment and
use the extracted features to solve RL tasks [12]. It has the advantage of speeding up the RL
training due to lower dimension inputs and allowing a free molding of retrieved features
as desired. Nevertheless, using SRL for image representation applied to RL necessitates
training many networks with numerous losses, and prior environmental knowledge is
frequently needed to improve the utility of the extracted features. In fact, using CNN to
extract features from images, without prior knowledge, does not guarantee the extraction
of reward-related characteristics, which can be disastrous for training an agent.

In this paper, we introduce the VRBFN, a light network composed of a generic un-
trained visual extractor and a Multi-Layer Perceptron (MLP), as an alternative to SRL
approaches that learn feature extraction to address visual RL problems. Our visual extrac-
tor gave local and sparse features using Radial Basis Functions (RBFs). This extraction is
then fed to an MLP trained with Proximal Policy Optimization (PPO) [13], an on-policy
algorithm, to learn values of interest. This work extends our previous results [14] on more
challenging partially observable environments and provides an extensive comparison with
backbone methods of this field. The tasks addressed here come from ViZDoom [15], which
offers a fast framework to train agents in challenging 3-D first-person environments to
solve different types of tasks like mazes, shooting, and gathering objects. Moreover, to
expand the diversity of tasks and situations, we developed two first-person challenges
in PyBullet, which is a Python module for physics simulation for robotics, games, visual
effects, and machine learning (more details can be found in [16]). Two tasks have been
explored: one is a localization task with a camera, and the other is a reaching task with a
Kuka arm.

The paper is organized as follows: after introducing the key concepts and related
works, we describe the visual radial basis function Network design. Then, we present the
different learned tasks, followed by a brief overview of the classical approaches we have
used to challenge the VRBFN. Afterward, we discuss these comparison results and show
the supremacy of the VRBFN in terms of performances and agent behavior in the different
proposed environments. We also highlight the sparsity of our extraction and the robustness
of the VRBFN to image scale and noise. We conclude with a discussion of the possible
applications and perspectives of this method.

2. Related Work on Visual Reinforcement Learning

In RL, an agent in a state st takes action at according to its policy π(a|s). Once the action
is performed in the environment, the agent receives a new state st+1 with an associated
reward rt. In the case of episodic RL, a Boolean variable D, which indicates whether the
episode is finished or not, is given to the agent. The goal of the agent is to find a policy
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π(a|s) that maximizes the discounted cumulative long-term reward Rt = ∑∞
k=0 γkrt+k+1,

where γ is the discounted rate determining the actual value of the future reward. In this
paper, as we did not focus on the RL algorithms, we choose to learn RL tasks with proximal
policy optimization (more details on this algorithm can be found in [13]). The latter has
shown better performance than DQN [1] and A2C, the non-parallelized A3C [17]. A2C and
A3C stand for Advantage Actor–Critic and Asynchronous Advantage Actor–Critic, respectively.
They are famous algorithms in the RL technique consisting of two elements: the actor, which
selects actions, and the critic, which evaluates them by calculating the value function. The
actor improves by choosing actions that yield higher rewards, while the critic assesses
how the good action is relative to the average, using the value function to guide the actor
towards better decisions [1,17]. These two algorithms are typically used in ViZDoom
scenarios [18].

The introduction of the ViZDoom framework and the promising results of RL with
vanilla DQN [15] have been followed by multiple competitions on a deathmatch scenario [19].
The complexity of the scenario has pushed participants to combine different networks and
training rules such as human imitation, curriculum learning, goals, or hierarchical learning
to win the proposed task. Indeed, ViZDoom proposes a challenging environment that
vanilla algorithms can hardly solve [3,18,20,21]. However, such additional methods need
more precise engineering and often use multiple networks, requiring massive computer
power to be trained on raw image data. To reduce the cost of RL on visual data, SRL was
introduced, and since then, several methods and algorithms have been developed. It is
commonly known that an auto-encoder and deviated networks (VAE, β-VAE) are by far the
most used networks to extract visual representations to solve RL [22–25]. Other competing
methods exist in the literature, as presented in the overview paper [12]. However, when
using an auto-encoder to extract features, we cannot guarantee the usefulness of the
extraction to solve the task, hence adding prior knowledge such as hidden variables of the
state (ammo, life, position, etc.) is essential [26–28]. This is also one of the key points in [9],
which was the winner of the last ViZDoom competition. Nonetheless, prior knowledge
is not always accessible, and CNN is often used as the extractor, which implies additional
learning time. An alternative solution is to use pre-trained networks, for example, RESNet,
to preprocess the raw image before feeding an MLP [29–32]. Random CNN can also be
used to extract features from visual inputs, and it has been successfully used to generate
curiosity in reinforcement learning [33].

In non-visual RL, learning compact representation has been achieved with lighter
methods like tile coding [34], Fourier features [35], or the radial basis function [35–38]. They
have a sparse representation, which is an advantage in RL [39]. Deep RL (DRL) can also
benefit from sparse representation by using dense to sparse or sparse training methods
with CNN [40]. In contrast, we show that our technique, like the lighter methods mentioned
above, has a sparse representation by conception and does not require any training as
compared to methods that use CNN for images. In addition, no convolution is used, which
reduces training time and optimization complexity.

3. Presentation of the Visual Radial Basis Function Network

The idea is to model the agent visual receptors as multiple neurons localized on
the image with 2-D Gaussian functions. As illustrated in Figure 2, like CNN, the core
component of the VRBFN consists of an image-to-vector extractor and a two-layer MLP for
action mapping. The main difference from other networks in RL is the fact that it employs
a single layer to detect specific features in localized areas of the image, focusing on local
colors/features rather than the overall structure. This model leads to sparse activation
depending on the difference between the pixel under the attention area and the intensity
center of the neuron. Using the Gaussian function as an image receptive field has been
successfully used to reconstruct cortical images [41,42]. In [43], the authors used those
filters combined with a fully connected layer to classify images. The obtained results are
promising and the method facilitates object localization and novelty or déjà-vu detection.
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This might be useful for reinforcement learning. In our work, we adopted a similar strategy
to extract local areas from the image. Like human eye receptors that are stimulated in a
certain range of wavelengths, we apply on that attention area three RBFs, one for each canal
of the RGB images, which will respond to a certain intensity.

Figure 2. Illustration of the visual radial basis function network for RGB input image X. For
0 ≤ i < Ng, Ng = 3 in the example, Gi is a receptive field, and hir,g,b

are the activation functions for
each color Gaussian unit. Wjir,g,b

is the weight connecting the output Yj to the activation Hir,g,b
.

The visual radial basis function network presented in Figure 2 is composed of two
parts: an extractor that constructs local sparse stimulus H from the images and a Multilayer
Perceptron (MLP) that learns a function from stimulus Y = F(H).

3.1. Visual Extraction into Sparse and Local Stimuli

The first part of the extraction used Image Receptive Field (IRF). This has been achieved
by randomly generating Ng 2D-Gaussian filters of amplitude one and multiplying them
by the inputs. The random generation of the filters allows locality for each neuron. This
issue can be enhanced by searching for the optimal generating distribution. This is beyond
the scope of this paper. The receptive field of a neuron i for a pixel p in a state S (of shape
w × h) with coordinates (px, py) is defined as follows:

Gi,px ,py = exp

((
(px/w − µx,i)

2

2σ2
x,i

+
(py/h − µy,i)

2

2σ2
y,i

))
, (1)

where µx,i, µy,i ∈ [0, 1] define the center of the Gaussian function along a spatial dimension,
and σx,i, σy,i ∈ [0, 1] are the standard deviations. Gi ∈ Mw×h is the full matrix that defines
the spatial attention area of a neuron. Given the attention area, the activation of the hidden
neuron i is computed using a Gaussian RBF activation function weighted by Ĝi:

hi(Sr,g,b) = exp

−
∑((Sr,g,b − µzr,g,b ,i)

2 ⊙ Ĝi)

2σ2
zr,g,b ,i

, Ĝi =
Gi

∑ Gi
(2)

where µzr,g,b ,i ∈ [0, 1] is the center, and σzr,g,b ,i ∈ [0, 1] the standard deviation of the RBF
intensity Gaussian activation function. The symbol ⊙ is for the Hadamard product, i.e.,
the element-wise product. In that way, the closer a neuron’s center is to the intensity of the
image under the attention area, the more its output will be close to one.

3.2. Learning Tasks with PPO from Stimuli

Proximal policy optimization is an actor–critic algorithm based on policy gradient
methods. It has had considerable success, and a lot of enhancements have been proposed
since its publication [13]. In this paper, we employed the original technique, but we concede
that it can be improved when combined with the VRBFN, which is a processing module that
can replace the convolutional part of the image-based network. Indeed, we used separate
networks. On the one hand, the critic takes stimuli as inputs and outputs value functions
V(H) indicating whether the state is acceptable or not in terms of the possible discounted
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future reward Rt. On the other hand, the actor (policy) also takes stimuli as inputs but
outputs continuous or discrete action.

• The continuous component: the mean of a Gaussian distribution from which the action
is chosen with a standard deviation that is decreasing during the training, allowing
more exploration at the beginning of the training.

• The discrete part: the softmax function, where the action is chosen depending on the
max probability.

The goal of PPO is to maximize the policy improvement step in terms of success by
keeping the updated policy close to the old one using a clipped objective function.

4. Experiments and Environmental Setup

Our VRBFN methods and other networks were developed using PyTorch on a Linux
machine. The machine used for each training had a GPU Tesla V100 with 32 GB of memory,
and we had access to four of them on the University Clermont Auvergne computing center
Mesocenter. We did not parallelize the training processes. Each of them was performed on a
single GPU. In the following, we describe the environmental setup and comparison methods.

4.1. ViZDoom Tasks

In our paper [14], basic and health gathering scenarios were solved with the VRBFN
in a linear configuration without epsilon greedy and the target network. The promising
results obtained motivated us to improve the scope of this method. We propose a study of
its performances on more challenging, partially observable tasks with more comparison
with baseline methods. We chose three ViZDoom tasks, and we designed two more realistic
robotic tasks on the PyBullet simulator. All the ViZDoom and robotic tasks are learned with
a discrete action space, including the empty action, and states; in addition, all experiments
were in RGB with 64 × 64 shape.

Defend the Center (DTC): The agent is in the middle of a circular room, and the
goal is to shoot a maximum number of monsters. The latter spawn near the walls, far
from the agent, and runs to kill the agent (see Figure 3). The action space is turn left, turn
right, and shoot, and the agent is rewarded for killing a monster. The agent has 26 ammo,
and the episode is finished when the agent dies. The challenges of this scenario depend
on the enemies that can come from behind the agent and also on the limited number of
ammunition. Moreover, monsters spawn far from the agent, as shown in Figure 3. To
obtain the maximum reward, the agent should not miss a shot. He has to be precise or wait
for the monsters to be close enough without dying. We give the agent a reward of 1/20
for killing a monster and −1 for dying. The maximum episode reward is 0.30 because the
agent will always die due to the lack of ammo.

Figure 3. Defend the center.

Health Gathering Supreme (HGS): The agent is in a labyrinth where the floor is
hurting him, as illustrated in Figure 4. The goal is to survive by gathering health packs
to recover life points. There is also a poison vial that makes him lose life points. The
state space is {turn left, turn right, move forward}. The episode ends when the agent dies or
when he reaches 2100 iterations. This scenario is complex because the health packs spawn
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randomly, so the agent can face empty areas. Moreover, the map is a maze, so the agent can
be at dead ends.

Figure 4. Health gathering supreme.

In addition, the agent has to differentiate between poison vials and health packs to
not lose life points and die fast. The agent has to survive, so each iteration is rewarded
by 1/500, and his death is penalized by −1. As there is at maximum 2100/Ar (=525 with
Ar = 4) iterations (see [15] for more details), the agent can reach a maximum episode
reward of 1.05.

My Way Home (MWH): The agent spawns in one of the rooms of the labyrinth. Each
room has different colors and textures, and the goal is to find the vest (see Figure 5). The
episode ends when the agent reaches the vest or at most 2100 iterations. The action space
is {turn left, turn right, move forward, move left, move right}. To solve this environment, the
agent has to properly explore different rooms and learn the good path independently of
the starting point. The agent receives a penalty of −1/500 for each time step spent in the
labyrinth and a reward of 1 for finding the vest.

Moreover, we use the Done (D) flag only for death, so in health gathering supreme,
if the agent reaches 525 steps without dying, the last steps will have D = False. Similarly,
on my way home, D = True only when the agent finds the vest, D = False anywhere else.
Giving a penalty for dying by reaching the limit step can badly affect convergence in cases
where there is no difference between a normal state and an end state, apart from the time
step, which is not known by the agent.

Figure 5. My way home.

4.2. Robotic Tasks

Two other common robotic tasks were tested: localizing and reaching an object. The
environment and tasks were designed with the PyBullet simulator:

Localization: The goal is to move the camera to center around a white cube that
has randomly appeared on a table. The cube is always present in the initial state of this
environment, but the agent can progress to a state where it is no longer visible, as seen in
the left state of Figure 6.
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Figure 6. Localization states.

The agent receives a reward of +1 when it finds the cube and by −0.01 otherwise. The
agent controls the target of the camera by applying ±0.1 in the x- and/or y-dimensions
on the table plan, resulting in a discrete space of 9 dimensions. The episode is reset after
100 iterations.

Reaching: The camera is locked on the cube, and the goal is to move a Kuka arm to
reach the cube with the end effector. In this scenario (see Figure 7), the agent cannot see
its arm at first, forcing it to perform a series of actions that will allow it to move its arm in
front of the camera to gather useful visual information. In addition, the cube is randomly
positioned on the table at the beginning of each episode. The agent receives a reward of 1 if
it reaches the cube and −0.02 otherwise. The agent can control the position of the 12 Kuka
arm joints. For discrete space, we constrain the agent to move one joint by one with ±0.1
on position, resulting in 25 possible actions. The episode is reset after 200 iterations.

Figure 7. Reaching states.

5. Methods for Comparison

Our VRBFN was tested on five scenarios to show its performance on diverse skills:
exploring, gathering, precision, reaching, and localization. We compare our solution with
five methods using the architectures presented in Figure 8.
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Figure 8. Presentation of the four network architectures that are used in the experiments. Green
represents networks trained during RL iteration, red pre-trained networks, and untrained networks
without color. (I) is a CNN combined with two fully connected layers, (II) is the improvement of
(I) when adding an auto-encoder, and (III) is a pre-trained auto-encoder that extracts features from
inputs to feed an MLP for RL. The last network, (IV) is our VRBFN composed of the visual radial
basis function extractor and an MLP of two fully connected layers.

We describe here the five methods that will be compared to the VRBFN. For each
method, we specify the couple (number of trainable parameters, mean training time τ):

(I) Convolutional Neural Network (CNN): This is the baseline tool. We used a CNN
followed by two fully connected layers to predict the value function Vf . The networks
count 142k trainable parameters and the mean training time τ for one million itera-
tions, on the defend the center (DTC) environment, for five seeds is τ = 1h17. (142k,
τ = 1h22).

(II) Convolutional Neural Network with Auto-encoder (CNNauto): Here, we add a recon-
struction loss after the CNN bottleneck. The network will be trained to reconstruct the
outputs Ŝ and to predict Vf . (209k, τ = 1h22)

(III) Autoencoder (Auto): Here, we pre-trained an auto-encoder, illustrated in red in
Figure 8, to reconstruct the game inputs, and then we used the extracted features
to predict Vf . To train the auto-encoder, we gather 200k iterations from the game
with random skip frames between 1 and 10, allowing more diversity in the dataset.
We then train the auto-encoder for 100k steps (1 step corresponds to training on the
200k iterations data) with a batch size of 256 and a learning rate of 1 × 10−4. (131k,
τ = 1h36)

(IV) Visual Radial Basis Function Network (VRBFN): For our method, we used the VRBFN
to extract visual stimulus followed by two fully connected layers. (257k, τ = 1h00)

(V) Random CNN (CNNrdm): We used the same architecture as in (I) but all the weights
of the convolutional layers are initialized with a normal distribution, N (0.0, 0.1), and
never trained. (148k, τ = 1h02)

(VI) RESNet (RESNet): We used the pre-trained RESNet18 from PyTorch as the extractor. We
remove the network’s last layer to get the features vector of 512 generated by trained
convolutional layers. The network architecture looks like (IV) but with the RESNet18
in place of the VRBFN (131k, τ = 1h52)

The CNN network used in Methods I, II, and V is composed of three convolutional
layers of sizes {32, 64, 64} with kernel size and strides {(8, 4), (3, 2), (3, 2)}. Linear rectified
activations follow each layer, except for the output and the building of the latent vector in
the auto-encoder. For the VRBFN in all experiments, we choose 1002 Gaussian neurons
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with σx,y ∈ [0.005, 0.1] and σz = 0.1. In addition, we use distinct networks for the actor and
the critic.

6. Results

All the curves in Figures 9 and 10 are drawn with episodic rewards. This means that
for one million steps, networks can achieve a different number of episodes depending on
their behavior during training. In HGS, the longest curve is the worst because dying fast
is penalized, like in DTC. In contrast, in all the other scenarios, long curves mean that the
agent finishes more episodes and so solves the task more often. The drawn curves are an
average over the five seeds with the mean in bold and the standard deviation in shadow.
The training results are better for the VRBFN, ResNet, and CNNrdm methods, three methods
that use pre-trained or untrained networks.

Figure 9. Reward training curves for PPO methods in the three ViZDoom environments.
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Figure 10. Reward training curves for PPO methods in the two PyBullet handcrafted environments.

6.1. Vizdoom Tasks

For the three proposed ViZDoom environments, the testing results in Table 1 show
that all the methods except the auto-encoder perform better or at least are equal to the
CNN, with the best result for the VRBFN. Adding a reconstruction loss can help the CNN’s
end-to-end training in scenarios that involve displacement and exploration. Moreover,
it gives better results than the auto-encoder, where the extractor and policy are trained
separately. Indeed, the features extracted by the auto-encoder cannot capture essential
features such as the position of the monster or health pack far from the agent, which can be
explained by the fact that the extractions are too general, as shown in Figure 11.

Figure 11. Reconstruction of defend the center (up) and health gathering supreme (down) states Ŝ from
the auto-encoder.
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Table 1. Rewards on 1000 episodes for ViZDoom tasks with PPO (image size: 64 × 64) (mean ± std
on 5 different initializations). The rewards reported here are those given by the original ViZDoom
framework. In DFT, the agent receives +1 for killing a monster and −1 for dying. In HGS, the reward
is the number of iterations reached by the agent before dying, and in MWH, the agent is penalized by
−0.01 for each iteration and rewarded by +1 if it finds the vest.

Defend the Center Health Gathering Supreme My Way Home

CNN 10.5 ± 4.8 351 ± 119 −0.07 ± 0.37
VRBFN 18.7 ± 3.7 744 ± 435 0.75 ± 0.47
CNNauto 9 ± 3.2 392 ± 166 0.19 ± 0.55
CNNrdm 10 ± 5.4 510 ± 310 0.23 ± 0.57
RESNet 16.5 ± 3.7 312 ± 65 0.23 ± 0.57
Auto 2 ± 2.4 414 ± 199 −0.03 ± 0.43
Random action 0.14 ± 0.93 308 ± 62 −0.07 ± 0.38

The results of the CNNrdm are higher or similar to CNN and CNNauto, which show
that the convolutional encoder used in CNN and Auto is unstable during the training and
that guiding it to reconstruct the state is not enough to stabilize the extraction. From this
observation, we can say that the CNN and CNNauto methods do not have enough time
to learn good representation and state-action mapping in one million iterations. This is
highlighted by the results of RESNet. It has been learned on general data for a long time,
which allows the extraction to be more efficient and generic than the one obtained with
CNN, CNNauto, and Auto. It should be noted that Gaussian distribution positioning is a
key feature in the VRBFN’s performances, with varying results across different scenarios.
For instance, the VRBFN excels in the ViZDoom scenario due to its ability to localize
elements in images. It is effective at mid-range targeting but less so at long distances, unlike
CNNs, which detect well from afar but lack precision. In health gathering, the VRBFN’s
sparsity and locality characteristics help differentiate scenarios for better decision-making,
outperforming CNNs for example. Furthermore, the VRBFN’s ability to recognize color
patterns comes in handy in “My Way Home”. However, in the PyBullet scenario, the
VRBFN’s strategy is less effective due to the cube’s movement. In addition, with the Kuka
arm, the VRBFN’s strength lies in the ability to distinguish states, aiding in task execution.

Behavior in Vizdoom Environment

In defend the center, the CNN and CNNauto agents miss a lot of shots while trying
to kill far monsters, but there are some seeds that favor the mid-/close-range shot that
is easier to touch. In CNNrdm, the agents wait for the monster to come closer to shoot,
which is supposed to be good behavior as ammunition is limited and missing a shot can
dramatically decrease the episode reward. Nevertheless, the CNNrdm agent often dies
with ammunition because too many monsters hurt it and the agent waits too long to shoot.
For VRBFN and RESNet, the agents do not miss too many shots as they do not shoot far
enemies but rather mid/close ones. The method using the pre-trained auto-encoder lacks
success. It has some seeds that learn nothing and others that just shoot and turn, expecting
a monster to be killed, and even just shoot without moving. For almost all the methods,
except Auto, the agent always turns in the same direction, waiting for a monster to be in
the shooting range.

In the health gathering supreme scenario, the reward is positive for each iteration. This
kind of reward is harder to maximize with RL than the reward in the two other scenarios.
In fact, even if the agent takes a poison vial or does nothing, it will be positively rewarded.
The only negative reward comes when the agent dies. To fully complete the task, the
agent has to deal with delayed rewards. Furthermore, because information about its life is
difficult to obtain on the screen, the dying states will be almost identical to the rewarding
states that appear during episodes. Nonetheless, methods like CNNrdm or the VRBFN
achieve good scores compared to others; agents are able to run away from a dead end,
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turn when facing walls, and from time to time avoid isolated poison vials. In some seeds,
VRBFN achieves the maximum reward in most of the episodes. The CNN and RESNet
have the poorest results; the agents can collect health packs but always end up on the wall.
CNNauto and Auto perform slightly better in some episodes by accumulating more health
packs, but when the agent encounters several health packs or different corridors, the action
decision is ambiguous, and the agent oscillates between multiple actions, causing him to
lose time and die.

In my way home, CNN and Auto can hardly walk into the maze. Agents always get
stuck in a room or on a wall, and few rewards can be gathered when the agent begins
close to the vest. For CNNrdm, RESNet, and CNNauto, the agent gets less stuck but still can
hardly find the vest when it appears far from it. The VRBFN method is the one performing
the most on this task. The agent does not get stuck in the wall, can easily find the vest, and
recovers from going in a bad direction.

6.2. Robotics Tasks

Both tasks have been designed to be partially observable, with sparse reward: positive
if the agent succeeds, and negative anywhere else. In the localization task, we can observe
in Figure 10 that only RESNet converges to one. Other methods struggle between 0.5 and
1. However, methods using extraction loss or untrained extractors show better learning
performances than the CNN. Nonetheless, as those methods did not converge, the test
results in Table 2 do not follow the training curves. Indeed, apart from RESNet and CNNrdm,
which have representative results, the other methods have a huge standard deviation, which
can be explained by the lack of convergence and can be corrected by adding some learning
epochs. The second task, reachability, has been designed to be really complex and to expose
the limitations of using only images as input.

Table 2. Rewards on 1000 episodes for PyBullet tasks with PPO (image size: 64 × 64) (mean ± std on
5 different initialization).

Scenario cam kuka

CNN 0.27 ± 0.94 −1
VRBFN 0.45 ± 0.86 −0.60 ± 0.72
CNNauto 0.15 ± 0.95 −1
CNNrdm 0.73 ± 0.63 −0.60 ± 0.64
RESNet 0.95 ± 0.27 −0.83 ± 0.5
Auto 0.39 ± 0.87 −0.98 ± 0.15

The reaching task can be seen as an extreme case of partial observability. In fact, in this
scenario, the agent controls an arm through vision, and there are many observations where
the Kuka arm is not present. As we can see in Figure 10, only the VRBFN, the RESNet, and
the CNNrdm methods succeed in learning sub-optimal policy for some seeds, the CNNs are
the worst method, closely followed by Auto and CNNauto, as shown in the test result in
Table 2. CNN and CNNauto spend too much time trying to learn with images without the
Kuka arm because it is hard to make it randomly move in front of the camera. Moreover,
once it learns something about the initial state and succeeds in moving the arm in front of
the camera, catastrophic forgetting occurs. On the contrary, the VRBFN and CNNrdm have
a fixed extraction, which makes it easier for the agent to learn an action that will move the
arm on the screen and then obtain a new activation pattern to learn new actions. Methods
that use a pre-trained auto-encoder cannot yield good results. In fact, the pre-training
is performed on random actions; thus, the network will not learn to correctly reproduce
the arm because there will be fewer images with the arm than in the initial state. The
RESNet extractor is able to give sufficient information to learn how to touch the cube in
some episodes.
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7. Properties and Characteristics of the Networks

The outcomes showcased in this paper highlight the network’s noteworthy benefits
for practical uses. Using only two linear layers, the lightweight network effectively demon-
strates rapid, accurate training at relatively low complexity. For the network to handle
real-world applications, scalability and noise resilience are critical. Indeed, compared to
simulations, real-world sensors can change over time and are more prone to noise. In these
situations, a Convolutional Neural Network (CNN) would probably need to be retrained
completely, whereas our network could simply need some minor fine-tuning if the output
is still useful.

7.1. Robustness to Input Size

When working with images, it is interesting to test the agent’s adaptability to noise. We
could add specific types of noise to the observations, such as Gaussian or salt-and-pepper
noise, but these types of noise may be too specific. Instead, we chose to test the robustness
of the agent against a commonly underestimated noise: the noise created when changing
the size of images using the bilinear transformation. This type of noise frequently occurs
when transferring learning to different sensors or simulators. For instance, in ViZDoom,
visual observations can have different dimensions compared to other simulators.

In our study on ViZDoom, we initially chose the smallest observation size of 160 × 120,
which we resized to 64 × 64 to accelerate learning. To assess robustness, we tested all
methods on images that were twice as large, measuring 320 × 240, and subsequently
scaled them down to 64 × 64. Under these conditions, when comparing the observations
obtained during an episode of DTC, for example, we found a Mean Squared Error (MSE)
of 0.01 between the two types of images. We also examined the MSE between the feature
extractions produced by each method. For the Auto method, the MSE was 7.53; for RESNet,
it was 0.52l for CNNrdm, it was 0.04; and for VRBFN, it was 0.003. As highlighted in Table 3,
these results indicate that VRBFN is the most robust to the noise caused by changes in
image size, whereas representation learning methods are more affected by this type of
noise. In order to quantify the influence of noise, we tested the methods on 100 episodes
with noisy observations for each of the three scenarios. The VRBFN is much more noise-
resistant than other methods. In MWH, for example, where there are not too many small
details, the MSE of the images is around 0.006, and therefore, the results of the VRBFN
are the same. However, for the other methods, even insignificant noise leads to a decrease
in performances.

Table 3. Rewards on ViZDoom scenario with 320 × 120 image shape rescaled to 64 × 64.

Methods Defend the Center Health Gathering Supreme My Way Home

VRBFN 14.69 ± 6.79 698 ± 417 0.78 ± 0.43
RESNet 6.19 ± 5.83 338 ± 101 0.09 ± 0.51
CNN 1.01 ± 1.75 348 ± 103 −0.10 ± 0.31
CNNauto 0.33 ± 1.03 342 ± 101 0.06 ± 0.49
CNNrdm 5.03 ± 3.19 501 ± 279 0.1 ± 0.51
Auto −0.07 ± 0.91 311 ± 80 −0.21

Another test would involve assessing methods with larger images. However, this
would pose a problem for agents with a CNN, as the size of the latent space would also
increase, making it incompatible with the MLP. In the RESNet, a method is employed
to address this issue by reducing the size of the latent space to a fixed dimension using
pooling layers. To compare the RESNet, which utilizes this latent space reduction method,
with our VRBFN, which is inherently adaptable to different image sizes without altering
the meaning of its activations that we present in Table 4. It clearly demonstrates that the
reduction method used in the RESNet for the latent space is not particularly effective,
whereas our VRBFN network excels at adapting to different image sizes while maintaining
the integrity of its activations.
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Table 4. Rewards on ViZDoom scenario with larger images for RESNet and VRBFN.

Image Size Methods Defend the Center Health Gathering
Supreme My Way Home

128 × 128 VRBFN 17.16 ± 5.33 777 ± 444 0.69 ± 0.50
RESNet −0.12 ± 1.10 300 ± 50 −0.16 ± 0.21

256 × 256 VRBFN 16.62 ± 3.18 710 ± 431 0.51 ± 0.57
RESNet −0.71 ± 0.65 306 ± 57 −0.18 ± 0.17

7.2. Sparsity

The VRBFN network exhibits sparse activation, where some neurons consistently have
activations below a certain threshold, denoted as τ, for all states in a given scenario. Sparse
activation resulting from neurons that are not in use has multiple advantages. First, lighter
computations are made during training since inactive neurons do not contribute to forward
or backward passes. Second, they may be removed after training in order to create a new,
lighter network with fewer parameters without significantly sacrificing performance, which
will result in quicker inference times. Lastly, during training, inactive neurons can renew,
providing additional information and, as a result, increasing accuracy. The intricacy of the
surroundings has a significant impact on the quantity of inactive neurons. For instance,
more neurons are likely to activate in an environment with a greater variety of colors and
textures. Table 5 presents the percentage of inactive neurons for different values of τ in
each scenario. The data were obtained by randomly generating 1000 images (D) of the
environment and examining the maximum activation (H) of each neuron based on the
collected data. In DTC and HGS scenarios, the percentage of inactive neurons is similar,
while in the MWH scenario, it differs. This discrepancy can be attributed to the diverse
range of states in the MWH scenario, whereas the other scenarios feature a repeated design
throughout the map. In the reaching environment, random actions result in unbalanced
data, so we collected data using the best policy from the VRBFN to ensure an adequate
number of images with the Kuka arm. To assess the usefulness of these Inactive Neurons
(IN), we removed their connections and evaluated the lighter network’s performance in the
scenario. The results shown in Table 5 indicate that testing without these IN neurons led to
equal or better results except for localization, despite using fewer neurons. During training,
these IN neurons would have near-zero connection weights, and gradient descent would
not focus on them, potentially introducing noise to the output. However, it is important to
note that τ should not exceed 0.1, as setting it too high would result in the loss of valuable
information and degrade performances.

Table 5. Percent of inactive neurons in the VRBFN and test without IN for each environment and for
different activation thresholds τ. The results are mean and standard deviation over 5 different seeds.

τ None 0.01 0.1 0.2

% IN for defend the center 0% 36 ± 1% 51 ± 1% 60 ± 1%
Reward without IN 18.7 ± 4.8 17.9 ± 3.9 18.97 ± 3.18 16.91 ± 4.58

% IN for health gathering supreme 0% 42 ± 0.5% 52 ± 1% 57 ± 1%
Reward without IN 744 ± 435 773 ± 465 706 ± 429 712 ± 441

% IN for my way home 0% 13 ± 1% 21 ± 2% 26 ± 3%
Reward without IN 0.75 ± 0.47 0.73 ± 0.48 0.72 ± 0.48 0.72 ± 0.49

% IN for localization 0% 12 ± 1% 26 ± 1% 32 ± 1%
Reward without IN 0.45 ± 0.86 0.23 ± 0.93 0.32 ± 0.90 0.15 ± 0.96

% IN for reaching 0% 18 ± 1% 32 ± 1.5% 39 ± 1%
Reward without IN −0.6 ± 0.72 −0.43 ± 0.64 −0.52 ± 0.6 −0.68 ± 0.5
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8. Conclusions and Future Work

The presented results in the paper show that in general using untrained extractors
has lots of benefits. It does not require state representational training, and it keeps stable
extraction during the RL training in opposition to end-to-end training. Moreover, as the
image is transformed to a smaller vector, the training time is reduced and only MLP are
needed for RL training. Pre-trained extractors have the same advantages, but there are
some conditions: the extractor has to be trained on generic data rather than on the scenario
to obtain better genericity and performances, as shown by the result of Auto and RESNet
methods. In contrast, using an end-to-end CNN is time-consuming as it will converge
slowly, and solving partially observable visual tasks in end-to-end training does not seem
to be accessible with vanilla algorithms. However, adding a reconstruction loss can help
the CNN to converge in some cases, but the reconstruction loss is too general and not
reward-related. An alternative would be, for instance, to use prior knowledge, like the
health point or ammunition number in ViZDoom, as a target for the extraction.

Our proposition, the VRBFN, while having good performances on partially observable
tasks, has advantageous capacities such as scalability or sparsity without any additional
learning strategies or layers. These skills can be used for fine-tuning purposes, such as
transferring knowledge on larger image input or by re-generating inactive neurons to
obtain more information. There is still work to do on the distribution of the receptive
field. Indeed, all our parameters are chosen randomly, which could be changed by an
optimal distribution of the neuron’s attention areas. Future work should be conducted on
the capacity to transfer knowledge learned in simulation to the real world by applying
basic domain randomization. Our intuition for successful transfer learning resides in
the robustness of our extraction to input variations. In addition, even when changing
the image domains, the stimulus space stays unchanged. The perspectives of this work
involve reducing the computational time required for the VRBFN model through parallel
processing, especially for the reduction of the extraction time, which is the most critical
factor in the training time of the VRBFN. This can be achieved by parallelizing the network,
as each Gaussian operates independently of the others. In this case, the VRBFN stimuli can
be calculated on different GPUs or CPUs. Additionally, currently, we use the entire image
for the receptive field, but we can consider using localized patch receptive fields within
the image. Significant effort and development are required before the models learned in
simulations can be effectively transferred to real-world images. For instance, adapting the
localization tasks to work with an actual camera necessitates further refinement.
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