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Abstract. Coarse-Grained Reconfigurable Array (CGRA) architectures
are becoming increasingly popular as low-power accelerators in compute
and data intensive application domains such as security, multimedia, sig-
nal processing, and machine learning. The efficiency of a CGRA is deter-
mined by its architectural features and the compiler’s ability to exploit
the spatio-temporal configuration. Numerous design optimizations and
mapping techniques have been introduced in this direction. However, the
execution model has been overlooked, despite its critical role in ensur-
ing the efficient acceleration of applications. Most of the existing CGRA
implementations follow a hosted approach i.e., they execute the modulo
scheduled innermost loop, entrusting outer loops to the host processor.
This increases synchronization overhead with the host, mitigating the
benefits of acceleration provided by the CGRA. In this paper, we pro-
pose a compilation flow that supports efficient standalone execution of
nested loops. Experiments show that the standalone execution model
leads to a maximum of 12.33× and an average of 6.75× performance
improvement compared to the existing hosted execution model. In the
proposed model, energy consumption is reduced up to 14.49× compared
to that of the hosted one. We also compared our results with state-of-
the-art standalone execution that uses loop flattening and achieved a
maximum of 4.80× speed up with an average of 2.80×.
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1 Introduction

Due to the architectural elasticity, Coarse-Grained Reconfigurable Array (CGRA)
architectures offer high performance, energy efficiency, and flexibility [13]. A typ-
ical CGRA integrated system consists of an array of interconnected processing
elements (PEs) tightly/loosely coupled with a host CPU, a context, and a data
memory. Each PE is composed of a word-level configurable functional unit (FU),
a regular register file, an instruction memory, and routers at the input and out-
put. CGRAs have been proposed to cater to the needs of both High Performance
Computing (HPC) and Low Power Computing (LPC) domains with various ar-
chitectural and compilation novelties. Architectural improvements like dynamic
voltage and frequency scaling (DVFS) [19], approximate arithmetic units [1] and
efficient memory hierarchies [2] have been proposed to improve the performance
and energy efficiency of CGRAs. To improve the performance of the compute-
intensive applications, several loop optimization techniques have been adopted
in the compilation flow, such as loop unrolling [6], modulo scheduling [8] and
polyhedral loop optimizations [12]. However, most of the state-of-the-art CGRA
compilation flow [8,9,18] uses modulo scheduling loop optimization due to its
good performance for the innermost loop.

The majority of the existing CGRAs focus on the optimized innermost loop
execution, entrusting outer loops to the host processor. This increases the syn-
chronization overhead, diminishing the benefits of acceleration provided by the
CGRA [4]. Hence, optimized mapping techniques and improved architectural de-
signs are not sufficient to guarantee the best performance. The execution model,
which defines how tasks or processes are partitioned, scheduled, and executed
(includes configuration and execution time) on CGRAs, is equally important.
This paper discusses and analyses the standalone and hosted execution models
for CGRAs. In the standalone model, the entire nested loop structure is run on
the CGRA with no host intervention. In the hosted model, CGRAs execute only
the innermost loop letting the host processor execute the outer loops.

The major contributions of this work are: (a) An explorative study on the
impact of execution models in determining the performance and energy efficiency
of CGRAs. We demonstrate that a highly efficient mapping technique may not
be sufficient to guarantee the best performance. The execution model is equally
important, especially for kernels with deeply nested loops which is the case with
most modern signal processing and AI applications [20]. (b) A compilation flow
for CGRAs that supports the standalone execution of nested loops. The pro-
posed approach modulo schedules the innermost loop using traditional modulo
scheduling algorithms and executes loops at all levels of loop nesting on the
CGRA, with no host intervention.

The rest of the paper is organized as follows. Section 2 presents the back-
ground and related works. Section 3 introduces the proposed compilation flow.
The experiments and results are discussed in Section 4. Section 5 concludes the
paper.
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Fig. 1. Hosted and standalone execution model for CGRA loosely coupled with CPU

2 Background and Motivation

CGRAs, due to their architectural specialization, efficiently execute the pipelined
innermost loop (single loop). Traditional CGRAs target to accelerate only the
innermost loop for applications with nested loops, leaving outer loops for the
host processor. This is referred to as hosted execution model (Fig. 1) in this pa-
per. In this execution model, the variables needed for the CGRA to execute the
innermost loop (live-in variables), and the variables processor needs from CGRA
(live-out variables) are transferred through shared memory. The overhead due to
added memory operations and communication for synchronization are shown in
Fig. 1. To minimize the overhead, proposals like [12,10,21] perform several loop
transformations (i.e. polyhedral transformation, loop flattening, loop fission).
However, with the growing complexity of the loop nests in signal processing ap-
plications, in addition to the transformations, we need mechanisms to minimize
the host intervention. Hence, the standalone execution of the entire loop nests
is the ideal solution as presented in Fig. 1.

For the hosted execution of CGRAs, the works [5,8,14] perform modulo
scheduling on the innermost loop. It is a software pipelining technique that facil-
itates overlapped execution of different iterations of a loop. The goal of modulo
scheduling is to find a schedule of operations from different iterations of the in-
nermost loop that can be repeated in a short interval called initiation interval
(II), expressed in cycles. The data flow graph (DFG) formed by this repeating
schedule is referred to as Modulo Data Flow Graph (MDFG). The set of opera-
tions that are executed once before and after the MDFG, form a couple of DFGs
and are referred to as prologue and epilogue respectively [17]. As the hosted exe-
cution only executes the innermost loop, mapping of the MDFG onto the target
CGRA is considered a DFG mapping problem [9,8]. The prologue and epilogue
mappings are adapted from the mapped MDFG [16]. Fig. 2(d) shows the repli-
cation of MDFG mapping in Fig. 2(c). The innermost loop DFG in this example
is presented in Fig. 2(a). Fig. 2(b) shows the prologue epilogue, and MDFG
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after modulo scheduling. In this example, the two-cycle-long MDFG mapping
(Fig. 2(a)) is replicated twice to prepare the prologue mapping, resulting in a
schedule length of 4 (Fig. 2(d)). Similarly, the epilogue mapping is also prepared
from the MDFG mapping with a schedule length of 2. However, replicating the
MDFG mapping does not always guarantee the optimum solution. As shown in
Fig. 2(e), a mapping solution of schedule length 3 is obtained by mapping the
prologue DFG directly onto the CGRA rather than adapting from the MDFG
mapping which resulted in a higher schedule length. The larger schedule length
may seem very less in a single-nested loop. However, for loop nests if the iteration
count increases, the cumulative effect of the larger schedule results in degraded
performance. Thankfully, prologue and epilogue DFGs always contain a smaller
number of operations per cycle compared to the MDFG due to the inherent
construct of MDFG. As the number of nodes is less, mapping the prologue and
epilogue as individual DFGs results in a lower schedule length. This is a CDFG
mapping problem where, the prologue, epilogue, and MDFG are considered as
individual DFGs, and while mapping, control flow between the DFGs needs to
be satisfied. In this paper, the standalone execution is achieved by the mapping
of the entire application CDFG along with the modulo scheduled innermost loop
kernel.

The state-of-the-art solution, Cheng et al [18] proposes support for the stan-
dalone execution where the loop nests are flattened into a single-nested loop
(Fig. 3) to facilitate the DFG mapping. The resultant DFG is modulo scheduled
and executed on the CGRA. The solution suffers from inflated DFG when the
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Loop1: for (i=0; i<M ; i++){
 sum=0;
Loop2: for (j=0; j<N ; j++)
 sum += array_in[i][j];
array_out[i] = sum;
} 

Loop1: for (n=0; n < M * N ; n++){
i = n / N ;
j = n % N ;

 if (j==0)
  sum=0;
 sum += array_in[i][j];
 if (j==N -1)
  array_out[i] = sum;
}

Nested loop in proposed approach 

Flattened loop used in [18]

The modulo scheduled loop bodies in 
both the approaches are highlighted.

Fig. 3. Example of where modulo scheduling is applied in the proposed and loop trans-
formation based standalone execution models
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Fig. 4. Proposed compilation flow supporting standalone execution of nested loops and
modulo scheduling of innermost loop

number of loops gets increased causing increased II and high energy consump-
tion. IPA [3] approach proposes to support the standalone execution of nested
loops using register allocation-based direct-mapping of CDFG onto CGRAs achiev-
ing good performance and energy results. However, the compilation flow pro-
posed in that work uses partial loop unrolling instead of modulo scheduling the
innermost loop. In this paper, we extend the solution proposed in the IPA [3]
to support the standalone execution of the entire loop nests with the innermost
loop modulo scheduled (Fig. 3).
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3 Proposed Approach

3.1 Overview

We introduce a novel compilation flow for CGRAs that supports standalone
execution of the entire application containing loop nests. The innermost loop
uses modulo scheduling for the pipelined implementation.

As the problem is defined as a CDFG mapping problem, we adapt the reg-
ister allocation-based approach proposed in Das et al [3] where the basic blocks
(BB) (individual DFGs) are mapped onto CGRA with a simultaneous scheduling
and placement algorithm. The variables that are used in multiple BBs (symbol
variables) are mapped in registers using target location, and reserved location
constraints in placement. In this paper, we propose a mapping of modulo sched-
uled innermost loop DFG along with the other BBs in the CDFG. The primary
challenge in this strategy is to integrate the MDFG, prologue, and epilogue gen-
erated by modulo scheduling in the original kernel CDFG and traverse efficiently
to find valid mappings for the entire CDFG. To meet this challenge, we have de-
signed a CDFG transformation and traversal technique which are explained in
the following section.

The proposed compilation flow comprises two tracks as depicted in Fig. 4,
one for the innermost loop mapping and the other for mapping the rest of the
CDFG. The first step in the compilation flow is to choose the BB for mapping.
The selection is done by the breadth-first search (BFS) traversal of the CDFG,
the technique proven to generate the least number of constraints in CDFG map-
ping [3]. If the selected BB (DFG) corresponds to the innermost loop, it is first
modulo scheduled and then placed onto the CGRA, respecting the register al-
location constraints imposed by the mappings of already mapped BBs. Every
other BB is mapped by following a simultaneous scheduling and placement ap-
proach [3]. The data integrity over different BB mappings is maintained by the
constraint-aware placement technique. The constraint update step in the com-
pilation flow sets the register allocation constraints that guide the choice of
registers in the placement process. These constraints ensure reserved usage of
registers for variables that are used in multiple BBs. Once all BBs are mapped,
the compiler generates the assembly code for the entire CDFG mapping.

Simultaneous Scheduling and Placement A priority-based list scheduling
algorithm is used to schedule the DFG nodes and an incremental version of Levi’s
algorithm [11] is used for placement and routing (binding). Failing to bind a node,
the compilation flow transforms the DFG dynamically and continues with the
mapping process. If a transformation that improves the mapping possibilities
cannot be identified, backtracking is performed, and mapping restarts with a
new mapping context. This is done by choosing the next BB from the set of
previously mapped BBs. If the mapping is successful, a stochastic pruning is
applied on the partial mapping set to prevent it from growing exponentially.
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Fig. 5. MDT based CDFG transformation: (a) Sample for loop; (b) corresponding
CDFG; (c) CDFG after MDT based transformation

3.2 Innermost Loop Mapping

If the DFG selected for mapping corresponds to the innermost loop, it is modulo
scheduled [16] and placed onto the CGRA, following the innermost loop track
in the compilation flow.

Modulo Scheduling Modulo scheduling starts with computing the minimum
possible II (MII), determined by the resource and recurrence constraints of the
input DFG and the target CGRA. The nodes in the DFG are then modulo
scheduled [16] with an II equal to MII. Failing to find a schedule or placement
solution for this II, the process is restarted with an incremented II and repeated
until a valid mapping is found. Modulo Scheduling a DFG splits it into three
DFGs, the prologue, MDFG, and epilogue, together called Modulo-DFG-Trio
(MDT) in the discussion hereafter. This calls for a local graph transformation
in the CDFG.

MDT based CDFG Transformation Fig 5 illustrates the MDT based CDFG
transformation we introduce to apply modulo scheduling in conjunction with
direct CDFG mapping. The figure presents a sample for loop and the corre-
sponding CDFG. Fig 5 (c) gives the transformed CDFG in which the innermost
loop DFG is replaced with the MDT. Edges connecting these DFG nodes are set
such that the control flows from the outer loop BB to prologue, from prologue
to MDFG, and from MDFG to epilogue. The epilogue DFG is connected to the
immediate successor of the innermost loop DFG in the original CDFG. MDFG
is executed multiple times, determined by the number of times the innermost
loop DFG is unrolled to prepare the modulo schedule.

DFG Selection by Modulo DFG Trio Traversal (MDTT) Unlike the con-
ventional approach of preparing the prologue and epilogue mappings from the
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Table 1. Modulo DFG Trio (MDT) Traversal explained

Let P, M and E be the set of all variables in
prologue, MDFG and epilogue respectively;

S be the set of all symbol variables (variables used in multiple BBs) in the MDT.

M = P ∪ E
S = (P ∩ M) ∪ (M ∩ E ) ∪ (P ∩ E)
P ∩ M = P ; M ∩ E = E; P ∩ E ⊆ M
Therefore S = P ∪ E ∪ (P ∩ E) = M

#symbol variables
in prologue = n(S ∩ P) = n(M ∩ P) = n(P)
in MDFG = n(S ∩ M) = n(M ∩ M) = n(M)
in epilogue = n(S ∩ E) = n(M ∩ E) = n(E)
n(M) = n(P) + n(E) – n(P ∩ E) =>
n(M) >n(P) & n(M) >n(E)

Modulo DFG Trio Traversal (MDTT)
MDFG –>Prologue –>Epilogue; if n(P) >n(E)

MDFG –>Epilogue –>Prologue; otherwise

MDFG mapping, we propose to map the three DFGs separately (respecting the
modulo schedule generated in the previous step). As shown in the motivating
example (Fig. 2(e)), mapping the DFGs separately helps in achieving shorter
schedule lengths for the prologue and/or epilogue, leading to improved perfor-
mance and energy efficiency. This is now a nested CDFG mapping problem,
solved by employing the register allocation approach. However, in the case of
the CDFG formed by MDT, all variables in all three DFGs are symbol variables
(variables used in multiple BBs), by the inherent construct of modulo schedule.
One location constraint is generated each time a symbol variable is placed for
the first time. Hence, the ordering of DFGs for mapping is crucial (especially
in the case of MDT) to ensure the flexibility of mapping. We propose MDT
traversal (MDTT) technique, explained in Table 1, for DFG selection from the
MDT. Mapping BBs with a greater number of symbol variables earlier helps to
reduce the number of location constraints [3]. Hence, MDTT chooses the MDFG
first, the DFG with the highest number of symbol variables in the MDT. Next,
it selects the prologue, if the number of variables in the prologue is more than
that of the epilogue and epilogue otherwise.

Constraint Update and Placement While mapping the MDFG, the compiler
fetches the register allocation constraints generated by the previously mapped
BBs and finds a placement solution that meets these constraints. The next DFG
in the MDT is placed considering the constraints generated by the MDFG as
well as the previous BBs. Similarly, the mapping of the next BB in the outer
loop will be bound by the constraints set by the MDT as well. This technique of
constraint-aware placement maintains the data integrity between the separately
mapped BBs of the CDFG.

4 Experiments and Results

In this section, we evaluate the performance of the standalone execution vs
the hosted execution. In the hosted execution, the innermost loop is modulo
scheduled using EpiMap [8] and executed onto CGRA. The outer loops of the
applications are run and controlled by the host CPU. The proposed standalone
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Table 2. Listed kernels and their loop characteristics

Kernel Nest depth Max # Iterations Loop nest structure

Matrix Multiplication 3 32X32X32 = 32 768 Imperfect
Histogram Equalization 2 80X60 = 4 800 Perfect
2D Non-Separable Filter 4 58X78X3X3 = 40 716 Imperfect
FIR Filter 2 190X10 = 1 900 Imperfect
DCT 3 8X8X8 = 512 Imperfect
Bicg 2 32X32 = 1 024 Imperfect
2D Convolution 4 58X38X3X3 = 19 836 Imperfect
Sobel 4 62X62X3X3 = 34 596 Imperfect

execution runs the entire application onto CGRA without any interruption from
the CPU. To be fair with the comparison, the modulo scheduled innermost loop
is mapped using EpiMap like approach. Here, the prologue and epilogue DFGs
are mapped separately as individual DFGs instead of adapting from the MDFG
mapping. We also present a performance comparison study with a state-of-the-
art standalone solution by using loop transformation modeled in Cheng et al [18],
which reduces the communication and memory overhead by flattening loop nests
into a single-nested loop.

4.1 Experimental Setup

The proposed compilation flow for the standalone execution is implemented by
using Java and Eclipse Modeling Framework (EMF). The target CGRA for all
our experiments is a 4×4 PE array configuration of state-of-the-art Integrated
Programmable Array (IPA) architecture [4], loosely coupled with a host CPU as
shown in Fig. 1. The CPU is a RISCV [7] core based on a four pipeline stages
micro-architecture optimized for energy- efficient operations in digital signal pro-
cessing (DSP). A multi-banked tightly coupled data memory (TCDM) facilitates
data communication between IPA and the CPU. Energy results are computed
using the switching activity obtained by simulating the placement-and-routed
netlist design. The CGRA design is synthesized with Cadence Genus Synthesis
Solution using 90nm CMOS technology libraries. Placement and Routing are
performed using Cadence Innovus and power analysis is done with Cadence Vol-
tus at the supply of 0.9 V, in typical process conditions. A set of loop-intensive
signal processing kernels including those from PolyBench [15] benchmark suite
is chosen for our experiments. Table 2 features these kernels with the number
of levels of loop nesting (depth of nesting), maximum number of iterations, and
loop nest structures present. Nesting of loops is perfect if all the assignment
statements are in the innermost loop otherwise it is imperfect nesting. Due to
the additional assignments in the outer loops, the imperfect nested loops usually
have more live-in and live-out variables.

4.2 Results and Discussion

Performance Comparison of Different Execution Models Table 3 presents
execution latency in cycles on hosted and standalone execution models. The
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Table 3. Performance and Energy comparison between hosted and standalone execu-
tion of applications with innermost loop modulo scheduled

Kernel
Execution
Model

Latency
(cycles)

Throughput
(Mbps)

Energy
(µJoule)

Speed-up
Throughput

gain
Energy
gain

Hosted 464 159 1.24 287.64Matrix
Multiplication Standalone 113 310 5.07 58.97

4.10x 4.10x 4.88x

Hosted 25 225 106.83 15.31Histogram
Equalization Standalone 15 484 174.03 8.06

1.63x 1.63x 1.90x

Hosted 2 783 615 0.97 1702.742D Non-Separable
Filter Standalone 225 768 11.94 117.49

12.33x 12.33x 14.49x

Hosted 43 365 2.59 26.37
FIR Filter

Standalone 6,308 17.80 3.28
6.87x 6.87x 8.03x

Hosted 14 450 2.49 8.79
DCT

Standalone 2 813 12.77 1.46
5.14x 5.14x 6.01x

Hosted 12 452 2.89 7.56
Bicg

Standalone 6 451 5.57 3.36
1.93x 1.93x 2.25x

Hosted 1 352 406 1.00 845.47
2D Convolution

Standalone 126 446 10.66 65.80
10.70x 10.70x 12.85x

Hosted 2 534 676 0.91 1583.88
Sobel

Standalone 2 23 844 10.27 116.49
11.32x 11.32x 13.60x

standalone execution achieves an average speed-up of 6.75× with a maximum
of 12.33× over the hosted model. As discussed in the previous sections, hosted
execution incurs a communication, and memory exchange overhead with the
host CPU, resulting in increased latency. The overhead is directly related to the
total number of control transfers and memory operations performed which in
turn depends on the kernel structure like the outer loop count and the number
of live-in and live-out variables. This is evident from the speed-up figures that
standalone execution reports. For instance, the highest speed-ups are achieved
on 2D Non-Separable Filter and 2D convolution kernels that feature the highest
number of outer loop iterations and live-in/live-out variables among the kernels
we considered. The average compilation times for the hosted and standalone
executions are 11.73 and 18.61 seconds respectively.

Energy consumption comparison of different execution models Table 3
lists the energy results for the hosted and standalone execution models. The
results demonstrate that the memory operations performed in the live-in and
live-out phases of the hosted execution significantly increase energy consump-
tion. The standalone model achieves an average of 8.00× reduction in energy
consumption over hosted execution by eliminating the communication overhead
with the host CPU. A maximum reduction of 14.49× is reported for the 2D
non-separable filter as it performs the highest number of memory operations to
transfer the live-in and live-out variables between the host and the CGRA.

Performance comparison with loop transformed standalone execution
Fig. 6(a) compares the execution latencies between two standalone approaches.
Both approaches use modulo scheduled innermost loop. However, Cheng et al [18]
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Fig. 6. Comparison between two standalone approaches (loop flattening-based vs pro-
posed) (a) Performance comparison; (b) Comparison between the Number of nodes in
the DFG to be modulo scheduled

transforms the loop nests into a single-nested loop by flattening whereas the
proposed approach maps the CDFG directly using constraint aware placement.
The results show that the proposed approach achieves an average of 2.80× (with
a maximum of 4.80×) speed up over the loop transformation approach. The
innermost loop DFG sizes of different kernels that are modulo scheduled in the
two approaches are presented in Fig. 6(b). Due to inflated DFGs, transformation-
based approaches deal with larger DFGs to be mapped, hence the performance
deteriorates.

5 Conclusion

This paper presented a standalone execution model for the acceleration of nested
loops on CGRAs. The main contribution is the compilation flow that: i) modulo-
schedules the innermost loop and achieves reduced execution latencies by sep-
arately mapping prologue, MDFG, and epilogue DFGs. ii) combines modulo-
scheduling with direct CDFG mapping for efficient standalone execution of
nested loops. The results show that the standalone model leads to a maximum
of 12.33× and an average of 6.75× performance improvement compared to the
hosted model. The proposed approach reports also a maximum of 4.80× and an
average of 2.80× speed-up when compared to the standalone solution.
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