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Influence of Visual-Inertial Sensor-To-Segment
Calibration on Upper Limb Joint Angles Estimation
from Multiple Inverse Kinematics Methods

Mohamed Adjell’z, Raphael Dumas?, Samer Mohammed?, Vincent Bonne

Abstract—This study aims to explore the potential for accu-
rately estimating joint angles during upper limb rehabilitation
tasks with different calibration procedures, inverse kinematics
methods and measurement modalities. Affordable embedded
visual-inertial measurement units offer a promising alternative to
the costly and cumbersome gold standard marker-based optical
motion capture systems. However, affordability comes with in-
herent sensors inaccuracies. Hence, prior to their application in
a real clinical setting, it is important to demonstrate their ability
for accurate joint angle estimation. Discrepancies in joint angles
arise due to the inaccuracies of different sensing modalities but
also to sensor-to-segment calibration procedures that significantly
alter the joint offsets. Therefore, in this paper, the impact of
functional and anatomical calibration procedures on joint angle
estimation was compared among seven healthy young volunteers.
When the same calibration procedures were applied with visual-
inertial measurement units and optical motion capture systems
data, a relatively small root mean square error of 7.9 deg
and correlation coefficients exceeding 0.86 were observed. When
different calibration procedures were applied with visual-inertial
measurement units and optical motion capture systems data,
higher root mean square superior to 10 deg were observed,
highlighting the importance of consistency with the reference set
when assessing accuracy. Furthermore, our analysis shows the
benefit of using multi-body inverse kinematics procedure over
treating inverse kinematics separately for each segment when
dealing with inaccurate visual-inertial measurement units data.

Note to Practitioners—This study addresses the practical chal-
lenge of accurately estimating upper limb joint angles in re-
habilitation, using affordable Visual-Inertial Measurement Units
(VIMUs) and cameras. The key finding for practitioners is the
importance of consistent calibration procedures, either anatom-
ical or functional, across both VIMUs and standard reference
systems. This consistency significantly improves measurement
accuracy, essential for effective rehabilitation assessment and
planning. We also demonstrate that multi-body inverse kinemat-
ics (IK) methods are more reliable than single-body IK when
using data from low-cost sensors. Multi-body IK better handles
inaccuracies typical of affordable devices, making it a more
suitable choice for clinical applications. While our results are
promising, they are based on controlled conditions and do not
encompass whole-body movements. Future research should focus
on extending these findings to more diverse and challenging
clinical scenarios, ensuring the practical applicability of this cost-
effective technology in real-world rehabilitation settings.

Index Terms—Inverse Kkinematics, Affordable Visual-inertial
Measurement Units, Human Model Calibration.
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Fig. 1: (a) successive snapshots of different postures during
bottle task, and (b) the corresponding reconstructed 3D joints
kinematics estimated with multi-body IK and Visual-Inertial
Measurement Units.

I. INTRODUCTION

Upper limbs functional impairments among post-stroke pa-
tients affect their ability to accomplish daily life activities.
Rehabilitation exercises monitored by clinicians, like the Fren-
chay Arm Test (FAT) [1], enhance limb mobility and overall
quality of life. However, visually assessing complex motions
during rehabilitation introduces inter/intra-clinician variability
in the evaluation of limbs mobility [2]. Clinical indices used to
monitor limb mobility and rehabilitation progress depend on
the accurate estimation of joint angles, which are obtained
through Inverse Kinematics (IK), a process that retrieves
joint angles from Cartesian measurements. Using measured
Cartesian data, joint angles can be determined through either
a single-body IK or a multi-body IK approach. Single-body IK
estimates the joint angles directly from each segment/sensor
rotation and/or position. On the other hand, multi-body IK
simultaneously determines the pose of all segments while
considering constraints imposed by different joints [3], [4],
making it more resilient to soft-tissue artifacts and mea-
surement outliers [5], [6]. Multi-body IK is more robust to
measurement outliers in Cartesian data from affordable sensors
due to fixed segment lengths and joint limits [3], [S]-[7].
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Gold-standard Optical Motion Capture (OMC) systems pro-
vide accurate Cartesian data, but are limited in real-world use
due to cost and portability constraints, making them more
suitable for laboratory settings. To overcome these limitations,
studies propose alternatives like cost-effective sensors using
RGB, RGB-Depth, and markerless algorithms [8]-[10], Iner-
tial Measurement Units (IMU) [11], IMU with RGB-D data
fusion [12], [13], or IMU and fiducial markers fusion using
Visual-Inertial Measurement Units (VIMU) [7], [14].

However, inaccurate input data and poorly calibrated kine-
matic models can lead to Root Mean Square Error (RMSE) ex-
ceeding 20 deg, when comparing joint angles from markerless
data with joint angles obtained from OMC data [15]. Marker-
less data, besides providing unrealistic joint center estimates,
lacks access to essential anatomical landmarks for biomechan-
ical model definition, leading to significant calibration offset
errors compared to OMC [16]. However, recent research [17]
demonstrated the possibility of using machine learning to train
a neural network inferring anatomical landmarks positions
from markerless data, with an average accuracy of 15.2 mm
for upper limbs anatomical landmarks. Despite outstandingly
promising results for the considered set of 10 participants
[17], the method has not yet demonstrated its capability to
accurately estimate anatomical landmarks positions on large
scale datasets with movements different from the ones in
its training set. Furthermore, markerless approaches suffer
from occlusions, and several studies proposed to use wearable
sensors such as IMUs and VIMUs to compensate for the
occlusions in 3D joints kinematics estimation [18]-[21].

When using wearable sensors, sensor-to-segment calibration
procedures are crucial in achieving accurate estimates of 3D
joints kinematics. In the literature four calibration procedures
were proposed:

« static calibration, which relies on predetermined limb
anatomical poses [22], [23],

« technical calibration that assume alignment between sen-
sor technical axes and segment anatomical axes [22], [24],

« functional calibration, in which the subject is instructed
to perform specific joint-by-joint motion [14], [25],

« anatomical calibration [18], [26]-[28], where anatomical
landmarks are pinpointed onto the subject.

Static and technical calibration methods, though user-
friendly, rely on the subject’s ability or clinician’s skill, leading
to misalignment and inaccurate joint angles estimates [22],
[23], mainly due to large joint axis offsets [16]. Notably,
the anatomical approach, recommended by the International
Society of Biomechanics [26], is commonly advised. However,
the practical choice of calibration procedures for affordable
sensors, like IMUs, remains unclear, despite their widespread
use and availability in commercial products, which often
employ static calibration procedures. Recent approaches [21],
[29] proposed to use large datasets [30]-[33] of diverse human
movements to train neural networks estimating 3D joints
kinematics. Shin et al. [21] obtained promising results in
3D joints kinematics estimation and even proposed a method
that does not require sensor-to-segment calibration. However,
the datasets used for the training of neural networks relied

on ground-truth marker-sets different from the ones recom-
mended by the International Society of Biomechanics [26],
which could lead to large differences between the ground-
truth assumed by these datasets and the real joint angles.
When evaluating the accuracy of their methods, the studies
using machine learning approaches [21], [29] relying on these
datasets do not investigate this issue, and do not validate
the accuracy of their methods on datasets using marker-sets
recommended by the International Society of Biomechanics.

Estimating IMUs’ positions with respect to the segments
frames isn’t feasible with anatomical calibration, but their
rotation can be estimated [18], [27]. Researchers like Meng
et al. [19] suggested using four IMUs and functional cal-
ibration [25] to estimate upper arm joint angles, reporting
a 5.79 deg RMSE compared to OMC, after removing the
calibration offset. They considered a reduced model of the
upper limb, omitted a comparison between anatomical and
functional calibration, and relied on anthropometric tables
for segment lengths. Notably, the abovementionned studies
[18], [19], [21], [29], used IMUs relying on magnetometers
for rotation estimation. However, this is not recommended
for clinical applications due to magnetometers’ sensitivity to
ferromagnetic disturbances [34].

To avoid the use of magnetometer in a clinical context,
several studies proposed to use fiducial markers along with
IMUs, in a so-called VIMU, and demonstrated promising
accuracy in upper limb model construction and joint angles
estimation [7], [14], [20]. Both anatomical [7] and functional
calibrations [14] are feasible. Mallat et al. [7] used anatomical
calibration and achieved a 2.7 deg RMSE for upper limb joint
angles compared to OMC, with the calibration offset removed.
Li et al. [14] proposed technical and functional calibration for
an upper limb biomechanical model, reporting an excellent 2.3
deg average RMSE compared to OMC joint angles without
calibration offset removal. However, both studies did not
discuss the comparison of functional and anatomical calibra-
tion procedures, the influence on joint angles accuracy when
considering different reference sets, and the benefits of using a
multi-body IK over single-body IK for joint angles estimation
when considering these VIMU measurements.

The main goal of this paper is to evaluate the precision
of upper limb joint angle estimations using cost-effective
VIMUs priced under 15€ and affordable cameras under 70€.
This evaluation encompasses both anatomical and functional
sensor-to-segment calibration procedures. The study also ex-
plores how accuracy varies with different reference data sets.
Additionally, we compare the effectiveness of multi-body
versus single-body IK methods when applied to VIMU data.
For a visual summary of this comparative analysis, refer to
Figure 2, with a detailed explanation provided in Section II-D.

II. MATERIALS AND METHODS
A. Sensor-to-segment calibration

The sensor-to-segment calibration is a subject-specific cali-
bration procedure that estimates the transformation matrix rep-
resenting the position and rotation of the VIMU relatively to
its corresponding segment frame. This transformation matrix is
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Fig. 2: Overview of the proposed comparative study.

necessary to calculate biomechanically meaningful joint angles
for both single-body and multi-body IK. We compared two
calibration procedures, namely anatomical and functional, to
determine the rigid body transformation between the VIMU
and the segment frames.

Anatomical calibration. Utilizing a calibration wand, 11
anatomical landmarks were pinpointed on the participant
(see Fig. 5). The anatomical landmarks were: the processus
xiphoideus, acromion, incisura jugularis, C7 cervical vertebra,
T8 thoracic vertebra, lateral epicondyle, medial epicondyle,
radial styloid, ulnar styloid, second metacarpal head, and fifth
metacarpal head. The positions of these landmarks in the
VIMU’s frame were determined to build anatomical frames
[26]. Typically, the medio-lateral axis of each segment was
determined through the normalized position of two markers
(or pin-pointed points) fixed on the segment, the longitudinal
axis was determined as the normalized translation vector
between parent and child segment, and the antero-posterior
axis was determined as the cross product of medio-lateral and
longitudinal axes. Those three axes allowed to construct the
rotation matrix of the segment, and its origin was coincident
with the joint center position of the proximal joint [26] (i.e.
wrist for the hand, elbow for the forearm, and shoulder for
the upperarm). The trunk frame was positioned at the jugular
notch center, the upper arm frame at the gleno-humeral center
using the bi-acromial distance ratio [35], the forearm frame at
the midpoint between medial and lateral epicondyle, and the
hand frame at the midpoint between radial and ulnar styloid.

Functional calibration. Employing the SCoRE method
[36] for joint center estimation and the SARA method [37]
for determining joint axes, the participant performed specific
movements. For wrist joint center and axis estimation, uni-
axial wrist flexion/extension movements were executed; for
elbow joint center and axis estimation, elbow flexion/extension
movements; and for shoulder joint center estimation, shoul-
der circumduction movements. The consecutive joint centers
of rotation were used to define the segment’s longitudinal

functional axes. Cross products between estimated axes and
longitudinal axes were used to reconstruct segment frames
centered on the parent joint center of rotation.

B. Upper limbs biomechanical model
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Fig. 3: Biomechanical model frames and degrees of freedom.

VIMU measurements were related with the joint kinematics
using a biomechanical model composed of N, = 4 rigid
segments articulated with IN; = 7 degrees of freedom. The
relative rotation of each segment in the kinematic chain, as
well as the order of rotations, were defined following the
International Society of Biomechanics recommendations [26].
The upper arm segment was linked to the trunk through three
revolute joints, the forearm segment was linked to the upper
arm through a universal joint (i.e. 2 successive revolute joints),
and the hand segment was linked to the forearm through a
universal joint. A total of 4 VIMUs were rigidly linked to
each segment using their local pose obtained either through
anatomical or functional calibration. The model floating base
location w.r.t camera frame c was set using three prismatic
and three revolute joints. The rotation R, and position pj of
the VIMU frame v with respect to the camera frame were



calculated using the Forward Kinematics Model (FKM) as
follows:

[p; Ry = FKM(6, ¢) (D

where 0 is the vector of joint angles and ¢ is the vector
containing local VIMU poses and segments lengths obtained
either through the functional or anatomical calibration proce-
dures. The 3D angular velocities w}, and linear accelerations
ay of the VIMU w.r.t its own frame were estimated with the
first and second differential models, respectively:

RS J.0+b,
—RS (3,6 +3,0) + b,

w
)

v
v
a,
where 8 and 6 are the joint velocity and acceleration vectors,
respectively. b, is the acceleration bias and b,, the gyroscope
bias. J,, and J, are the position and rotation Jacobian matrices
expressed in the camera frame, respectively. The estimated
measurement vector h was then defined as follows:

h = [p; q; a; wy] 3)

where g is the quaternion that corresponds to the 3D rotation
matrix RS, provided from aruco library [38], [39]. Pinocchio
library [40], that efficiently implements state-of-the-art rigid
body algorithms for poly-articulated systems, was used to
calculate the FKM and its derivatives.

C. Inverse kinematics

In this study, we compared two Extended Kalman Filter
(EKF)-based IK methods for joint angle estimation. The first
multi-body IK approach relied on a biomechanical model of
the upper limbs whereas the second, which was a single-
body IK, used solely 3D measurements of each VIMU sensors
separately to estimate joint angles.

Multi-body inverse kinematics. The EKF correspond-
ing to the multi-body IK estimates a state vector X, =
[9 06 b, bw] that minimizes, at each sample k, the least
squares difference between the measurement vector y;, and its
corresponding estimated vector hy. The measurement vector
vi = [P, df, a¥, wy] consists of the measured 3D po-
sitions, rotations, angular velocities, and linear accelerations
of the VIMU. The process and measurement models were
modeled as follows:

Xirr = f(Xk) + Wy

h; = h(Xk) + Vg @)

where f denotes the state process model, assuming that the
joint positions and velocities are evolving linearly while accel-
erations and biases remain constant [41]. & is the measurement
model that maps a measurement vector h to a state vector x;
through the FKM (1), and the first and second order differential
models (2). wy, and vy, represent the process and measurement
noise, respectively.
The update of the state vector is determined as follows:

€ =Yk — h(Xk\k—l)
Xijk—1 + Kr€x

®)

Il

Xk|k

where Xy ;1 is the state predicted from xj_; through the
process model, and xy;, is the updated state. K is the Kalman
gain and ¢ is the error between VIMUs measurements and
predicted measurements. To ensure the EKF stability and con-
vergence, it’s essential to finely tune the covariance matrices
of the process noise w and the measurement noise vg, as well
as the the initial state X and its covariance. xgy was estimated
using an inverse geometric model optimized as per Lu et al.
[3], which consists in determining the joint angles that mini-
mize, in a least squares sense, the difference between measured
VIMUs positions/rotations, and the ones estimated from the
joint angles processed through the FKM (1). Consequently, its
covariance was initialized as an identity matrix, implying high
confidence uniformly across all states. The measurement noise
covariance was derived from the average difference between
reference (OMC data) and sensor (VIMU data) measurements,
using specific trials that were excluded from the results section.
Process noise covariance matrix tuning was influenced by
employing a constant acceleration model, which does not
represent well human motion due to its non-constant joint
accelerations. This discrepancy becomes more pronounced
in high-speed movements. Nevertheless, in the context of
rehabilitation, where motions are typically slower, the impact
is less severe. To accommodate this, covariances for joint
velocities and accelerations were set to a fixed value of 103, a
common practice in relevant literature [42], [43]. Conversely,
as the process model for joint angles is more accurate, its
covariance was assigned a value of 1.

Single-body inverse kinematics. Single body IK calculates
the joint angles from the relative rotations of successive
segments frames, as the relative rotation of VIMUs would
not correspond to biomechanically meaningful joint angles.
Thus, the rotation of each body segment was estimated using
a single-body IK EKF relying on the VIMU rotation measure-
ment, expressed as a quaternion, and the rigid transformation
matrix between the VIMU and its corresponding segment,
which was obtained during the sensor-to-segment calibration
phase.

The state vector x; = [q¢, b, ] consists of the rotation of
the segment frame s relative to the camera frame, expressed
as a quaternion q¢ and the gyroscope bias, denoted as b,,. The
prediction of the state was made using the angular velocity of
the segment w¢ [44]:

. 1
—q1 —q2 —(g3
. . q0 —qs3 q2
with Q(q¢) = , 7
(a) B3 @ —q @
—q2 q1 4o
and wi = RIRwy, (8)

with R} the VIMU rotation w.r.t the segment frame, obtained
either through anatomical or functional calibration. The pro-
cess model was expressed as follows:
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The measurement vector yy, includes the quaternion gy ,
which represents the rotation of the VIMU in the camera
frame. The measurement model h is thus expressed as:

h(q,) = a5, ®q; (10)
where &® denotes the operator for quaternion multiplication and
q; represents the rotation of the VIMU in the local segment
frame, which is determined using either the anatomical or
functional calibration procedure. The equations of the update
step are identical to those represented in Eq. (5). The covari-
ance matrices of the process model and measurement model
noises were derived from the average difference between
reference (OMC data) and sensor (VIMU data) measurements,
using specific trials that were excluded from the results section.

D. Comparative analysis

We compared joint angle estimates across various con-
ditions: using OMC and VIMU measurements, anatomical
and functional calibration procedures, and multi-body ver-
sus single-body IK methods. In multi-body IK, both cali-
bration procedures involved estimating segment lengths and
retro-reflective markers/VIMU position/pose in their segment
frames, defining joint angles as rotations around the axes
defined in the biomechanical model (see Section II-B). For
single-body IK both calibrations focused solely on determin-
ing the rotation of retro-reflective markers/VIMU technical
frames in their segment frames. Relative segment rotations
produced the attitude vector [45], that was projected onto
anatomical/functional axes of the parent segment to calculate
rotation angles [46]. This approach avoids gimbal lock issues
while providing an easily interpretable alternative to Euler
angles. Four sets of reference joint angles were determined
using the 3D positions of retro-reflective markers. Two of these
sets were derived using single-body IK, as referenced in [46],
and were calibrated either anatomically or functionally. The
two additional sets were derived from the model presented in
Section II-B and relied on a classical multi-body IK approach
[47]. This approach involved an EKF in combination with a
FKM to estimate reference joint angles. These angles were
computed to reproduce marker positions (using the FKM)
that best matched those measured by the OMC. The FKM
depended on calibration parameters obtained through either
anatomical or functional calibration methods. An EKF was
used for these sets to ensure algorithmic consistency between
IK based on VIMU data and IK based on OMC data. To
further ensure consistency and account for the differences
between single-body and multi-body IK methodologies, we
conducted specific comparative analyses. Joint angles derived
from VIMU using single-body IK were compared exclusively
with those obtained from OMC data via single-body IK.

L F.d 17 mm
(@)

X —

Z —

(c)

Fig. 4: 3D-printed VIMUs, equipped with a ESP32-PICO
microcontroller, costing 15€. (a) Dimensions of the VIMU,
(b) transformation matrix from IMU frame to fiducial marker
frame, (c) transformation matrices between fiducial markers
frames. The angles of the VIMU wings were chosen to
minimize occlusion occurrences and maximize ergonomics.

Similarly, joint angles acquired from VIMU through multi-
body IK were compared with corresponding joint angles
derived from OMC data using multi-body IK. This allowed for
a more accurate and methodologically consistent comparison
across the different sets. Furthermore, we also compared
joint angles from OMC and VIMU measurements, with and
without calibration offset removal. This aspect of the analysis
is crucial, as the presence or absence of calibration offsets
can substantially impact the results. Segment lengths and local
VIMU rotations from anatomical and functional calibrations
were compared for their impact on joint angle estimation.

E. Experimental setup

Seven participants (five males, two females, 71.6 +
16 kg, 27.6 £ 6 years, 1.72 + 0.1 m) performed one trial
of three repetitions of pick and place, ruler, and bottle tasks
of the Frenchay Arm Test [1]. These tasks involved placing 11
markers on anatomical landmarks (see Section II-A). Partici-
pants gave written informed consent prior to engaging in the
experimental procedures. Two affordable rolling-shutter cam-
eras (ELP-usbfhd08s, 1920x1080 MIJPEG, 30fps, 70€) were
positioned in front and on the side of the participant. Intrinsic
and extrinsic parameters of both cameras were estimated using
50 static chessboard poses and OpenCV'. A calibration wand
was designed using a fiducial marker with a length of 0.18m
and three reflective markers, as depicted in Fig. 5. Wand tip
position was calibrated with a sphere fitting method, resulting
in a 0.1 mm residual using reflective markers and 3 mm using
the fiducial marker. Using tip positions of both wands, an
overdetermined system of equations was solved to estimate
the transformation matrix between cameras and OMC base
frames [48], with an an average residual of 8.0 + 0.3 mm.
Fig. 1 shows a camera view of a participant during the bottle
task and reconstructed joint kinematics.

III. RESULTS

Table I presents a comparison of joint angle estimates
obtained from VIMU and OMC data. It specifically compares

Uhttps://opencv.org/



Fig. 5: (a) Experimental setup with marker-based OMC and af-
fordable system based on two affordable cameras and VIMUs.
(b) Anatomical calibration process performed with the cali-
bration wand. The base fiducial marker, placed parallel to the
ground, was used to determine the gravity vector w.r.t. camera
frame c.

these estimates against four reference sets of joint angles,
derived from OMC data, as explained in section II-D. The
comparison metrics used are the RMSE and the Pearson
correlation coefficient (). When the set of reference joint
angles was compared with the joint angles calculated from
VIMU data, both based on a multi-body IK and an anatomical
calibration procedure, an average RMSE of 9.6 deg and r
value of 0.78 were observed. Using functional calibration for
VIMU-based multi-body IK slightly increased RMSE to 10.6
deg and an r value of 0.87. Conversely, when joint angles were
calculated with functional calibration and multi-body IK for
both OMC and VIMU data, an average RMSE of 7.9 deg and
an r value of 0.87 were observed. However, using anatomical
calibration for multi-body IK with VIMU data resulted in an
average RMSE of 10.9 deg and an r value of 0.78.

Interestingly, reporting joint angles by removing average
calibration joint offsets, a common practice in the literature
[71, [16], [19], reduced the mentioned RMSE to 2.7 deg,
2.7 deg, 2.3 deg, and 2.4 deg, respectively. Table I also
highlights that multi-body IK consistently reduces RMSE and
increases r in all comparisons. The RMSE with single-body IK
consistently exceeded multi-body IK RMSE when comparing
joint angles from both OMC and VIMU data. Even after
removing the joint offset calibration, the RMSE remained
twice as high with single-body IK compared to multi-body
IK.

Finally, the functional and anatomical calibration compari-
son, using only OMC data, reveals joint angles are very close
when the calibration offset is removed, with an average RMSE
below 1 deg and a high r value of 0.99. However, when the
calibration offset was not removed, differences of 5 deg were
observed between both reference sets.

Table II shows a comparison of the model segment lengths
obtained from anatomical and functional calibration proce-
dures using OMC or VIMU data. When using the same
calibration procedure, regardless of the measurement type, the
segment lengths were notably similar, showing an average
difference of 2 mm. However when comparing anatomical and
functional calibration procedures, the average difference was
of 30 mm or about 10% of the total segment length.

Table III describes the average local VIMU’ 3D rotation,
expressed as ZYX Euler angles, in their respective segment
frames. As depicted in Fig. 3 the Z, Y and X axes represent
the rotations in the medio-lateral, the cranio-caudal and antero-
posterior planes, respectively. The average rotation along the
Z and X axes was relatively low for all segments. On the
other hand, for the Y axis, it was notably larger, measuring
12 deg when anatomical calibration was applied and 11.7 deg
with functional calibration. The largest angle was observed
for the VIMU attached to the upper arm that was due to the
adapted VIMU placement on the upper arm for participants’
morphological differences. Across all segments, one can see
that the anatomical and functional calibration yield relatively
different local VIMU pose. This disparity, is discussed in next
section.

IV. DISCUSSION

When comparing joint angles estimated from VIMU with
those estimated from a reference OMC, the two main sources
of error are the inaccuracy of VIMU measurements tracked
during the IK and the calibration offsets. VIMU measurements
tracked during the IK process contain intrinsic noise and
inaccuracies compared to reference measurements. On the
other hand, the calibration offset is caused by measurement
inaccuracies during the calibration phase and/or by the dif-
ference in rotation of joints axis of rotation intrinsic to each
calibration procedure.

When the same calibration procedure is used for OMC and
VIMU IK, the calibration offset results solely from measure-
ment inaccuracies during the calibration process. In the case
of anatomical calibration, the offset is due to inaccuracies
in VIMU pose estimation, to differences between the wand’s
local tip positions, and to differences between the wand’s pose
estimated from fiducial marker and reflective markers. In the
case of functional calibration, the offset is due to inaccuracies
in the estimated VIMU poses during calibration motions.
When different calibration procedures are used to compare
joint angles estimated from VIMU and OMC, an additional
offset arises due to the distinction between anatomically de-
fined joint axes of rotation, based on anatomical landmarks,
and functionally defined joint axes of rotation, established
through motion.

The smallest RMSE (7.9 deg) is achieved when comparing
joint angles calculated from VIMU functional calibration with
reference joint angles calculated from functional calibration.
The anatomical calibration procedure, relying on anatomical
landmarks with one 3D position measurement per landmark,
contrasts with the functional calibration procedure, which
utilizes motion measurements and least squares minimization



TABLE I: Average accuracy of joint angles obtained from different sensing modalities, IK methods and calibration methods.
The metrics considered are the average RMSE, RMSE with calibration offset removed and Pearson correlation coefficient (r).

For details about the comparative analysis, refer to section II-D.

RMSE [deg] RMSE offset removal [deg] r
- OMC anatomical OMC functional | OMC anatomical ~OMC functional | OMC anatomical —~ OMC functional
VIMU multi-body IK anatomical 9.6 32 109 £ 29 27+ 1.0 24 £09 078 £ 0.1 079 £ 0.1
VIMU multi-body IK functional 10.6 + 2.7 79 + 23 27+ 12 23 4+ 0.8 0.87 £ 0.1 0.87 £ 0.1
VIMU single-body IK anatomical 14.1 + 4.3 14.1 + 45 48 + 2.7 46 +29 0.57 + 0.2 0.63 + 0.2
VIMU single-body IK functional 14.0 £ 4.1 12.1 £ 43 55+22 49 + 24 0.56 +£ 0.2 0.68 + 0.2
OMC multi-body IK anatomical - 5.1 £ 0.7 - 0.8 + 0.1 - 0.99 + 0.0
OMC multi-body IK functional 51 +07 - 0.8 +£ 0.1 - 0.99 £+ 0.0 -
(a) = OMC anatomical = = - VIMU anatomical
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. 45 &5
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Fig. 6: Upper limbs joint angles estimated during a typical bottle task, using multi-body (a) and single-body (b) IK methods,
from OMC data with anatomical calibration (black), from OMC data with functional calibration (red), from VIMU data with
anatomical calibration (dashed blue) and from VIMU data with functional calibration (dashed green).

TABLE II: Upper limbs segments lengths estimated OMC and
VIMU data through both anatomical and functional calibration
procedures.

- Upper arm length [m] | Forearm length [m]
OMC anatomical 0.279 £ 0.01 0.259 £ 0.01
OMC functional 0.310 + 0.02 0.256 + 0.01
VIMU anatomical 0.281 + 0.01 0.258 + 0.01
VIMU functional 0.320 + 0.01 0.256 + 0.02

[49], [50], suggesting the latter’s robustness. Nonetheless, the
RMSE of 7.9 deg when using functional calibration procedure
remains higher than the one obtained by Li et al. [14] that used
the same method. This difference can be attributed to two key
factors in their study: first, they employed a simplified upper
limb model that accounted for only 4 degrees of freedom,
compared to the 7 degrees of freedom considered in our

study. Secondly, Li et al. used larger fiducial markers than
the 36 mm ones in our setup (see Fig. 4). While larger
markers enhance pose estimation accuracy, they also add to
the system’s bulkiness.

Table II reveals segment length variations between anatom-
ical and functional calibration. The upper arm’s significant
variation is attributed to different definitions of the shoulder
center between anatomical [35] and functional [49] calibra-
tion procedures. Notably, the difference in upper arm length
obtained with VIMU and OMC using anatomical calibration is
only 2 mm. Accurate forearm length estimation is achieved by
defining the centers of rotation for the elbow and wrist as the
midpoint between lateral/medial epicondyle and radial/ulnar
styloid in the anatomical calibration procedure, similar to
the functional calibration procedure [49]. Despite differences
in models, the correct estimation of segment lengths has a
limited impact on joint angles accuracy. Existing literature on




TABLE III: Average local rotation of VIMU with respect to the segment’s anatomical or functional frame, expressed as Euler

angles in degrees (ZYX order)

Upper arm VIMU [deg] Forearm VIMU [deg] Hand VIMU [deg]
- Anatomical  Functional Anatomical Functional | Anatomical  Functional
Z -1.3+438 -0.2 + 8.0 1.8 £2.2 -6.2 + 4.0 1.3+ 1.5 -8.8 £ 8.8
Y | 229+ 154 299 +75 | -11.7+13.6 42+ 11.7 | -3.6 £56 122+ 33
X 43 + 45 13.8 + 4.8 -1.2 + 3. 72 + 1.8 1.8 +£ 3.3 73 +£53

lower limb studies with skin markers supports the notion that
segment length is not a highly sensitive parameter [51]—[53].
Disparities in local rotation of VIMU result from differences in
segment frame rotations defined by anatomical and functional
calibration procedures.

Tables I, II, III, and Fig. 6 present additional insights. The
RMSE with a multi-body IK using VIMU data is below 10
deg, falling short of the 5 deg limit acknowledged for clinical
applications like marker-based gait analysis [54]. This can
be explained by the fact that our method uses affordable
IMUs costing 15€ and affordable cameras costing 70€,
compared to other literature studies that use more cameras
or more expensive IMUs [21], [29], [55]. Furthermore, most
methods in the literature [21], [29], [55] rely on IMUs that
use magnetometers, which are very sensitive to ferromagnetic
disturbances [56]. Numerous studies in the field [21], [29],
[57], which employ machine learning techniques for joint
angle estimation, utilize datasets [30], [31] based on reference
data using marker-sets which do not conform to the standards
recommended by the International Society of Biomechanics. In
our research, comparisons between anatomical and functional
calibration procedures indicated a difference of up to 5 degrees
in joint angles when when using two different calibration
methods and OMC data (see Fig. 6, and Table I). Notably, this
discrepancy reduced from 5 degrees to 0.8 degrees upon the
removal of joint calibration offsets, suggesting that the vari-
ation is largely attributable to differences in the definition of
segments’ anatomical axes. This observation underscores the
potential disparities between joint angles reported in existing
literature datasets and actual ground-truth joint angles.

Removing joint calibration offsets from VIMU-derived joint
angles with multi-body IK decreases the RMSE to as low as
2.4 deg, underscoring the importance of the often-overlooked
calibration phase when using affordable sensors such as IMUs
and camera-based markerless algorithms. While joint angles
with the offset removed are valuable for estimating motion
amplitude and temporal features, caution is advised when
absolute segment pose is required, particularly in scenarios
like inverse dynamics, where the absolute segment pose in
relation to the gravity vector is crucial.

Using a multi-body IK with affordable VIMU data yields
superior results, with a 68% lower error rate compared to
single-body IK. This aligns with literature observations, show-
casing the robustness of multi-body IK against measurement
outliers [3], [5], [6]. The implemented single-body IK, similar
to classical ones in the literature [11], [34], [58], estimates
segment rotation through angular velocity and rotation mea-
surements. In contrast, multi-body IK estimates both segment
rotations and positions, relying on fiducial marker 3D positions

and IMU linear acceleration measurements. The accuracy gap
between single-body IK and multi-body IK arises from the
robustness of the latter to measurement outliers, driven by
inherent mechanical constraints, and differences in the mea-
surements used for each IK method. Additional measurements
of fiducial marker positions and IMU linear acceleration are
beneficial with precise sensor-to-segment calibration. Even
minor disparities in IMU placement can significantly hinder
accurate acceleration tracking.

The present study is subject to several limitations. First, it
does not encompass tasks involving whole-body movements,
as the participants were seated and stationary. Additionally,
our methodology is based on a traditional EKF approach
for multi-body IK [42], [47], without a direct comparison to
newer methods, such as those employing machine learning
[55], horizon-based optimization [20], [55], or a combination
of optimization and machine learning [17]. Another constraint
is that the experiments were conducted under optimal lighting
and measurement conditions, a necessity given the limited
quality of the affordable cameras and sensors used.

V. CONCLUSION

In summary, our analysis underscores the crucial role of
calibration consistency between VIMU and reference systems,
such as stereophotogrammetry, in determining joint angle
estimate accuracy. The RMSE is inherently dependent on
reference system data processing, emphasizing the need for
identical calibration procedures for both VIMU and reference
data. Consistent calibration procedures result in an RMSE as
low as 7.9 deg. Overall, our findings emphasize the superiority
of multi-body IK over single-body IK when utilizing afford-
able VIMU data for joint angle estimation. This superiority
is attributed to the robustness of multi-body IK in handling
measurement outliers and the additional information provided
by fiducial marker 3D positions and IMU linear acceleration
measurements, further highlighting its suitability for biome-
chanical applications. Future research should aim to validate
the methodology in more varied and challenging scenarios and
under less ideal conditions, with the same affordable setup.
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