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Abstract

We present an approach for designing asymptotic observers for discrete-time switched linear systems. We first give an automata
theoretic characterization of switching signals containing an infinite number of reconstructible sequences, i.e. sequences allowing
to estimate the state of the system. We show that such switching signals can be generated by a deterministic Büchi automaton
whose construction is given in the paper. Then, we present a methodology to design switched observers. These observers have
an internal discrete state variable whose dynamics is given by the transition map of the Büchi automaton. We then present
two approaches to design observer gains such that the observer is convergent for all switching signals whose occurrence rate of
reconstructible sequences is higher than a tunable threshold. The first approach gives an explicit construction of the observer
gains while the second one is based on linear matrix inequalities. For switched systems with invertible state matrices, we show
that the proposed observer structure is universal in the sense that it is always possible to design an observer of the proposed
form. We use a simple example to illustrate our methodology and then consider a case study in which we design an observer
for a multicellular converter.

Key words: Switched systems, Observer design, Lyapunov methods, Automata theoretic techniques.

1 Introduction

Switched systems are dynamical systems with several
operation modes, each mode being associated with a
particular dynamics, typically modeled by a differen-
tial equation for continuous-time systems, or by a dif-
ference equation for discrete-time systems. A switching
signal determines at each time instant which mode is ac-
tive. Switched systems is a simple yet powerful modeling
paradigm that can be found in many applications such as
network controlled systems [14, 21, 4], automotive sys-
tems [16] or power converters [10, 28]. Since the 1990s,
many theoretical contributions have been made to help
us analyze or design switched systems, see e.g. [19, 24, 20]
and the references therein.
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Greco), paolo.mason@centralesupelec.fr (Paolo Mason).

In this paper, we consider the problem of designing
asymptotic observers for discrete-time switched linear
systems. For this class of systems, there exists a diver-
sity of observability notions depending on whether the
switching signal is known [15, 5, 8] or need to be esti-
mated [6, 13]. In our work, we assume that the switching
signal is known. In that context, there have been several
works for characterizing observable or reconstructible
switching sequences [15, 26], i.e. finite switching se-
quences that make it possible to estimate the initial or
the current state of the system, respectively. Relevant
work also includes the characterization of observabil-
ity for continuous-time switched systems with jumps
at the switching instants [30, 25], which can be seen
as a generalization of discrete-time switched systems.
Finally, when the switching signal is constrained by
some automaton, necessary and sufficient conditions for
observability have been given in [8, 17].

The design of asymptotic observers itself has also been
considered in several papers. Observers that are con-
vergent for arbitrary switching sequences have been de-
signed in [3, 12] using mode dependent observer gains
and quadratic or poly-quadratic Lyapunov functions.
Note that this design requires that the dynamics in each
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mode is observable, since constant switching signals are
allowed. The case where individual dynamics are unob-
servable but some observable (or reconstructible) switch-
ing sequences exist is also of interest. To be able to es-
timate the state of the system, it is necessary that the
switching signal contains at least one reconstructible se-
quence. Actually, to be able to design observers that are
robust to unmodeled disturbances or to measurement
noises, it is necessary to consider switching signals con-
taining an infinite number of reconstructible sequences.
This is the setting considered in this paper.

Our contributions are multiple and can be summarized
as follows. Firstly, we provide a formal characteriza-
tion of the set of switching signals containing an infinite
number of reconstructible sequences. More precisely, we
show that this set coincides with the language of a De-
terministic Büchi Automaton (DBA, see e.g. [7]) whose
construction is presented in the paper. We then con-
sider the problem of designing an asymptotic observer.
We propose a switched observer with an internal dis-
crete state whose dynamics is given by the transition
map of the DBA. Building on our recent work on stabil-
ity analysis of switched systems driven by DBAs [2, 1],
we then establish sufficient conditions to design the ob-
server gains such that the resulting observer is conver-
gent for all switching signals whose occurrence rate of
resconstructible sequences is higher than a certain tun-
able parameter. In the case where all state matrices of
the switched system are invertible, we present an ex-
plicit construction of suitable observer gains, showing
that the proposed observer structure is universal in the
sense that one can always find an observer of the pro-
posed form. We also show an alternative design based
on Linear Matrix Inequalities (LMIs) which are shown
to always admit a feasible solution under the same in-
vertibility assumption. We then show how to extend our
approach to take into account additional constraints on
the switching signals. Our theoretical contributions are
illustrated using a simple example. To show the effec-
tiveness of the proposed methodology, we consider a case
study in which we design an observer for a multicellular
converter [27, 28].

The most related works in the literature are the follow-
ing. In [18], a switched observer is presented where the
observer gain at some instant t depends on the sequence
of modes at time t − L, . . . , t. Similar to our construc-
tion, this can be seen as a switched observer with an
internal discrete state though the discrete dynamics is
different from that presented in this paper. In [18], the
design of the observer gains is done by solving LMIs.
However, contrarily to our approach there is no clear
characterization of the cases when the proposed design
can be successful. Another approach can be to consider
a switched linear system as a time-varying linear sys-
tem and to apply associated observer design techniques,
such as Kalman filters [31]. Alternatively, the design pro-
posed in [25] for observers of continuous-time switched

linear systems with jumps at the switching instants can
be adapted to discrete-time systems. The observers de-
signed in [31] and [25] can be shown to be convergent
for switching signals containing an infinite number of
reconstructible sequences. However, their gains have to
be computed online. In comparison, the gains of our ob-
server are computed offline, resulting in reduced require-
ments for its implementation.

This paper is organized as follows. Section 2 presents
the problem under consideration and introduces prelim-
inary results on observability of switched systems and on
DBAs. Section 3 gives a construction of a DBA generat-
ing switching signals containing an infinite number of re-
constructible sequences. Section 4 presents the structure
of the switched observers, its robustness with respect to
disturbances, and the methods to design its gains. Sec-
tion 5 shows an illustration on a simple example while
Section 6 deals with the application to a multicellular
converter.

Notations: For a matrix M , ker(M) denotes its ker-
nel and rank(M) denotes its rank. For an invertible ma-
trix M , M−> denote the transpose of the inverse of M ,
i.e. M−> = (M−1)>. Given a vector v ∈ Rn, diag(v)
denotes the n × n diagonal matrix whose diagonal ele-
ments are equal to v. For symmetric matrices M1, M2,
M1 ≤M2 and M1 < M2 stand for M2 −M1 being posi-
tive semi-definite and positive definite respectively.

2 Problem statement and preliminaries

Let us consider a discrete-time switched linear system
described by the following equation:

x(t+ 1) = Aθ(t)x(t),

y(t) = Cθ(t)x(t)
(1)

where x(t) ∈ Rn is the state of the system, θ : N → I
is the switching signal and I is the set of modes,
I = {1, . . . ,m}, the state matrices belong to the set
A = {A1, . . . , Am} ⊆ Rn×n. The output vector is
y(t) ∈ Rp and the output matrices are in the set
C = {C1, . . . , Cm} ⊆ Rp×n.

Our goal in this paper is to propose a general procedure
for designing asymptotic observers for system (1) capa-
ble of reconstructing the state x from the knowledge of
the switching signal θ and of the output y.

2.1 Observability of discrete-time switched systems

By following [24], we recall a definition and a character-
ization of observability for the switched system (1).
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Definition 1. The switched system (1) is observable
(resp., reconstructible), if there exist a switching signal θ
and k ∈ N such that the knowledge of the output sequence
y(0), . . . , y(k) is sufficient to determine the initial con-
dition x0 (resp., the state x(k)). We refer to the finite
sequence of modes θ(0), . . . , θ(k) as an observable (resp.,
reconstructible) sequence.

We recall that an observable system is also recon-
structible, while the opposite is true if all the matrices
in A are invertible. We define the observability matrix
corresponding to a sequence of modes i1, . . . , ij ∈ I, as

Ω(i1, . . . , ij) =
[
C>i1 A>i1C

>
i2
· · · A>i1 · · ·A

>
ij−1

C>ij

]>
.

Necessary and sufficient conditions for observability and
reconstructibility are recalled in the following theorem.

Theorem 1 ([24, Theorems 4.32 & 4.33]). A sequence
of modes i1, . . . , ij ∈ I is observable if and only if

rank
(

Ω(i1, . . . , ij)
)

= n. (2)

It is reconstructible if and only if

ker
(

Ω(i1, . . . , ij)
)
⊆ ker(Ai1 · · ·Aij ). (3)

As far as the design of asymptotic observers is concerned,
it is sufficient to consider the notion of reconstructibility.
However, let us remark that the conditions in (2) and
(3) are equivalent if all matrices in A are invertible.

2.2 Deterministic Büchi automaton

From Definition 1, it is clear that one can reconstruct
the state x of the system whenever the switching signal
θ contains one reconstructible sequence. However, if one
wants to design an observer that is robust to unmodeled
disturbances or to measurement noises, it becomes nec-
essary to consider switching signals that contain an in-
finite number of reconstructible sequences. In Section 3,
we shall characterize such switching sequences using the
notion of deterministic Büchi automaton introduced be-
low.

Given a finite set Σ called alphabet, a word is either a
finite or an infinite sequence of elements of Σ, i.e. w =
σ1σ2 . . . , or the empty word w = ε. Σ∗ denotes the set of
all finite words over the alphabet Σ, including the empty
word, while Σω denotes the set of all infinite words over
the alphabet Σ. The length of a word w ∈ Σ∗, denoted
by |w|, is n if w = σ1 · · ·σn, or 0 if w = ε. For w ∈ Σ∗,
we say that w′ is a prefix of w if it belongs to the set
P(w) = {w′ ∈ Σ∗ | ∃w′′ ∈ Σ∗, w = w′w′′}. Similarly,

we say that w′ is a suffix of w if it belongs to the set
S(w) = {w′ ∈ Σ∗ | ∃w′′ ∈ Σ∗, w = w′′w′}. We stress
that, in the previous definitions, w′ and w′′ can be the
empty word. Let S1, S2 ⊆ Σ∗, then the set S1S2 is the
set of words consisting of the concatenation of words of
S1 and S2, i.e. S1S2 = {w = w1w2|w1 ∈ S1, w2 ∈ S2}.
Let S ⊆ Σ∗ \ {ε}, then Sω is the set of words consisting
of the concatenation of an infinite sequence of words of
S, i.e. Sω = {w1w2 · · · |wi ∈ S, i = 1, . . .}.

A deterministic Büchi automaton (DBA, see e.g. [7]) is
a 5-tuple B = (Q,Σ, δ, q0, F ), where Q is a finite set
of states, Σ is a finite alphabet, δ : Q × Σ → Q is the
transition function, q0 is the initial state, F is the set
of accepting states. A run associated with a finite or
an infinite word σ1σ2 · · · ∈ Σ∗ ∪ Σω is a sequence of
states q0, q1, q2, . . . in Q starting from the initial state q0
and such that qi+1 = δ(qi, σi+1) for all i = 0, 1, . . . ; a
run q0, q1, . . . associated with an infinite word σ1σ2 · · · ∈
Σω is said to be accepting if qi ∈ F for infinitely many
indices i ∈ N. The language of B, denoted by Lang(B),
is the set of all words in Σω which have an associated
accepting run in B. It is well known that Lang(B) is an
ω-regular language, see e.g. [7]. Given q′, q′′ ∈ Q and

σ1 · · ·σn ∈ Σ∗, we write q′
σ1···σn−−−−→ q′′ if q′′ is obtained

as a concatenation of transitions from q′, namely q′′ =
δ(· · · δ(δ(q′, σ1), σ2), . . . , σn).

Let B be a DBA over the alphabet Σ = I = {1, . . . ,m}.
Let us consider a switching signal θ : N → I for sys-
tem (1). With an abuse of notation, we identify θ with
the infinite word w ∈ Iω given by w = θ(0)θ(1) . . .. For
θ ∈ Lang(B), we denote by q0, q1, . . . the associated ac-
cepting run. Then, following [2], we define the sequence

of return instants (τθ,Bk )k∈N by τθ,B0 = 0 and, for k ∈ N,

τθ,Bk+1 = min{t > τθ,Bk | qt ∈ F},

and the return index κθ,B : N→ N by

κθ,B(t) = max{k ∈ N | τθ,Bk ≤ t}.

Intuitively, τθ,Bk is the first instant where the run asso-
ciated with θ has visited the set F of accepting states
k times, and κθ,B(t) is the number of times the run as-
sociated with θ has visited F up to time t. Since θ ∈
Lang(B), the set F will be visited an infinite number

of times, so τθ,Bk is well defined for every k ∈ N and

lim
t→∞

κθ,B(t) =∞. We also define the accepting rate by

γθ,B = lim inf
t→∞

κθ,B(t)

t
.
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3 A DBA for reconstructible switching signals

In this section, we present a construction of a deter-
ministic Büchi automaton whose language consists of
switching signals that contain an infinite number of re-
constructible sequences.

3.1 Construction of the automaton

Using Theorem 1, one can efficiently compute recon-
structible sequences up to a specific length for a switched
linear system given by (A, C) and described by equation
(1). The set of reconstructible sequences of length j ≥ 1
is defined by

Oj =

σ1 · · ·σj ∈ I∗
∣∣∣∣∣∣ ker

(
Ω(σ1, . . . , σj)

)
⊆

ker(Aσ1
· · ·Aσj )


Moreover, the set of reconstructible sequences of length
up to k ≥ 1 is given by

O[k] =
⋃

j=1,...,k

Oj .

It is easy to see that if w is a reconstructible sequence,
then any sequence containing w as a subsequence is also
reconstructible. Therefore it is useful to define the fol-
lowing reduced set of reconstructible sequences:

O′[k] =

{
w ∈ O[k]

∣∣∣∣∣ @w1, w2 ∈ I∗, w′ ∈ O[k] \ {w}
s.t. w = w1w

′w2

}
.

Intuitively, O′[k] consists of minimal reconstructible se-
quences, i.e. reconstructible sequences that do not con-
tain reconstructible subsequences. It is easy to see that
for any k1 ≤ k2, O′[k1] ⊆ O′[k2].

Let us consider k ≥ 1, such that O′[k] 6= ∅. Our goal is
to generate words containing an infinite number of re-
constructible sequences in O′[k]. To this aim, we provide
Algorithm 1 which outputs a DBA Bk = (Q, I, δ, q0, F )
generating the language (I∗O′[k])ω. The main idea is to
build an automaton which visits an accepting state each
time a reconstructible sequence occurs. We note that in
this automaton the states are words in I∗, i.e. Q ⊆ I∗.

Algorithm 1 is comprised of three parts:

• In the first part, from step 2 to step 9, we check if
there are reconstructible sequences of length 1. If it
is the case we create a self transition to the accepting
state, otherwise we add a new state and we define a
transition from the accepting state to the newly added
state.

Algorithm 1 Construction of DBA Bk
Inputs: alphabet I, reconstructible sequences O′[k]
Output: DBA Bk such that Lang(Bk) = (I∗O′[k])ω

1: q0 := ε, F := {ε}, Q := {ε}
2: for σ ∈ I do
3: if σ ∈ O′[k] then
4: δ(ε, σ) := ε
5: else
6: Q := Q ∪ {σ}
7: δ(ε, σ) := σ
8: end if
9: end for

10: for σ1 · · ·σl ∈ O′[k], l ≥ 2 do
11: if l = 2 then
12: δ(σ1, σ2) := ε
13: else
14: for j ∈ {2, . . . , l − 1} do
15: Q := Q ∪ {σ1 · · ·σj}
16: δ(σ1 · · ·σj−1, σj) := σ1 · · ·σj
17: end for
18: δ(σ1 · · ·σl−1, σl) := ε
19: end if
20: end for
21: W :=

{
(w, σ) ∈ Q× I

∣∣ (w, σ) /∈ δ−1(Q)
}

22: for (w, σ) ∈ W do
23: if ∃ws ∈ S(w) s.t. wsσ ∈ O′[k] then
24: δ(w, σ) := ε
25: else
26: δ(w, σ) := arg max

v∈Q∩S(wσ)
|v|

27: end if
28: end for

• In the second part, from step 10 to step 20, we consider
reconstructible sequences w in O′[k] of length l ≥ 2.
We add to the set Q all the prefixes of w, except w
itself, and we define the corresponding transitions be-
tween consecutive prefixes. The last transition, which
happens when the reconstructible sequence w has oc-
curred, leads to the accepting state.

• Finally, in the third part, from step 21 to step 28,
we focus on the couples (w, σ) ∈ Q × I for which no
transition is defined yet. In this case, if there exists a
suffix ws of w such that wsσ ∈ O′[k], then we add a
transition from w to the accepting state. Otherwise,
we look for the longest suffix v of wσ such that v ∈ Q
and we define a transition toward this state.

Remark 1. The construction of the DBA Bk mostly re-
lies on the set O′[k]. Actually, it is readily seen that the
number of states of Bk is upper bounded by m + kck,
where ck denotes the number of elements of O′[k]. Note
that ck may grow unbounded with k. A trivial bound can
be given by ck ≤ mk, however this bound appears to be
conservative in practice, as will be seen later on numeri-
cal examples. The derivation of tight bounds on the car-
dinality of O′[k] remains an open question. Also relevant
is the minimal value of k for which O′[k] 6= ∅. If all ma-
trices in A are invertible, it is easy to see from (3) that
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O′[k] = ∅ for all k < n
p . Moreover, it follows from Theo-

rem 3 in [33] that there exist observable switched systems

such that O′[k] = ∅ for all k ≤ n(n+1)
2 − 1. Conversely, it

can be obtained from the proof of Theorem 1 in [32] that
if a switched system is observable then O′[k] 6= ∅ for all

k ≥ n(n2−1)
2 .

Example 1. Consider the switched linear system with
two modes, i.e. I = {1, 2}, defined by the set of matrices
A = {A1, A2}, C = {C1, C2}, where

A1 = I3, A2 = 1.5×
(

0 0 1
0 1 0
1 0 0

)
,

C1 = (1 0 0) and C2 = (0 1 1). For k = 3, we get

that
O′[k] = {121, 122, 212, 221}.

Applying Algorithm 1, we obtain the DBA represented in
Figure 1 where transitions are represented with arrows of
different types depending on which phase of the algorithm
they have been added. Let us comment on the influence
of k on our construction. It is not hard to check that, for
k ≥ 3,

O′[k] = {121, 122, 221} ∪ {21l2 | l = 1, . . . , k − 2}.

So the cardinalities of O′[k] and of the set of states of
Bk are k+ 1 and k+ 3, respectively. This corresponds to
a linear growth far from the exponential growth bounds
discussed in Remark 1.

3.2 Language characterization

In this subsection, we prove thatLang(Bk) = (I∗O′[k])ω.
For that purpose, we make use of the following three
lemmas.

Lemma 1. Let Bk be the Büchi automaton constructed
using Algorithm 1 for some k ≥ 1, then Bk is determinis-
tic and any state of Bk is reachable from any other state.

Proof. Algorithm 1 univocally builds the application δ
for each pair of (w, σ) ∈ Q×I, hence the ensuing Büchi
automaton is deterministic. Also, it is apparent from the
couples of lines 6, 7 and 15, 16 that, whenever a new
state is added to the set Q a chain of transitions from
the accepting state to such a state is also created. As a
consequence, all the states of Bk are reachable from the
accepting state. Furthermore, the last transition of any
such chain, see steps 4, 12 and 18, brings the run back
to the accepting state.

Lemma 2. Let Bk be the DBA constructed using Algo-
rithm 1 for some k ≥ 1. Then the following statements
hold true:

(1) If w′, w′′ ∈ Q, w ∈ I∗ are such that w′
w−→ w′′ then

w′′ ∈ S(w′w);

θ
=
1

θ
=
1θ

=
2

θ
=
1

θ = 2

θ = 2

θ = 1, 2

θ = 1

ε

θ = 1

θ = 2
θ = 2

1 12

21

222

Fig. 1. The generated DBA Bk corresponding to
O′[k] = {121, 122, 212, 221} for k = 3. The transitions built
in part 1, 2 and 3 of Algorithm 1 are represented respectively
by arrows with double head, single filled head and single
empty head.

(2) If w ∈ Q, σ ∈ I are such that δ(w, σ) = ε then there
exists w′ ∈ S(w) such that w′σ ∈ O′[k].

Proof. Note that the transition map δ defined by the
algorithm satisfies δ(v, σ) ∈ S(vσ) for every v ∈ Q and
σ ∈ I. Furthermore, it is straightforward to see that, for
every v, v′, v′′ ∈ I∗ with v′′ ∈ S(v′), it holds S(v′′v) ⊆
S(v′v). Now, let w,w′, w′′ be as in Item (1). We write
w = σ1 · · ·σp and define w0 = w′ and, recursively for
k = 1, . . . , p, wk = δ(wk−1, σk). We then have

w′′ ∈ S(wp−1σp) ⊆ S(wp−2σp−1σp)

⊆ · · · ⊆ S(w′σ1 · · ·σp),

concluding the proof of Item (1).

Let us prove Item (2). Note that in steps 4, 12, 18 and 24
δ(w, σ) = ε and the conclusion of Item (2) holds. In
steps 7 and 16 it is apparent that δ(w, σ) 6= ε. We now
show that this is also the case for step 26. Note that,
in this step, σ can not belong to O′[k], thus, by step 6,
σ ∈ Q. Therefore δ(w, σ) 6= ε in step 26.

Lemma 3. Let Bk be the DBA constructed using Algo-
rithm 1 for some k ≥ 1. Let w ∈ Q,wo ∈ O′[k], then

there exists w∗ ∈ P(wo) such that w
w∗−−→ ε.

Proof. Write wo = σ1 · · ·σp. For p = 1 the result follows
from steps 4 and 24 of the algorithm. Let us then consider
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the case p ≥ 2. For k = 1, . . . , p, let us define wk such

that w
σ1···σk−−−−→ wk. To prove the lemma, it is enough to

show that if wk 6= ε for k = 1, . . . , p − 1 then wp = ε.
We first claim that, if wk 6= ε for k = 1, . . . , p − 1 then
wk = w′kσ1 · · ·σk for some w′k ∈ S(w). In order to prove
the claim, we proceed by induction on k. It follows from
steps 7, 16 and 26 that either w1 = wσ1, and thus the
claim holds with w′1 = w, or w1 = arg max

z∈Q∩S(wσ1)
|z|. In

the latter case, since w1 6= ε by assumption, it follows
that w1 = w′1σ1 for some w′1 ∈ S(w). Hence the claim is
proved for k = 1.

Assume now that the claim holds true for some k ∈
{1, . . . , p− 2}, hence we can write wk = w′kσ1 · · ·σk for
some w′k ∈ S(w). Let us prove the claim for k + 1.
It follows from steps 16 and 26 that either wk+1 =
wkσk+1 = w′kσ1 · · ·σk+1, in which case the claim holds
true with w′k+1 = w′k, or wk+1 = arg max

z∈Q∩S(wkσk+1)
|z|.

In the second case, since wo ∈ O′[k] we have, by step 15,
that σ1 · · ·σk+1 ∈ Q. By construction σ1 · · ·σk+1 ∈
S(wkσk+1), from which the claim follows for k + 1.

From the claim we have that wp−1 = w′p−1σ1 · · ·σp−1.
By step 24 we then have wp = ε.

We can now state the main result of this subsection:

Theorem 2. Let Bk be the DBA constructed using Al-
gorithm 1 for some k ≥ 1, then Lang(Bk) = (I∗O′[k])ω.

Proof. Note that (I∗O′[k])ω ⊆ Iω and Bk is determin-
istic by Lemma 1, hence for any sequence in (I∗O′[k])ω
there exists a (unique) corresponding run in Bk.

First, we show that (I∗O′[k])ω ⊆ Lang(Bk). Let
w = w1w

o
1w2w

o
2 · · · ∈ (I∗O′[k])ω, where wi ∈ I∗, woi ∈

O′[k], i ≥ 1. Let us define some elements of the run in
Bk corresponding to the sequence w as w(0) = ε and,

recursively, w(i−1)
wiw

o
i−−−→ w(i) for all i ≥ 1. Let us define

v(i) such that w(i−1)
wi−→ v(i), then, by Lemma 3, there

exists w∗i ∈ P(woi ) such that v(i)
w∗i−−→ ε. Now, in the

infinite run corresponding to w, the state ε is visited at
least once between each couple of states w(i−1) and w(i).
Therefore the accepting state is visited an infinite num-
ber of times in the run. This proves the first inclusion.

Let us focus on the inclusion (I∗O′[k])ω ⊇ Lang(Bk).
Let w ∈ Lang(Bk). Then we can write w = w1w2 · · ·
where wi ∈ I∗ are such that ε

w1−−→ ε
w2−−→ ε · · · . Let

us consider wi in the previous decomposition of w.
We write wi = σ1 · · ·σl for some l ≥ 1, and consider

the word w′i such that ε
σ1···σl−1−−−−−−→ w′i

σl−→ ε. By ap-
plying Item (2) in Lemma 2 we obtain the existence
of w′′i ∈ S(w′i) such that w′′i σl ∈ O′[k]. By applying

Item (1) in Lemma 2 we deduce that w′i ∈ S(σ1 · · ·σl−1),
hence w′iσl ∈ S(σ1 · · ·σl) = S(wi). We thus get
w′′i σl ∈ S(wi) ∩ O′[k], that is wi ∈ I∗O′[k]. Since this is
true for all wi with i ≥ 1 in w = w1w2 · · · , we obtain
w ∈ (I∗O′[k])ω, concluding the proof of the inclusion
(I∗O′[k])ω ⊇ Lang(Bk).

Let us remark that, since for any k1 ≤ k2,O′[k1] ⊆ O′[k2],
it follows from Theorem 2 that Lang(Bk1) ⊆ Lang(Bk2).
Hence, considering longer reconstructible sequences pro-
duces a DBA accepting more switching signals.

4 Asymptotic observer design

In this section, we present an approach for designing
asymptotic observers for system (1). The proposed de-
sign results in a switched observer where the switching
is driven by the DBA Bk presented in the previous sec-
tion. We first introduce the structure of the observer and
then propose two approaches for designing the gains of
the observer.

4.1 Observer structure

Let us consider the system (1) and letBk = (Q, I, δ, q0, F )
be the DBA constructed using Algorithm 1, for some
k ≥ 1 such that O′[k] 6= ∅. We consider the following
switched observer where x̂(t) ∈ Rn is the estimate of the
state of (1) and q(t) ∈ Q is an internal discrete state:

q(t+ 1) = δ(q(t), θ(t)), q(0) = q0,

x̂(t+ 1) = Aθ(t)x̂(t) + L(q(t),θ(t))

(
y(t)− Cθ(t)x̂(t)

)
.

(4)
Let us remark that the dynamics of q is given by the
transition function δ of the DBA Bk. The structure of
the observer being given by (4), it remains to design the
observer gains L(w,σ), for all w ∈ Q and σ ∈ I.

Let e(t) = x(t) − x̂(t) be the estimation error of the
observer, then the dynamics of e(t) is given by:

e(t+ 1) = (Aθ(t) − L(q(t),θ(t))Cθ(t))e(t).

We note that, given an initial condition e0 ∈ Rn, and
a switching signal θ, the trajectory with e(0) = e0 is
unique and denoted by e(·, e0, θ). In order to guarantee
the convergence of the asymptotic observer, one needs
to prove that e(t, e0, θ) goes to 0 as t tends to infin-
ity. For this purpose, we will make use of the following
Lyapunov-type result.

Proposition 1. Let us assume that there exist a function
V : Q × Rn → R+

0 , and scalars α1, α2, ρ > 0, and λ ∈
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(0, 1), such that for all e ∈ Rn, the following inequalities
hold:

α1‖e‖ ≤ V (w, e) ≤ α2‖e‖, ∀w ∈ Q, (5)

V
(
w′, (Aσ − L(w,σ)Cσ)e

)
≤ ρV (w, e), (6)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) 6= ε,

V
(
w′, (Aσ − L(w,σ)Cσ)e

)
≤ ρλV (w, e), (7)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) = ε.

Then, there exists C ≥ 1 such that for all e0 ∈ Rn, and
for all θ ∈ Lang(Bk):

∀t ∈ N, ‖e(t, e0, θ)‖ ≤ Cρtλκ
θ,Bk (t)‖e0‖. (8)

Moreover, whenever the accepting rate satisfies γθ,Bk >
ln(ρ)
− ln(λ) , we have

lim
t→∞

‖e(t, e0, θ)‖ = 0. (9)

Proof. The proof of (8) follows the same rationale as in
[2, Theorem 1], with a slight modification that is the
scaling of the set of state matrices by ρ > 0. The proof
of (9) is as in [1, Corollary 1].

Equation (8) relates the convergence rate of the asymp-
totic observer to the return index κθ,Bk(t) associated
with the DBA Bk, which essentially counts the number
of reconstructible sequences (i.e. elements of O′[k]) that
occur up to time t. Note that ρ may be greater than 1.
In that case, in order to guarantee the convergence of
the observer, one must consider switching signals where
reconstructible sequences occur sufficiently often. This
occurrence rate is measured by the accepting rate γθ,Bk .
If γθ,Bk is sufficiently large, we get from (9) that the
observer asymptotically converges. In general the set of

switching signals θ satisfying γθ,Bk > ln(ρ)
− ln(λ) is not an

ω-regular language anymore but belongs to the class of
quantitative languages, studied in [11].

Remark 2. Proposition 1 shows convergence of
the observer for all switching signals θ such that

γθ,Bk > ln(ρ)
− ln(λ) . We briefly discuss how this inequality

can be verified for important classes of switching sig-
nals. Firstly, let us assume that the switching signal is
a stochastic process generated by a finite state Markov
chain MC . Then, by the ergodic theorem (see e.g. The-
orem 1.10.2 in [22]) applied to the Markov chain ob-
tained by the synchronous product of MC and Bk, one
can compute a value γ∗ such that γθ,Bk = γ∗, almost
surely. Secondly, let us assume that the switching signal
is non-stochastic but constrained by some automaton
MA (see e.g. [23]). Let us remark that this case includes
classical minimal or maximal dwell time constraints.
Using algorithms from model checking [7], one can check

if Lang(MA) ⊆ Lang(Bk) where Lang(MA) denotes
the set of switching signals generated by automaton
MA. Then, by using the techniques for quantitative
languages developed in [11] applied to the synchronous
product of MA and Bk, it is possible to compute the
value γ∗ = inf{γθ,Bk | θ ∈ Lang(MA)}. Hence, we can
see that for two broad classes of switching signals, there
exist effective procedures to verify whether the condition

γθ,Bk > ln(ρ)
− ln(λ) holds.

Remark 3. The observer design proposed in this section
can be readily adapted to the case where the dynamics (1)
contains a known input (e.g. a control term). That is, if

x(t+ 1) = Aθ(t)x(t) +Bθ(t)u(t),

one may replace the switched observer in (4) by

x̂(t+1)=Aθ(t)x̂(t)+L(q(t),θ(t))

(
y(t)−Cθ(t)x̂(t)

)
+Bθ(t)u(t),

leading to the same error dynamics as before.

4.2 Robustness properties

In this subsection, we discuss robustness properties of
the proposed observer. We consider a perturbed version
of system (1):

x(t+ 1) = Aθ(t)x(t) + d1(t),

y(t) = Cθ(t)x(t) + d2(t)

where d1(t) ∈ Rn and d2(t) ∈ Rp represent distur-
bances on the dynamics and on the measurements of
(1), respectively. We consider observer (4) and denote
ẽ(t) = x(t) − x̂(t) the estimation error. Then, the dy-
namics of the estimation error of the observer is given
by:

ẽ(t+ 1) = (Aθ(t) − L(q(t),θ(t))Cθ(t))ẽ(t) + d(t)

where d(t) = d1(t)−L(q(t),θ(t))d2(t). We note that, given
an initial condition e0 ∈ Rn, a switching signal θ and a
disturbance d, the trajectory with e(0) = e0 is unique
and denoted by ẽ(·, e0, θ, d).

We will establish a robustness result for a class of switch-
ing signals. Let T0 ≥ 0 and γ > 0 and let ST0,γ(Bk) be
the set of switching signals θ ∈ Lang(Bk) such that

∀l1 ≥ l2, τθ,Bkl1
− τθ,Bkl2

≤ T0 +
l1 − l2
γ

. (10)

Let us remark that for all θ ∈ ST0,γ(Bk) it holds that
γθ,Bk ≥ γ, but the converse is not true. Indeed, (10)
requires that the deviation of the return instants to the
accepting rate is uniformly bounded.
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Proposition 2. Let us assume that there exist a function
V : Q × Rn → R+

0 , and scalars α1, α2, α3 > 0, ρ > 0,
and λ ∈ (0, 1), such that for all e ∈ Rn, the inequalities
(5), (6), (7) hold and for all w ∈ Q and d ∈ Rn

V (w, e+ d) ≤ V (w, e) + α3‖d‖. (11)

Let T0 ≥ 0 and γ > ln(ρ)
− ln(λ) , then, there exists C1, C2 > 0

such that for all e0 ∈ Rn, for all θ ∈ ST0,γ(Bk) and for
all d : N→ Rn, for all t ≥ 1,

‖ẽ(t, e0, θ, d)‖ ≤ C1ρ̃
t‖e0‖+ C2 max

0≤s<t
‖d(s)‖ (12)

where ρ̃ = ρλγ < 1.

Proof. Let e0 ∈ Rn, θ ∈ ST0,γ(Bk), d : N → Rn, we
denote ẽ(·) = ẽ(·, e0, θ, d). Let q : N → Q be given by
(4), let the function W : N → R+

0 be given by W (t) =
V (q(t), ẽ(t)) for all t ∈ N. For better readability we de-

note τl = τθ,Bkl , κ(t) = κθ,Bk(t), and bt = max
0≤s<t

‖d(s)‖.

Let t ≥ 1, for all l ≥ 1, such that τl ≤ t, we get from (7)
and (11)

W (τl) ≤ λρW (τl − 1) + α3bt.

Then, from (6), it follows that

W (τl) ≤ λρ
(
ρ(τl−τl−1−1)W (τl−1) + α3bt

τl−τl−1−2∑
i=0

ρi
)

+ α3bt

≤ λρ(τl−τl−1)W (τl−1) + α3bt

τl−τl−1−1∑
i=0

ρi.

Let us assume that ρ > 1, then we get

W (τl) ≤ λρ(τl−τl−1)W (τl−1) +
α3bt
ρ− 1

ρ(τl−τl−1).

Then, by induction, we get

W (τl) ≤ λlρτlW (τ0) +
α3bt
ρ− 1

l−1∑
i=0

λiρ(τl−τl−1−i).

From (10), we have τl − τl−1−i ≤ T0 + i+1
γ . Hence,

W (τl) ≤ λlρτlW (τ0) +
α3bt
ρ− 1

l−1∑
i=0

λiρ(T0+
i+1
γ )

≤ λlρτlW (τ0) +
α3bt
ρ− 1

ρT0+
1
γ

1

1− λρ
1
γ

(13)

since by assumption λρ
1
γ < 1. Then, from (6), we have

W (t) ≤ ρt−τκ(t)W (τκ(t)) +
α3bt
ρ− 1

ρt−τκ(t) .

Then, from (13) with l = κ(t), it follows that

W (t) ≤ ρtλκ(t)W (τ0)

+

(
α3bt
ρ− 1

ρT0+
1
γ

1

1− λρ
1
γ

+
α3bt
ρ− 1

)
ρt−τκ(t) .

Then, from (10), we can show that t − τκ(t) ≤ T0 + 1
γ

and that κ(t) ≥ γt− γT0 − 1. This yields

W (t) ≤ ρtλγt−γT0−1W (τ0)

+

(
α3bt
ρ− 1

ρT0+
1
γ

1

1− λρ
1
γ

+
α3bt
ρ− 1

)
ρT0+

1
γ .

Hence, there exist C ′1, C
′
2 > 0 such that for all t ≥ 1

W (t) ≤ C ′1ρ̃tW (τ0) + C ′2bt. (14)

Note that, following similar steps, the same result can
be proved when ρ ≤ 1. Then, (12) follows directly from
(5) and (14).

Hence, Proposition 2 shows that the proposed observer
is robust to unmodeled dynamics and to measurement
noise. We emphasize that the class of switching signals
for which the robustness property holds is slightly more
restrictive than that in Proposition 1. However, it should
be noticed that this restriction allows us to guarantee
not only robustness but also exponential convergence of
the proposed observer.

4.3 Explicit design of observer gains

In this subsection, we present a particular design of the
observer gains L(w,σ), w ∈ Q and σ ∈ I, and of the
associated Lyapunov function V . The proposed design
requires the following property which is assumed to hold
throughout the subsection:

Assumption 1. Aσ is invertible for all σ ∈ I.

Let us fix ρ > ρe(A) where ρe(A) denotes the ellipsoid
norm approximation of the joint spectral radius ofA [9]:

ρe(A) = inf

{
ρ ≥ 0

∣∣∣∣∣ ∃M > 0, M> = M,

∀A ∈ A, A>MA ≤ ρ2M

}
.

Then, by definition, there exists M ∈ Rn×n symmetric
positive definite such that

A>σMAσ ≤ ρ2M, ∀σ ∈ I. (15)
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Let us also consider an arbitrary λ ∈ (0, 1).

Remark 4. The results presented in this section can be
extended to the case ρ = ρe(A) if there exists a symmetric
positive definite matrix M such that (15) holds.

We start with a preliminary result:

Lemma 4. There exists γ > 0 such that for all recon-
structible sequences σ1 · · ·σl ∈ O′[k]

W>σ1···σlWσ1···σl ≥ γM,

where Wσ1···σl = diag([1, 1ρ , . . . ,
1

ρl−1 ])Ω(σ1, . . . , σl).

Proof. Since all matrices in A are invertible, any re-
constructible sequence is also observable. Then, from
Theorem 1, we get that for any σ1 · · ·σl ∈ O′[k],
rank(Wσ1···σl) = n, and therefore W>σ1···σlWσ1···σl is
symmetric positive definite. Then, the result follows
directly from the fact that the set O′[k] is finite.

In the following, we provide an explicit construction of
observer gains L(w,σ) and of a Lyapunov function V un-
der the form

V (w, e) =
√
e>Pwe.

Let us associate a matrix Pw ∈ Rn×n with every word
w ∈ I∗, defined recursively as follows:

Pε = M (16)

Pwσ = ρ2A−>σ PwA
−1
σ +

ρ2

γλ2
A−>σ C>σ CσA

−1
σ , (17)

∀w ∈ I∗, σ ∈ I.

Let us prove several instrumental results related to prop-
erties of the matrices Pw.

Lemma 5. For all w ∈ I∗, Pw > 0.

Proof. From (17), it follows that

Pwσ ≥ ρ2A−>σ PwA
−1
σ , ∀w ∈ I∗, σ ∈ I.

Then, since Pε = M > 0 and Aσ is invertible for all
σ ∈ I by Assumption 1, it follows by induction that
Pw > 0 for all w ∈ I∗.

Lemma 6. For all w ∈ I∗, σ ∈ I, Pw ≤ Pσw.

Proof. From (17), we get that for all σ ∈ I,

Pσ ≥ ρ2A−>σ PεA
−1
σ .

From (15), we get that

M ≤ ρ2A−>σ MA−1σ .

Then, from (16) and the two previous inequalities, it
follows that Pε ≤ Pσ. Hence, the property holds for w =
ε and hence for all words of length 0. Then, we proceed
by induction. Let us assume that the property holds for
all words of a certain length l ∈ N, and let us consider
a word w of length l + 1. Then, there exists wl ∈ I∗,
|wl| = l and σl+1 ∈ I such that w = wlσl+1. Then, from
(17)

Pσw = Pσwlσl+1

= ρ2A−>σl+1
PσwlA

−1
σl+1

+
ρ2

γλ2
A−>σl+1

C>σl+1
Cσl+1

A−1σl+1
.

Since |wl| = l, we get by the induction assumption
Pσwl ≥ Pwl and therefore

Pσw ≥ ρ2A−>σl+1
PwlA

−1
σl+1

+
ρ2

γλ2
A−>σl+1

C>σl+1
Cσl+1

A−1σl+1
.

Then, from (17), we also get

Pw = Pwlσl+1

= ρ2A−>σl+1
PwlA

−1
σl+1

+
ρ2

γλ2
A−>σl+1

C>σl+1
Cσl+1

A−1σl+1
.

Then, Pσw ≥ Pw. By induction, the property holds for
all w ∈ I∗.

Lemma 7. For all w ∈ O′[k], M ≤ λ2Pw.

Proof. Let w ∈ O′[k], w = σ1 · · ·σl, then from (17)

Pw =Pσ1···σl

=ρ2lA−>σl · · ·A
−>
σ1
MA−1σ1

· · ·A−1σl

+
ρ2l

γλ2
A−>σl · · ·A

−>
σ1
C>σ1

Cσ1
A−1σ1
· · ·A−1σl

+
ρ2(l−1)

γλ2
A−>σl · · ·A

−>
σ2
C>σ2

Cσ2A
−1
σ2
· · ·A−1σl

+ · · ·+ ρ2

γλ2
A−>σl C

>
σl
CσlA

−1
σl
.

Then, it follows that

Pw ≥
ρ2l

γλ2
A−>σl · · ·A

−>
σ1
W>σ1···σlWσ1···σlA

−1
σ1
· · ·A−1σl .

Then, from Lemma 4 and (15), we get

Pw ≥
ρ2l

λ2
A−>σl · · ·A

−>
σ1
MA−1σ1

· · ·A−1σl ≥
1

λ2
M.
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Let us now define the matrices L(w,σ) ∈ Rn×p, for all
w ∈ I∗, σ ∈ I as follows:

L(w,σ) = AσP
−1
w C>σ

(
γλ2Ip + CσP

−1
w C>σ

)−1
. (18)

Then, the following fundamental property holds:

Lemma 8. For all w ∈ I∗, σ ∈ I,

(Aσ − L(w,σ)Cσ)>Pwσ(Aσ − L(w,σ)Cσ) ≤ ρ2Pw.

Proof. From (17), we get that for all w ∈ I∗, σ ∈ I,

1

ρ2
A>σ PwσAσ = Pw +

1

γλ2
C>σ Cσ.

Then, it follows that

ρ2A−1σ P−1wσA
−>
σ =

(
Pw +

1

γλ2
C>σ Cσ

)−1
= P−1w − P−1w C>σ

(
γλ2Ip + CσP

−1
w C>σ

)−1
CσP

−1
w

(19)

= P−1w −A−1σ L(w,σ)CσP
−1
w (20)

where (19) is obtained by the Woodbury matrix identity
and (20) is obtained by (18). Multiplying both sides by
Aσ on the left and by Pw on the right, we obtain

Aσ − L(w,σ)Cσ = ρ2P−1wσA
−>
σ Pw.

Therefore,

(Aσ − L(w,σ)Cσ)>Pwσ(Aσ − L(w,σ)Cσ) =

ρ4PwA
−1
σ P−1wσA

−>
σ Pw. (21)

Note that from (19), the following inequality holds:

ρ2A−1σ P−1wσA
−>
σ ≤ P−1w ,

which together with (21) gives:

(Aσ − L(w,σ)Cσ)>Pwσ(Aσ − L(w,σ)Cσ) ≤ ρ2Pw.

We are now in position of stating the main result of this
subsection:

Theorem 3. Let Bk be the DBA constructed using Al-
gorithm 1 for some k ≥ 1, let ρ > ρe(A) and λ ∈ (0, 1).
Under Assumption 1, for all w ∈ Q and σ ∈ I let the

matrices Pw and L(w,σ) be defined as in (16), (17) and
(18). Then, Pw > 0, for all w ∈ Q, and

(Aσ − L(w,σ)Cσ)>Pw′(Aσ − L(w,σ)Cσ) ≤ ρ2Pw, (22)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) 6= ε,

(Aσ − L(w,σ)Cσ)>Pw′(Aσ − L(w,σ)Cσ) ≤ ρ2λ2Pw,
(23)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) = ε.

In particular, the function V (w, e) =
√
e>Pwe satisfies

inequalities (5),(6) and (7).

Proof. The fact that Pw > 0, for all w ∈ Q, follows
from Lemma 5. Let us consider w ∈ Q, σ ∈ I, such that
w′ = δ(w, σ) 6= ε. Then, from Item (1) of Lemma 2, there
exist w1, w2 ∈ I∗ (possibly with w1 = ε or w2 = ε) such
that w = w1w2 and w′ = w2σ. Then, from Lemma 6,

Pw′ = Pw2σ ≤ Pw1w2σ = Pwσ.

Then,

(Aσ−L(w,σ)Cσ)>Pw′(Aσ − L(w,σ)Cσ)

≤ (Aσ − L(w,σ)Cσ)>Pwσ(Aσ − L(w,σ)Cσ)

≤ ρ2Pw

where the last inequality comes from Lemma 8.

Now consider w ∈ Q, σ ∈ I, such that w′ = δ(w, σ) = ε.
Then, from Item (2) of Lemma 2, there exist w1, w2 ∈ I∗
(possibly with w1 = ε or w2 = ε) such that w = w1w2

and w2σ ∈ O′[k]. From Lemma 7 and Lemma 6, we get

Pw′ = Pε = M ≤ λ2Pw2σ ≤ λ2Pw1w2σ = λ2Pwσ.

Then,

(Aσ−L(w,σ)Cσ)>Pw′(Aσ − L(w,σ)Cσ)

≤ λ2(Aσ − L(w,σ)Cσ)>Pwσ(Aσ − L(w,σ)Cσ)

≤ ρ2λ2Pw

where the last inequality comes from Lemma 8.

The fact that the function V satisfies inequalities (5),(6)
and (7) is then a direct consequence of Pw > 0, (22) and
(23), respectively.

Hence, in this section, we have shown that when all ma-
trices inA are invertible, for all ρ > ρe(A) and λ ∈ (0, 1)
it is possible to design observer gains such that condi-
tions of Proposition 1 are satisfied. In particular, for a
given γ∗ > 0, chosen for instance according to the ap-
proach described in Remark 2, one can appropriately
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choose the parameter λ to achieve any arbitrary conver-
gence rate for the error dynamics for all switching signal
θ such that γθ,Bk ≥ γ∗. However, it should be noted that
the faster the convergence rate, the larger the magnitude
of the observer gains is.

4.4 LMI-based design of observer gains

In this subsection, we present an alternative design of
the observer gains based on solving a set of linear matrix
inequalities.

Proposition 3. Let Bk be the DBA constructed using
Algorithm 1 for some k ≥ 1, let ρ > 0 and λ ∈ (0, 1). Let
us assume that there exist matrices Pw ∈ Rn×n, Y(w,σ) ∈
Rn×p, for w ∈ Q, σ ∈ I, such that the following LMIs
hold:

Pw > 0, ∀w ∈ Q, (24)(
Pw′ Pw′Aσ − Y(w,σ)Cσ
? ρ2Pw

)
≥ 0 (25)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) 6= ε,(
Pw′ Pw′Aσ − Y(w,σ)Cσ
? ρ2λ2Pw

)
≥ 0 (26)

∀w ∈ Q, σ ∈ I, s.t. w′ = δ(w, σ) = ε.

Then, the function V (w, e) =
√
e>Pwe satisfies inequal-

ities (5),(6) and (7) with observer gains

L(w,σ) = P−1δ(w,σ)Y(w,σ), w ∈ Q, σ ∈ I. (27)

Moreover, under Assumption 1, LMIs (24), (25), (26)
have a feasible solution for all ρ > ρe(A) and λ ∈ (0, 1).

Proof. Considering L(w,σ) given by (27), we get by Schur
complement that (25), (26) are equivalent to (22) and
(23). This, together with (24) implies that the function
V satisfies inequalities (5),(6) and (7).

Conversely, under Assumption 1, for ρ > ρe(A) and λ ∈
(0, 1), let the matrices Pw and L(w,σ) be defined as in
(16), (17) and (18). Then, let Y(w,σ) = Pδ(w,σ)L(w,σ). We
get from Theorem 3 and using Schur complement that
(24), (25), (26) are satisfied.

From Theorem 3 and Proposition 3, it appears that un-
der Assumption 1, it is always possible to design gains
for the switched observer (4), either using the explicit
construction or by solving LMIs. In this sense, the pro-
posed observer structure given by (4) is universal. Let
us remark that the observer gains need not be computed
online as opposed to approaches such as [25] or based
on Kalman filters [31], resulting in much simpler imple-
mentations in practice.

Remark 5. Let us briefly discuss the effect of k on the
complexity and the performances of the observer. The
number of observer gains is proportional to the number
of states of Bk, which increases with k, see Remark 1.
The gains are synthesized offline using the approaches
described in Theorem 3 or in Proposition 3, which have
linear and polynomial complexity with respect to the num-
ber of gains to be computed, respectively. As for online
computations, though the required storage is proportional
to the number of gains, the runtime complexity of the ob-
server does not depend on k. As for the performance, we
already mentioned at the end of Subsection 4.3, that for
any given k, the convergence rate of the observer could
be arbitrarily tuned using the design parameter λ. Never-
theless, as mentioned at the end of Section 3, Lang(Bk)
generally grows with k, so larger values of k may result
in observers that converge for a larger class of switching
signals.

4.5 Extension to switched systems with constrained
switching

In this subsection, we briefly explain how our approach
can be adapted when the switched system (1) is subject
to switching constraints. Let us assume that switching
signals θ belong to a subset S of Iω. We start by re-
marking that we can use the exact same approach as de-
scribed in the previous subsections, since the conclusions
of Proposition 1 hold for all θ ∈ S ∩ Lang(Bk). How-
ever, we can use the additional information provided by
S to design observers with lower complexity or higher
performance.

Firstly, due to switching constraints, not all recon-
structible sequences may appear in the switching sig-
nals. We denote by Sk the set of subsequences of length
up to k of sequences in S. Formally, let

Sk =

{
w ∈ I∗

∣∣∣∣∣ |w| ≤ k, ∃w1 ∈ I∗, w2 ∈ Iω,
w1ww2 ∈ S

}
.

Then, it is sufficient to consider the set of reconstructible
sequences given by Õ′[k] = O′[k] ∩ Sk. Then, we can de-
sign an observer using the same approach as before, sim-
ply building the automaton Bk from the set of recon-
structible sequences Õ′[k] instead of O′[k].

Additionally, if S is itself generated by a DBA B, i.e.
S = Lang(B), then we can use the following approach.

We start by computing a DBA B̃k such that Lang(B̃k) =
Lang(Bk)∩S. This is always possible, following the ap-
proach described in [7, Lemma 4.59 and Theorem 4.56].
One can then adapt the approach described in Subsec-
tion 4.4 with the DBA B̃k instead of Bk. In that case,
LMIs similar to (25) and (26) need to hold for all tran-
sitions to non-accepting states and to accepting states,
respectively.
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5 Numerical example

Let us consider Example 1 again and let Bk be the DBA
constructed using Algorithm 1 for k = 3 as shown in
Figure 1. Then, we solve the LMIs (24), (25), (26) for
ρ = 1.5, λ = 0.1, to synthesize the following observer
gains 1 :

L(ε,1) = ( 1 −0.26 0.01 )
>
, L(ε,2) = ( 0.82 0.68 −0.15 )

>

L(1,1) = ( 1 6.12 −4.1 )
>

L(1,2) = ( 0.76 0.74 0.02 )
>

L(2,1) = ( 1 −1.05 0.07 )
>

L(2,2) = ( 0.97 0.53 −0.43 )
>

L(12,1) = ( 1 −1.03 −0.11 )
>

L(12,2) = ( 0.14 1.36 −1.29 )
>

L(21,1) = ( 1 0 0 )
>

L(21,2) = ( 1.38 0.12 0 )
>

L(22,1) = ( 1 −0.98 0.98 )
>

L(22,2) = ( 0.88 0.62 0.04 )
>

For the same values of ρ and λ, we also computed the ob-
server gains using the explicit design presented in Sub-
section 4.3 (which is feasible thanks to Remark 4). For

the chosen value of ρ and λ, we have ln(ρ)
− ln(λ) = 0.18.

We first consider a switching signal consisting of succes-
sions of a random reconstructible sequence in O′[k] and
of a random mode in I. Therefore, we have by construc-
tion that the accepting rate of this switching signal sat-
isfies γθ,Bk ≥ 0.25 > 0.18. Then, from Proposition 1, it
follows that the observer asymptotically converges. For
both types of observers, this is confirmed by the simu-
lations shown in Figure 2. This figure shows the switch-
ing signal θ, the discrete state of the switched observer
q given by the discrete dynamics in (4). The return in-
stants (i.e. instants where q visits the accepting state ε)
are indicated with red circles. We also show the evolu-
tion in logarithmic scale of the norm of the estimation
error e for both type of gains. We can check that the ob-
server converges faster with the explicit design than with
the LMI-based design. Actually, the convergence rate of
the observer designed using LMIs is quite close to the
theoretical guarantees provided by Proposition 1, which
essentially predicts a contraction of the estimation error
by a factor λ between each return instants.

Now we consider the case when the system is driven
by a switching signal with low accepting rate. For this
purpose, let us consider a periodic switching signal con-
structed as follows: between instants t = 0 and t = 30
mode 2 is activated, and between t = 31 and t = 40
mode 1 is activated and the rest is constructed using pe-
riodicity. The discrete state of the observer q(t) visits the
accepting state twice over each period. Therefore, this
switching signal satisfies γθ,Bk = 0.05 < 0.18. Simula-
tions for both types of observers are shown in Figure 3.

1 The Matlab scripts of the numerical example and of the
case study are available at the following repository: https:
//github.com/georgesaazan/w-regular-observer
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Fig. 2. Simulations for the case γθ,Bk > ln(ρ)
− ln(λ)

: top - switch-

ing signal θ; center - discrete state of the switched observer
q, red circles indicate return instants; bottom - norm of the
estimation error e in logarithmic scale for both type of gains.
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Fig. 3. Simulations for the case γθ,Bk < ln(ρ)
− ln(λ)

: top - switch-

ing signal θ; center - discrete state of the switched observer
q, red circles indicate return instants; bottom - norm of the
estimation error e in logarithmic scale for both type of gains.

One can check on these simulations that the observer di-
verges for both types of gains. This shows, as expected,
that the occurrence of reconstructible sequences must be
frequent enough in order to make the observer converge.

Let us study the conservativeness of the obtained theo-
retical bound on the accepting rate guaranteeing conver-
gence. For that purpose, we aim to estimate numerically
the following quantity:

l∗ = inf
{
l
∣∣∣ γθ,Bk ≥ l =⇒ lim

t→∞
‖e(t)‖ = 0

}
.

From Proposition 1, we can conclude that l∗ ≤ ln(ρ)
− ln(λ) =

0.18. To estimate l∗ numerically, we run simulations

12
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Fig. 4. Ratio of stable simulations for 0 ≤ γθ,Bk ≤ 0.2

for several switching signals generated by a two state
Markov chain, corresponding to 10201 different values of
the transition probabilities. For each signal we checked
numerically the stability of the error dynamics for the
observer obtained in Proposition 3 and we computed
the corresponding accepting rate. The results are pre-
sented in Figure 4. The y-axis in Figure 4 represents
the ratio of simulations where the estimation error goes
to zero over the total number of simulations for an in-
terval of γθ,Bk . We can conclude from these simulations
that l∗ ≥ 0.10, note that this lower bound is likely to
be conservative since considering only signals generated
by Markov chains is a restriction with respect to the as-
sumptions of Proposition 1. In any case, we can conclude
that l∗ ∈ [0.10, 0.18].

6 Case study: the multicellular converter

Let us consider the circuit of the multicellular converter
taken from [27, 28] and shown in Figure 5. This system is
an example of switched dynamical systems due to several
commutation cells in the circuit. The dynamics of this
converter is described by the following equations:

İ = −R
L
I +

E

L
Sn −

n−1∑
j=1

Vcj
L

(Sj+1 − Sj)

V̇cj =
I

cj
(Sj+1 − Sj), j = 1, . . . , n− 1

where cj and Vcj are the capacitance and the voltage of
the j-th capacitor respectively, I is the current passing
through the load consisting of the resistor R and the
inductor L, E is the voltage of the source. Sj ∈ {0, 1} is
a binary signal corresponding to the j-th commutation
cell. When Sj = 1, the upper switch of the j-th cell is
“on” and the lower switch is “off” and vice versa in the
other case.

Sn Sj S2 S1

Sn Sj S2 S1

L

R

I

E
+

−

Vcn−1
Vcj−1

Vc1

Fig. 5. Multicellular converter with an inductive load.

We consider the bijection between the set {0, 1}n
and the set {1, . . . , 2n} which maps the binary vec-

tor (S1, . . . , Sn) to θ = 1 +
∑n−1
j=0 2jSj+1. Writing

x = (Vc1 , . . . , Vcn−1
, I)> ∈ Rn, u = E, and assuming

only y = I is measured, the system dynamics can be
described by a continuous time switched system of the
form:

ẋ(t) = Aθ(t)x(t) +Bθ(t)u(t),

y(t) = Cθ(t)x(t)
(28)

For numerical experiments, we consider n = 3 commu-
tation cells, with the following parameter values E =
1500 V, c1 = c2 = 40µF, R = 10 Ω, L = 0.5 mH. For
such numerical values, the state matrices are given by

A1 = 103 ×
(

0 0 0
0 0 0
0 0 −20

)
, A2 = 103 ×

(
0 0 −25
0 0 0
2 0 −20

)
A3 = 103 ×

(
0 0 25
0 0 −25
−2 2 −20

)
, A4 = 103 ×

(
0 0 0
0 0 −25
0 2 −20

)
A5 = 103 ×

(
0 0 0
0 0 25
0 −2 −20

)
, A6 = 103 ×

(
0 0 −25
0 0 25
2 −2 −20

)
A7 = 103 ×

(
0 0 25
0 0 0
−2 0 −20

)
, A8 = 103 ×

(
0 0 0
0 0 0
0 0 −20

)
while the output matrices are Ci = (0 0 1), for all i =
1, . . . , 8. In the following, we consider a sampled version
of (28) with a sampling period T = 0.3 ms.

Let us remark that the dynamics in all modes are unob-
servable. Hence, it is not possible to build an observer
that is convergent for arbitrary switching signals. Addi-
tionally, the system is subject to the following constraint
on the switching signal [27, 28]: only one commutation
cell can be switched at a time. This constraint translates
to some adjacency relations between modes described by
the graph in Figure 6. When a mode change occurs in
the switching signal θ, the new mode must be adjacent
to the previous one. Our goal is to design an observer
for this switched system with constrained switching. The
approach presented in [27, 28] is similar to that of [25]
and requires computing the observer gains online.

As described in Subsection 4.5, we compute the set Õ′[k]
of reconstructible sequences satisfying the switching con-
straints, which, for k = 3, contains 48 sequences. We also
checked numerically that the cardinality of this set sat-
isfies |Õ′[k]| = 48(k−2) for k = 3, 4, 5, 6, 7. This suggests
that this set increases linearly with k. Then, we use Al-
gorithm 1 to build the corresponding Büchi automaton
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Fig. 6. Adjacency relations between modes describing the
constraints on the switching signal θ. When a mode change
occurs in the switching signal θ, the new mode must be
adjacent to the previous one.

B3. As (28) possesses a nonstrict common quadratic Lya-
punov function (the energy of the system) and thanks to
Remark 4, we can apply the explicit design of observer
gains presented in Subsection 4.3 for ρ = 1 and λ = 0.1.
Let us remark that switching sequences satisfying adja-
cency constraints can be generated using a DBA B (see
e.g. [29]). Then, as explained in Subsection 4.5, we can

further compute the DBA B̃3 shown in Figure 7 and such
that Lang(B̃3) = Lang(B3) ∩ Lang(B). Then, we solve
the corresponding LMIs (24), (25), (26) with ρ = 1 and
λ = 0.1 to design observer gains.

Numerical simulations are shown in Figure 8. The fig-
ure shows the switching signal θ; the return instants (i.e.
instants where q visits an accepting state) are indicated
with red circles. We also show the evolution in logarith-
mic scale of the norm of the estimation error e for both
designs. We can see again that the observer based on
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Fig. 7. DBA B̃3 that generates switching sequences satis-
fying the adjacency constraints shown in Figure 6 and with
an infinite number of reconstructible subsequences in Õ′[k].
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Fig. 8. Simulations for the multicellular converter: top -
switching signal θ, red circles indicate return instants; bot-
tom - norm of the estimation error e in logarithmic scale for
both type of gains.

the explicit design converges faster than the one based
on LMIs whose convergence rate is more consistent with
the theoretical guarantees provided by Proposition 1.

We end this section by mentioning that in [27, 28], they
consider a sampling period T = 1 ms. In that case, the
state matrices of the sampled system are numerically
close to singularity and thus Assumption 1 is not ro-
bustly satisfied. This results in the explicit design of Sub-
section 4.3 to be numerically ill-conditioned. In practice,
due to numerical errors, the ensuing observer is diver-
gent. However, it is important to remark that even in
that case, the observer based on the LMI design still
works smoothly.

7 Conclusion

In this paper, we presented an approach to design ob-
servers for discrete-time switched linear systems. Our
approach combines automata theory, Lyapunov tech-
niques and LMI-based design to synthesize switched ob-
servers. The most important feature of the proposed ob-
server structure is that it is universal as we show that it
is always possible to design observer gains that make this
observer convergent. We have shown the effectiveness of
our approach in a case study on multicellular converters.

In future work, we aim at investigating the duality be-
tween observability and controllability to design, using
a similar approach, switched controllers to stabilize
discrete-time switched linear systems.
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