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Abstract

This work is concerned with implementing the hybridizable discontinuous Galerkin (HDG)
method to solve the linear anisotropic elastic equation in the frequency domain. First-order
formulation with the compliance tensor and Voigt notation are employed to provide a com-
pact description of the discretized problem and flexibility with highly heterogeneous media.
We further focus on the question of optimal choices of stabilization in the definition of HDG
numerical traces. For this purpose, we construct a hybridized Godunov-upwind flux for
anisotropic elastic media possessing three distinct wavespeeds. This stabilization removes
the need to choose a scaling factor, contrary to the identity and Kelvin–Christoffel based
stabilizations which are popular choices in the literature. We carry out comparisons among
these families for isotropic and anisotropic material, with constant background and highly
heterogeneous ones, in two and three dimensions. These experiments establish the optimality
of the Godunov stabilization which can be used as a reference choice for a generic material
in which different types of waves propagate.

1 Introduction

In this work, we implement the Hybridizable Discontinuous Galerkin (HDG) method to solve the
linear anisotropic elastic equation in the frequency domain and construct robust stabilization in
the definition of the numerical traces required by the method. The investigation has in mind
applications which are geared towards wave simulation and full waveform inversion (FWI) in
heterogeneous Earth subsurfaces. To discretize with the HDG method, the elastic equation with
its constitutive law is reformulated as a first-order system with a pair of unknowns consisting of
displacement u and stress σ. This system is then written as a union of local problems defined on
each mesh element with prescribed data given by the HDG global variable λu representing the
trace of u. The local problems are linked by transmission conditions and boundary conditions
defined on the interfaces and exterior boundary, respectively. Together with a definition of the
numerical trace of the traction denoted by σ̂ on the boundary of each element, the transmission
conditions combined with the inversion of local problems result in a global problem in λu defined
on the skeleton of the mesh. A choice of stabilization operator denoted by τu is required to
define σ̂, and the judicial choice of which is important to ensure the robustness and accuracy of
the discretization method.
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Works implementing HDG method in linear elasticity are e.g., [4] for time-harmonic elastic-
ity, [32, 23] for static isotropic elasticity, [35, 22, 15, 17] for static elasticity including anisotropy,
and [36, 30, 21] for time-domain isotropic elasticity. These works, including ours, follow the
approach of the original HDG method devised by Cockburn and co-authors for second-order el-
liptic equations [13, 14]. The HDG method retains the attractive features of the Discontinuous
Galerkin family, such as being locally conservative, flexible with h-p adaptivity strategy and
complex geometry [21]. Additionally, it provides optimal convergence with L2-based approxi-
mation with equal degree of polynomials for the primal variable and its derivatives. Finally, it is
highly parallelizable and amenable to hybrid computing architecture, cf. [18]. For more detailed
discussions of the method, we refer to [1, 14, 10, 35, 32, 23, 11], and for its implementation to
various equations, [21, 24]. Other methods related to HDG are Weak Galerkin or Hybrid High
Order, cf. [42] and [16, 12] for elasticity.

In view of applications in seismology, in particular with FWI, strong features of the HDG
method are its flexibility with material heterogeneity and unstructured meshes, and that it can
provide accurate and stable performance at tenable computational costs. The Finite Differ-
ence method can outperform Finite Element methods on media with low-variation properties;
however, its need for structured grids creates problems for backgrounds with strong variation
and topography (roughness of boundary), and with implementation of boundary conditions, cf.
[40, Section 4.2]. In our work, the above advantages of the HDG method are further exploited
by employing a first-order formulation in (u,σ) with the constitutive law written in terms of
the compliance tensor. This allows for parameter variation within a mesh cell and, as shown
in our numerical investigation, leads to a better representation of complex media and a more
numerically stable resolution for these media. Another feature of our implementation is that
the discretized problem is compactly described using Voigt representation, which maximizes
matrix operations and provides an efficient book-keeping of physical parameters for any generic
anisotropic material. These features are important not only in code building for the forward but
also for the inverse solver.

In this work, we will focus on the question of choosing a robust choice for the stabilization
matrix τu. Most of the above-cited references which employ the HDG method for elasticity work
with an identity-based stabilization, i.e., choosing τu = τ Id with Id the identity matrix and τ a
scalar scaling factor. This is with the exception of [35, 22, 15] which investigate stabilization of
the form τu = τΓ where Γ is the Kelvin–Christoffel (KC) matrix for elastostatics, and [36] which
constructs the hybridized Godunov-upwind flux for time-domain isotropic elasticity. For static
isotropic elasticity, numerical investigations on choices for the scaling factor τ are carried out
for identity-based stabilizations in [32], and in [35, 22] for KC-based stabilizations. We also refer
to [26] for a study of scaling factors for identity-based stabilizations for the Helmholtz equation
considering complex-valued scaling factors. On the other hand, there are no such investigations
for elastodynamics, with isotropy or anisotropy.

We start our investigation by extending the hybridization technique of upwind fluxes for
isotropy in [36] to anisotropy under the assumption of three distinct wave speeds. The ingredients
for its construction in anisotropy, which remain the same as in isotropy, consist of the exact
solutions of the Riemann problem and their Rankine–Huguniot jump conditions. They are
also employed in [43, 39, 38, 44] to construct upwind flux for DG implementation in the time
domain, which depend however on information from both sides of an interface, in contrast with
the hybridized HDG fluxes in our work and [36], which are defined from only one-sided data.
Hybridization of the Godunov flux is also discussed in a series of works with different formalisms
[5, 6, 7] and in which the Rankine–Hugoniot jump conditions are recognized in sequel works
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([6, 7]) to provide a more natural and direct way to devise the HDG flux. Also employing the
notion of Riemann problems to devise the HDG scheme for compressible fluid flow are, e.g.,
[41, 29] and the references therein, in which hybridization is carried out with Lax–Friedrichs,
Roe and Harten–Lax–Van Leer approximate Riemann solvers.

In the second part of this work, we compare three families of stabilization: identity-based,
KC-based, and hybridized Godunov (cf. Subsection 3.4) for various settings and types of waves.
We show that the Godunov stabilization as derived is optimal, while the other two families
require correct scaling factors which might not be universal in order to match the performance
of the Godunov stabilization. The comparison is also carried out for setting supporting mixed
types of wavefields in highly varying backgrounds, to conclude on the versatility of the Godunov
stabilization and the fact that it provides a reference choice for generic anisotropic material and
general simulations.

The organization of this article is as follows. We gather in Section 2 the notations needed
in later sections, in particular for the discretization and in the construction of the hybridized
flux. In Section 3, a first-order formulation for the elastic equation, its HDG formulation, and
corresponding discretized problem are given. The construction for elastic anisotropy is carried
out in Section 4, and numerical experiments are displayed in Section 5.

2 Notations

We introduce here the quantities that appear in the rest of the paper. In particular, the quantities
with Voigt notation (Subsections 2.2 and 2.4) are employed to describe the discretized problem
in Subsection 3.3, and to construct the hybridized Godunov-upwind flux in Subsection 3.3.

2.1 General notations

We denote by S2 the set of 3 × 3 symmetric matrices and S4 the set of fourth order tensors
bearing the symmetry of the elastic tensor:

S2 := {w = (wij)i,j=x,y,z ∈ C3×3
∣∣wij = wji} ,

S4 :=
{
T = (tijkl)i,j,k,l=x,y,z ∈ C3×3×3×3

∣∣ tijkl = tjikl = tijlk = tklij
}
.

(2.1)

We list here the operations employed on the following objects: for vectors v = (vi)
3
i=1,w =

(wi)
3
i=1, matrices χ = (χkl)

3
k,l=1, χ̃ = (χ̃kl)

3
k,l=1, and fourth-order tensor T = (tijkl)

3
i,j,k,l=1,

v ·w =
3∑

j=1

vjwj , (2.2a)

χ : χ̃ =
3∑

i,j=1

χij χ̃ij , (2.2b)

(v ⊗w)ij = viwj , (2.2c)

v · χ ·w =

3∑
i,j=1

vi χij wj , (2.2d)

χv =

3∑
j=1

χij vj , (2.2e)

(Tχ)ij =

3∑
k,l=1

tijkl χkl, (2.2f)

v ⊙w =
v ⊗w +w ⊗ v

2
, (2.2g)

χ : S : χ̃ =
3∑

i,j,k,l=1

χijSijklχ̃kl. (2.2h)
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We also employ the following differential operators:

(∇w)ij = ∂jwi, ∇sw =
∇w + (∇w)t

2
, (∇ · χ)i =

3∑
j=1

∂jχij . (2.3)

2.2 Voigt identification

We define the following mapping ism which identifies the indices of a symmetric matrix with
integer values,

ism :
‘xx’ 7→ 1, ‘yy’ 7→ 2, ‘zz’ 7→ 3,

‘zy’, ‘yz’ 7→ 4, ‘xz’, ‘zx’ 7→ 5, ‘xy’, ‘yx’ 7→ 6.
(2.4)

We denote by Ism the ordered set consisting of the diagonal and lower-diagonal (equivalently
upper-diagonal) indices,

Ism := ( ‘xx’ , ‘yy’ , ‘zz’ , ‘yz’ , ‘xz’ , ‘xy’)

= ( ‘xx’ , ‘yy’ , ‘zz’ , ‘zy’ , ‘zx’ , ‘yx’)

identified

←→
with

(1, . . . , 6) . (2.5)

In Voigt notation, a symmetric 3×3 matrix w is identified with a vector of length 6, denoted
by −→w , by employing identification (2.4),

S2 ∋ w =

(wxx wxy wxz

wyx wyy wyz

wzx wzy wzz

)
←→

Voigt identification

−→w =
(
wxx , wyy , wzz , wyz , wxz , wxy

)t
= (wism(J))J∈Ism .

(2.6)

A fourth order symmetric tensor in S4 is identified with a symmetric matrix of size 6× 6 as

S4 ∋ T = (tijkl)
3
i,j,k,l=1 ←→

Voigt identification

=
T = (tJJ′)J,J′∈Ism =

(
tism(J)ism(J′)

)
J,J′∈Ism

. (2.7)

We will also work with the following identifications,

−→w† := D†−→w ,
=
T

†
=

=
TD† , †=T† := D†=TD†, (2.8)

with diagonal matrix D† :=

(
Id3×3 03×3

03×3 2 Id3×3

)
. (2.9)

The definition in (2.8) and matrix D† arise when tensor operations are rewritten with Voigt
identification. For example, the contraction (2.2b) between two symmetric matrices τ1, τ2 ∈ S2
can be written as,

τ1 : τ2 = −→τ1 · −→τ2† = −→τ1† · −→τ2 = −→τ1 ·D† · −→τ2, (2.10)

where the operation in the second and third expression are vector dot products (2.2a), while the
fourth expression is the bilinear form defined in (2.2d). The product (2.2f) between a symmetric
tensor C ∈ S4 and a matrix χ ∈ S2 can be written as,

−−→
Cχ =

=
CD†−→χ =

=
C

†−→χ =
=
C −→χ † ; (2.11a)

−−→
Cχ† = D† =

CD†−→χ (2.8)
= †=C†−→χ = D† =

C −→χ † . (2.11b)

For other identities with Voigt notation, we refer to [31, Section 3].

4



2.3 Useful facts in linear elasticity

We note the following facts which will be employed in the discretization of the elastic equation,
cf. (3.1). The stiffness tensor C = (Cijkl)

3
i,j,k,l=1, compliance tensor S = (Sijkl)

3
i,j,k,l=1, the

strain matrix ϵ = (ϵIJ)I,J=x,y,z, and stress matrix σ = (σIJ)I,J=x,y,z, are such that,

C, S ∈ S4, C = S−1, ϵ, σ ∈ S2. (2.12)

Their relations are given by the constitutive law of linear elasticity,

σ = Cϵ, or equivalently ϵ = Sσ. (2.13)

Fact 1. We write the unit vectors in Cartesian basis of R3 and R6, respectively as,

eI ∈ R3, with I = x, y, z , and êJ ∈ R6, with J ∈ Ism . (2.14)

The latter basis is indexed by Ism (2.5). We define the following symmetric matrix using (2.2g),

=
eJ :=

{
eI ⊙ eJ , I = J,

2 eI ⊙ eJ , I ̸= J.
(2.15)

A basis for symmetric matrices is given by {=eJ}, and in the Voigt identification (2.6), by {êJ}.
In particular for the stress tensor, σ = (σIJ)

3
I,J=1 ∈ S2, we have

σ =
∑

J∈Ism

σJ
=
eJ ,

−→σ =
∑

J∈Ism

σJ êJ . (2.16)

Fact 2. Employing identities in (2.11), the constitutive laws (2.13) can be written with Voigt
notations (2.6) and (2.7) as,

σ = Cϵ ⇔ −→σ =
=
CD†−→ε , ϵ = Sσ ⇔ −→ϵ =

=
SD†−→σ . (2.17)

The inverse relation between the stiffness tensor C and compliance tensor S can be written as,

=
S = (†

=
C†)−1 , †=S† =

(=
C
)−1

. (2.18)

This is useful for computing the compliance tensor of a generic anisotropic elastic material.

2.4 Kelvin–Christoffel (KC) matrix

The 3× 3 Kevin-Christoffel matrix in direction ν is defined as, cf. [8],

Γ(ν) := ν ·C · ν, with (ν ·C · ν)jk =
3∑

i,l=1

νi cijkl νl . (2.19)

From the symmetry of the stiffness tensor C ∈ S4, the matrix Γ(ν) is symmetric and positive
definite, and thus it is diagonalizable with positive eigenvalues, cf. [31]. The definition of the
KC matrix can be rewritten in terms of the Voigt notation of C as follows,

Γ(ν) = A(ν) †
=
C† At(ν), (2.20)
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where, for a vector ξ ∈ C3, we define

A(ξ) :=
∑

I=x,y,z

ξI AI , A†(ξ) :=
∑

I=x,y,z

ξI A†
I , (2.21)

with the elementary matrices

Ax =

( 1 0 0 0 0 0

0 0 0 0 0
1
2

0 0 0 0
1
2 0

)
, Ay =

(
0 0 0 0 0

1
2

0 1 0 0 0 0

0 0 0
1
2 0 0

)
, Az =

(
0 0 0 0

1
2 0

0 0 0
1
2 0 0

0 0 1 0 0 0

)
. (2.22)

With matrix D† of (2.9), we also define,

A†
I = AI D

† , where I = x, y, z . (2.23)

2.5 Examples

Isotropic elasticity The stiffness tensor for an isotropic material has the following form in
Voigt notation (2.7),

=
C iso =


λ+2µ λ λ 0 0 0
λ λ+2µ λ 0 0 0
λ λ λ+2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 ,
=
Siso =


1/E −ν/E −ν/E 0 0 0

−ν/E 1/E −ν/E 0 0 0

−ν/E −ν/E 1/E 0 0 0
0 0 0 1/4µ 0 0
0 0 0 0 1/4µ 0

0 0 0 0 0 1/4µ

. (2.24)

Here the two degrees of freedom are given by the Lamé parameters λ and µ, or by the Young
modulus E and Poisson coefficient (ratio),

E :=
(3λ+ 2µ)µ

λ+ µ
, ν :=

λ

2(λ+ µ)
,

ν

E
=

λ

2µ(3λ+ 2µ)
. (2.25)

With ρ denoting the material density, the KC matrix for isotropic elasticity is

Γiso(ν) = µId + (λ+ µ)ν ⊗ ν = ρ
(
c2SId + (c2P − c2S)ν ⊗ ν

)
. (2.26)

The second expression is written in terms of the P- and S-wave speed. The isotropic eigenvalues
are independent of ν,

µ = ρc2S with multiplicity 2, and λ+ µ = ρc2P with multiplicity 1. (2.27)

Vertical transverse isotropy (VTI) Elastic materials in this family are rotational symmet-
ric around ez. Their stiffness tensor in Voigt representation (2.7) is given with five independent
coefficients, cf. [8, Equation (1.39)],

CVTI =


C11 C11−2C66 C13 0 0 0

C11−2C66 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66

 . (2.28)

In this case, the KC matrix takes the following form,

ΓVTI(ν) =

 C11 ν2x+C66 ν2y+C44 ν2z (C13+C44)νyνz (C13+C44) νxνz

C66ν2x+C11 ν2y+C44 ν2z (C11−C66) νx νy

C44(ν2x+ν2y)+C33 ν2z

. (2.29)
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3 HDG formulations for time-harmonic linear elasticity

We consider the propagation of time-harmonic waves in linear elasticity in terms of the displace-
ment u. For a domain Ω and an interior source f , the wave equations are given by (e.g., [8]),

Formulation (u,σ)S

{
− ω2 ρ(x)u(x, ω) − ∇ · σ(x, ω) = f(x, ω) ,

S(x)σ(x, ω) = ∇su(x, ω) .

(3.1a)

(3.1b)

Here, σ is the stress tensor, ρ is the density, S is the compliance tensor which is the inverse of
the stiffness tensor S := C−1.

Remark 1 (Alternative formulations). Several variants to (3.1) have been introduced and studied
in the literature, containing ω or ω2, and with possibly different choices of unknowns such as
the strain tensor ϵ := ∇su. For instance, in our report [31], we compare the formulation (3.1)
with one in terms of (v,σ) with the velocity v := −iω u, resulting in a system containing ω
instead of ω2. We note that (3.1) gives the formulation for elastostatics as ω → 0, and we have
not observed any difference between these two formulations, cf. [31, Sections 6 and 7].

Remark 2. We write the equation in terms of the compliance tensor S instead of the stiffness
tensor C = S−1. This allows us to easily encode highly-varying backgrounds on meshes con-
taining large cells, see Subsection 5.2.2. In this case, high-order polynomial discretization is to
be employed, which is critical for the efficiency of the HDG method compared to CG one, [18].
Secondly, it allows us to have a flexible representation of the physical properties on the discretized
domain as seen in our experiments Section 5, and which is a key ingredient for inversion, [20].

3.1 Discretization domain

For numerical resolution, we employ a conforming triangulation of the domain Ω, denoted by
Th, which consists of non-overlapping elements Ke, 1 ≤ e ≤ |Th|,

Ω =

|Th|⋃
e=1

Ke := Ωh, Th = {Ke
∣∣1 ≤ e ≤ |Th|}. (3.2)

The set of faces in the mesh Th, denoted by Σh, consists of faces F which also form the boundary
of all elements K in Th,

Σh =

|Th|⋃
e=1

∂Ke = {Fk
∣∣1 ≤ k ≤ |Σh|}. (3.3)

We distinguish between the interior faces, also called interfaces, Σint and boundary ones Σ∂

which form the boundary of Ωh:

Σh = Σint ∪ Σ∂ , with Σ∂ = ∂Ωh = ΣN ∪ ΣD ∪ Σ∞ . (3.4)

The latter set is partitioned into non-overlapping regions on which Neumann, Dirichlet, and
Robin boundary conditions can be imposed. In our experiments, we only consider tetrahedal
meshes in 3D and triangle meshes in 2D.
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Local and global indexes of an edge An edge F ∈ Σh can be referred to in two ways,

1. as Fk, with 1 ≤ k ≤ |Σh|, here k is the index of the face F in the ordered set Σh,

2. as F(e,ℓ) with 1 ≤ e ≤ |Th|, 1 ≤ ℓ ≤ neface, when it is considered as part of the boundary
of an element Ke, and ℓ is its index among the set of faces of Ke. Note that neface is the
number of edges in 2D, and the number of faces in 3D. Working with simplexes, we have,

neface = 4, in 3D, neface = 3, in 2D. (3.5)

Jump operator At an interface F, the jumps J · K of a vector v and of the traction of a matrix

χ defined on
◦
K+ ∪

◦
K− with

◦
denoting the interior, are respectively defined as

JvK := v|K+ − v
∣∣
K− , Jχν K := χ|K+ν+ + χ|K−ν− , (3.6)

with ν± the outward-pointing normal vector defined on ∂K±.

3.2 Statement of HDG problem for formulation (u,σ)S

In the HDG method, the original global problem is statically condensed into a problem in terms
of a hybrid variable defined on the skeleton of the mesh [28]. Specifically, it is first written as
a union of local boundary-valued problems defined for each mesh cell, having as boundary data
the hybrid variable. Local problems are linked by transmission conditions (or jump conditions)
which constrain weakly the continuity of solutions. In this way, a global problem is obtained
and solved in terms of the hybrid variable; after this, the primal and mixed unknowns are found
by solving the local problems, which can be realized in a parallel manner. For a more in-depth
discussion, we refer the readers to [24].

Strong form The local problems are boundary value problems defined on each cell K ∈ Th
with prescribed Dirichlet condition λu ∈ L2(∂K). From (3.1), we have,

− ω2 ρu − ∇ · σ = f , on K ,

Sσ = ∇su , on K ,

u = λu , on ∂K .

(3.7a)

(3.7b)

(3.7c)

The trace λu is determined by the transmission condition,

JσνK = 0 on F ∈ Σint, (3.8)

and the boundary conditions on the boundary of the domain Σ∂ are given by,

λu = gD on ΣD , Dirichlet boundary,

σν = 0 on ΣN , Neumann boundary,

σν = −iωZ λu on Σ∞ , Robin boundary.

(3.9)

The Robin condition employs impedance-like matrix Z = (ZIJ)I,J=x,y,z.
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Finite element spaces Below, tensor-valued functions whose components taking value in a
function space V are written as,

vector-valued Vn , matrix-valued Vn×n , symmetric
matrix-valued

Vn×n
sym . (3.10)

We introduce the global finite element spaces

Uh = {u = (uI)I=x,y,z ∈ L2(Ωh)
3 : uI |K ∈ Uh(K), ∀K ∈ Th} ;

Vh = {v = (vIJ)I,J=x,y,z ∈ L2(Ωh)
3×3
sym : vIJ |K ∈ Vh(K), ∀K ∈ Th} ;

Mh = {w = (wI)I=x,y,z ∈ L2(Σh)
3 : µI |F ∈Mh(F), ∀F ∈ Σh} .

(3.11)

We employ polynomials of equal degree in (3.11), as was done in [35, 4, 21]; specifically, with
Pk(D) denoting the space of polynomials of degree k defined on domain D ⊂ R3,

Uh(K) = Vh(K) = Pk(K) , Mh(F) = Pk(F) . (3.12)

Approximate problem To obtain the discrete problem, we integrate the local problem (3.7)
against test functions (ϕ,Ψ) ∈ Uh×Vh, and the problems on the interfaces against test functions
ξ ∈ Mh, and carry out integration by parts. In the weak form associated with (3.7a), we also
employ the following definition for the numerical trace of the traction,

σ̂ν = σhν − τu(uh − λuh) , with stabilization matrix τu = (τIJ)I,J=x,y,z, (3.13)

and carry out an inverse integration by parts. For more details in obtaining (3.14), see [31].

The approximate problem reads as follows: Find (uh,σh,λuh) ∈ Uh × Vh ×Mh that solves,

1. Local problems on element Ke ∈ Th, for all test functions (ϕ,Ψ) ∈ Uh × Vh,
− ω2

∫
K
ρuh · ϕdx−

∫
K
(∇ · σh) · ϕdx+

∫
∂K

ϕ · τu(uh − λuh) dsx =

∫
K
f · ϕdx,∫

K
σh : S : Ψ dx = −

∫
K
uh · ∇ ·Ψdx+

∫
∂K

ν ·Ψ · λuh dsx .

(3.14a)

(3.14b)

2. Interface and boundary problems: the transmission and Neumann conditions give,

|Th|∑
e=1

∫
∂Ke∩(Σint∪ΣN)

(
ν · σh · ξ − ξ · τu · (uh − λuh)

)
dsx = 0 , ∀ξ ∈Mh(Σint ∪ ΣN) .

(3.15)
The Robin boundary conditions (3.9) give, ∀ξ ∈Mh(Σ∞),

|Th|∑
e=1

∫
∂Ke∩Σ∞

(
ν · σh · ξ − ξ · τu · (uh − λuh) + iω ξ · Z · λuh

)
dsx = 0 . (3.16)

The Dirichlet condition is imposed weakly, ∀ξ ∈Mh(ΣD),

|Th|∑
e=1

∫
∂Ke∩ΣD

(
λuh − gD

)
· ξ dsx = 0 , on ΣD . (3.17)
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3.3 Discretization of HDG problem

The discussion in this section employs the Voigt notation introduced in Subsection 2.2.

3.3.1 Discrete unknowns

Local Basis functions We have three groups of basis functions for the local finite element
spaces introduced in (3.11),

Local finite element space Basis functions Dimension

Uh(K
e), 1 ≤ e ≤ |Th| ϕej , 1 ≤ j ≤ ne ne

Vh(K
e), 1 ≤ e ≤ |Th| ψe

j , 1 ≤ j ≤ me me

Mh(F
k) =Mh(F

(e,ℓ)), 1 ≤ k ≤ |Σh| ξkj = ξ
(e,ℓ)
j , 1 ≤ j ≤ n̂k n̂k = n̂(e,ℓ) .

(3.18)

We also denote the total number of face degrees of freedom in each direction I by,

n̂I = n̂ =

|Σh|∑
k=1

n̂k , I = x, y, z . (3.19)

Volume discrete unknowns The displacement vector field u and strain tensor σ are ap-
proximated on each cell Ke, 1 ≤ e ≤ |Th| as follows. For the displacement we have,

uh =
∑

I=x,y,z

uhI êI , with uhI
∣∣
Ke =

ne∑
j=1

ueIj ϕ
e
j , for I = x, y, z . (3.20)

For the strain tensor, we work with its Voigt representation as a vector of length 6, cf. (2.16),

σh =
∑

J∈Ism

σhJ
=
eJ ←→ −→σ h =

∑
J∈Ism

σhJ êJ , with σhJ
∣∣
Ke =

me∑
j=1

veJj ψ
e
j . (3.21)

We gather all volume unknowns into vector W such that,

W = (We)1≤e≤|Th| , with We :=

(
Ue

Ve

)
and Ue = (Ue

I)I=x,y,z , V
e =

(
Ve
J

)
J∈Ism ,

with sub-blocks Ue
I =

(
ueIj
)
j=1,...,ne

, Ve
J =

(
veJj
)
j=1,...,me

.

(3.22)

Edge discrete unknowns The unknowns defined on the edges Σh are numerical approxi-
mations of the trace of the displacement u on the edges Σh. Specifically, on each edge Fk,
k = 1, . . . , n̂k,

λh =
∑

I∈{x,y,z}

λhI êI , with λhI
∣∣
Fk =

n̂k∑
j=1

λkIj ξ
k
j . (3.23)

We gather these coefficients into a global vector Λ which has the following substructure,

Λ =
(
Λk
)
k=1,...,|Σh|

, with Λk =
(
Λk
I

)
I=x,y,z

and Λk
I =

(
λkIj

)
1≤j≤n̂k

. (3.24)

Remark 3. The above expressions are written in terms of the global edge indices. They can
also be written in terms of the local edge indices, specifically for (e, ℓ) identified with k, then

Fk = F(e,ℓ) , λ
(e,ℓ)
Ij = λkIj , ξ

(e,ℓ)
j = ξkj . (3.25)
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3.3.2 Discretized local problem

The discretized problem defined on each element Ke is written as,

AeWe + DeΛe = Se , for 1 ≤ e ≤ |Th|, (3.26)

with coefficient matrices and sources given by,

Ae =

(
−ω2 Me

u+Me
∂ −Ke

σ

−Ke
u −Me

σ

)
, De =

−D(e,1)
m . . . −D

(e,neface)
m

D(e,1)
c . . . D

(e,neface)
c

 , Se =

(
Se
m

0(6me)×1

)
. (3.27)

We list below the components of the sub-blocks.

Description of components The non-zero entries of the source term come from integrating
the volume source f in the equation of motion with test functions:

Se
m = (mS

e
I)I=x,y,z , with [mS

e
I ]i = ⟨f |Ke , ϕei êI⟩ , 1 ≤ i ≤ ne . (3.28)

The upper row blocks of Ae and De come from integrating the equation of motion (3.14a),

ϕ = ϕei êI , I = x, y, z 1 ≤ i ≤ ne , (3.29)

while those of the second row-block come from1 integrating the constitutive equation (3.14b)
against test functions,

Ψ = ψe
i
=
eI ↔

Voigt identification

−→
Ψ = ψe

i êI, for I ∈ Ism , 1 ≤ i ≤ me. (3.31)

For 1 ≤ i, j ≤ ne,

Me
u = (Mue

IJ)I,J=x,y,z , with [Mue
II ]ij =


∫
Ke

ρϕei ϕ
e
j dx, I = J

0, I ̸= J

, (3.32a)

Me
∂ =

(
M∂e
IJ

)
I,J=x,y,z

, with
[
M∂e
IJ

]
ij
=

neface∑
ℓ=1

∫
F(e,ℓ)

τIJ ϕei ϕ
e
j dsx. (3.32b)

For 1 ≤ i, j ≤ me,

Me
σ =

(
Mσe
JJ′
)
J,J′∈Ism with

[
Mσe
JJ′
]
ij
= êJ ·

(∫
Ke

ψe
i ψ

e
j
†=S† dx

)
· êJ′ . (3.33)

For 1 ≤ i ≤ ne, 1 ≤ j ≤ me,

Ke
σ =

(
Kσe
IJ

)
I=x,y,z,
J∈Ism

with
[
Kσe
IJ

]
ij
= êI ·

(∫
Ke

ϕei A†(∇ψe
j ) dx

)
· êJ, (3.34a)

Ke
u = (Kue

IJ) I∈Ism,
J=x,y,z

with [Kue
IJ ]ij = êJ ·

(∫
Ke

ϕej A†(∇ψe
i ) dx

)
· êJ. (3.34b)

1To describe the components of the matrices in Voigt quantities, the following identities are employed: for
σ ∈ S2 and vector w,

(∇ · σ) · eI =
∑

J∈Ism

eI · A†(∇σJ) · êJ, (Sσ) : w = σ · S ·w = −→w ·†
=

S† · −→σ . (3.30)
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For 1 ≤ i ≤ me, 1 ≤ j ≤ n̂(e,ℓ)

D(e,ℓ)
m =

(
mD(e,ℓ)

IJ

)
I,J=x,y,z

with
[
mD(e,ℓ)

IJ

]
ij
=

∫
F(e,ℓ)

τIJ ϕei ξ
(e,ℓ)
j dsx. (3.35)

For 1 ≤ i ≤ ne, 1 ≤ j ≤ n̂(e,ℓ),

D(e,ℓ)
c =

(
cD

(e,ℓ)
IJ

)
I∈Ism,
J=x,y,z

with
[
cD

(e,ℓ)
IJ

]
ij
=

∫
F(e,ℓ)

ψe
i ξ

(e,ℓ)
j A†(ν(e,ℓ))JJ dsx. (3.36)

3.3.3 Discretized problem defined on edges

The discretization of (3.15)–(3.17) defined on Σ takes the following form,

|T |∑
e=1

Rt
e (B

eWe+LeReΛ) =

|T |∑
e=1

Rt
e s

e, (3.37)

with coefficient matrices and sources,

Be =


−B(e,1)

u B(e,1)
σ

...
...

−B
(e,neface)
u B

(e,neface)
σ

 , Le =


L(e,1) 0 0 0

0 L(e,2) 0 0

0 0
. . . 0

0 0 0 L(e,neface)

 , se =

 s(e,1)

...

s(e,n
e
face)

 ,

(3.38)
and the local-to-global map Re which gives the restriction of a global vector to an element Ke,

Re =


[Re](e,1),1 [Re](e,1),2 ... [Re](e,1),|Σh|

[Re](e,2),1 [Re](e,2),2 ... [Re](e,2),|Σh|

...
...

...
...

[Re](e,ne
face

),1 [Re](e,ne
face

),2 ... [Re](e,ne
face

),|Σh|

. (3.39)

The components of their sub-blocks are listed below.

Descriptions of components The blocks of the local-to-global map operator are given by,
for 1 ≤ ℓ ≤ neface, and k with 1 ≤ k ≤ |Σ|,

[Re](e,ℓ),k =

I3n̂k×3n̂k , if
◦
Fk ∩ ∂Ke ̸= ∅ with Fk = F(e,ℓ) ,

03n̂(e,ℓ)×3n̂k , if
◦
Fk ∩ ∂Ke = ∅ .

(3.40)

The vector se, and matrices Be and Le have neface row-blocks, labeled by (e, ℓ) and corresponding
to faces of Ke. They have the following block structures:

B(e,ℓ)
u =

(
uB(e,ℓ)

IJ

)
I,J=x,y,z

, B(e,ℓ)
σ =

(
σB(e,ℓ)

IJ

)
I=x,y,z , J∈Ism

,

L(e,ℓ) =
(

L(e,ℓ)
IJ

)
I,J=x,y,z

, s(e,ℓ) = (s
(e,ℓ)
I )I=x,y,z.
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The j-th row of block-row (e, ℓ) is obtained2 by integrating corresponding boundary conditions
(3.15) and (3.16) with respect to test functions (3.42),

ξ
∣∣
F (e,ℓ) = ξ

(e,ℓ)
j êI , with I = x, y, z . (3.42)

For 1 ≤ i ≤ n̂k, 1 ≤ j ≤ ne,[
uB(e,ℓ)

IJ

]
ij
=


∫
F(e,ℓ)

τIJ ξ
(e,ℓ)
i ϕej dsx , F(e,ℓ) ∈ Σint ∪ ΣN ∪ Σ∞,

0 , F(e,ℓ) ∈ ΣD.
(3.43)

For 1 ≤ i, j ≤ n̂k,

[
L(e,ℓ)
IJ

]
ij
=



∫
F(e,ℓ)

τIJ ξ
(e,ℓ)
i ξ

(e,ℓ)
j dsx, F(e,ℓ) ∈ Σint ∪ ΣN,∫

F(e,ℓ)

ξ
(e,ℓ)
i ξ

(e,ℓ)
j

(
τIJ + Zabc

IJ

)
dsx , F

(e,ℓ) ∈ Σ∞,∫
F(e,ℓ)

ξ
(e,ℓ)
i ξ

(e,ℓ)
j dsx , F(e,ℓ) ∈ ΣD.

(3.44)

For 1 ≤ i ≤ n̂k, 1 ≤ j ≤ me,[
σB(e,ℓ)

IJ

]
ij
=


∫
F(e,ℓ)

ξ
(e,ℓ)
i ψe

j A†(ν(e,ℓ))IJ dsx, F(e,ℓ) ∈ Σint ∪ ΣN ∪ Σ∞,

0 , F(e,ℓ) ∈ ΣD.
(3.45)

We recall the Dirichlet boundary vector source gD = (gDI )I=x,y,z. The components of the row
block for the source se are, for 1 ≤ i ≤ n̂k,

[s
(e,ℓ)
I ]i =

 0 , F(e,ℓ) ∈ Σint ∪ ΣN ∪ Σ∞,∫
F(e,ℓ)

gDI ξ
(e,ℓ)
j dsx , , F(e,ℓ) ∈ ΣD.

(3.46)

3.3.4 Summary of discrete problem in HDG method

The discretization of (3.14)–(3.17) takes the following form with discrete unknowns (W,Λ),
AeWe + DeReΛ = Se , ∀ e = 1 . . . , |Th| ,

|T |∑
e=1

Rt
e

(
BeWe + LeReΛ

)
=

|T |∑
e=1

Rt
e s

e.

(3.47a)

(3.47b)

Problem (3.47) can be reduced to one in terms of Λ only, called the global problem,

KΛ = S, with S :=

|T |∑
e=1

Rt
e

(
se − Be A−1

e Se
)
, (3.48a)

and K :=

|Th|∑
e=1

Rt
e KeRe , where Ke := −Be (A

e)−1 De + Le. (3.48b)

2We have employed the identity: for two vectors ν,w and a symmetric matrix σ ∈ S2,

σν = A†(ν)−→σ ; σν ·w = w · σ · v = w · A†(v) · −→σ . (3.41)
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This means that in the HDG method the problem is solved in two stages. Firstly, one solves
the global problem (3.49a) in terms of the trace Λ; secondly, the values of the volume unknowns
We are retrieved element-by-element with the right-hand side of (3.49b),

(3.47) ⇔

{
KΛ = S,

We = (Ae)−1 (−DeReΛ + Se) , ∀e = 1, . . . , |Th|.
(3.49a)

(3.49b)

3.4 Stabilization matrix τu

The stabilization matrix τu appears in the definition of the numerical trace of the traction (3.13)
and its subsequent discretization, e.g., (3.43) and (3.44). A judicial choice of τu is necessary to
provide accurate results. In its most general form, τu is a symmetric positive definite matrix.
The most common choice is an identity-based stabilization, in which τu is a scalar multiple
of the identity matrix. Also proposed in the literature for elastostatics, cf., [35, 22, 15] is the
Kelvin–Christoffel (KC) stabilization which corresponds to a scalar scaling multiple of the 3× 3
Kelvin–Christoffel matrix Γ (2.19).

In addition to these two families of stabilization, we construct in Section 4 the hybridized
Godunov stabilization defined in terms of the Godunov matrix MGodunov. Its definition for a
mesh cell K with outward-pointing unit normal vector ν is,

MGodunov(ν) =

{
MGiso(ν) , isotropy;

MGani(ν) , anisotropy with 3 distinct speeds ρc2qP > ρc2qS1 > ρc2qS2,
(3.50)

with MGiso(ν) =
ρ

cP + cS

(
cPcSId +

Γiso(ν)

ρ

)
= ρ (cS Id + (cP − cS)ν ⊗ ν) , (3.51)

and MGani(ν) := ρ (cqS1 + cqS2 + cqP)

(
Id + γ

(
Γ(ν)

ρ
+ p2 Id

)−1
)
,

where p2 := cqS1 cqS2 + cqS1 cqP + cqS2 cqP , and γ :=
cqS1 cqS2 cqP

cqS1 + cqS2 + cqP
− p2.

(3.52)

Here, the density ρ and wavespeeds are associated with mesh cell K. Hybridization for isotropy
was carried out in [36], we also refer to [31] which shows the derivation of MGiso in terms of
Γ. The derivation for MGani is given in Section 4. In Section 5, we will investigate the three
families (identity-based, KC-based and Godunov-based) and show the optimality of the Godunov
stabilization.

4 Construction of hybridized Godunov stabilization operators

In this section, we extend the hybridization method in [36] for isotropic elasticity to anisotropy,
and construct the hybridized Godunov stabilization operator MGodunov(ν) (3.50). We recall
that a stabilization matrix is employed to define the numerical trace of traction σ̂ν on each
mesh element. We consider an elastic material whose KC matrix Γ(ν) (2.19) has three distinct
eigenvalues,

ρc2qP > ρc2qS1 > ρc2qS2. (4.1)

The discussion in this section employs the Voigt notation introduced in Subsection 2.2– Subsec-
tion 2.4.
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In Subsection 4.1, we introduce a first-order formulation of the time-dependent elastic equa-
tion (4.3) with unknown q = (ϵ, ρv), and make appear the flux term B(ν)q (4.8) whose last
three components give σν. This means that the numerical trace of traction σ̂ν at a face F

can be obtained from the numerical trace B̂(ν)q. Additionally, we consider q as a collection of
values on each mesh element, i.e, q = ∪K∈Thq

K . At an interface F shared by two elements K+

and K−, we denote by q± the trace of q from each side of F associated with the neighbor cells
K±, i.e.

F = ∂K− ∩ ∂K+, F± := ∂K± ∩ F. (4.2)

For the construction of B̂(ν)q, we work with the exact solutions of the Riemann problem
in a neighborhood of F, having as initial data q±, denoted by RP(q−,q+). The solution of
RP(q−,q+) to the immediate left and right of F is called intermediate states q⋆.

The main construction is given in Subsection 4.2 and consists of 3 main steps.

– The numerical flux B̂(ν)q is given by the Godunov flux, which by definition is the value of
B(ν) at the intermediate state q⋆, i.e. B(ν)q⋆.

– The relations between the flux of the intermediate states q⋆ and the left and right data q±

are given by a system of Rankine–Hugoniot (RH) jump conditions, cf. (4.18). From this,
we derive the usual transmission conditions for elasticity (4.19), and an expression of the
Godunov flux, cf. (4.37), and thus of the traction, cf. (4.40), which is in terms of one-sided
data (i.e., either q+ or q−).

– Finally, in a step called ‘hybridization’, these above ingredients are combined to obtain the
hybridized HDG numerical flux (4.42).

For the hybridization in isotropy, we refer to [36] and [31]; in the latter, the derivation is
written with Voigt notation which brings out the connection between the stabilization operator
and the Kelvin–Christoffel matrix. Details for the identities employed in this section with Voigt
notation as well as a review of the Riemann problem can be found in [31].

Remark 4. We adopt the name ‘Godunov-upwind’ from [5, 6, 7], in which the hybridization was
carried out following different approaches; however, employing Rankine–Hugoniot jump condi-
tion is recognized in sequel work [6, 7] (where the hybridized flux is also called ‘Rankine–Hugoniot’
flux) to be more natural and direct.

4.1 First order system and flux operator

We rewrite the time-dependent elastic equation as a first order system with unknowns (ϵ, ρv),
in recalling σ = Cϵ, ϵ = ∇su, and v = ∂tu:{

∂tϵ−∇sv = 0 ,

∂tρv −∇ · (Cϵ) = 0
⇔ ∂t

(
ϵ
ρv

)
=

(
0 ∇s ρ−1

∇ · C 0

)(
ϵ
ρv

)
. (4.3)

With matrix AI (2.22), define matrix-valued differential operator A(∂x) and its transpose,

A(∂x) :=
∑

I=x,y,z

∂I AI , A(∂x)
t =

∑
I

∂IAt
I . (4.4)
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Employing the following identity, cf. [31],

−−→
∇sv = A(∂x)

tv, ∇ · (Cϵ) = A(∂x)
†=C†−→ϵ , (4.5)

equation (4.3) can be written as

∂tq+B(∂x)q =

(
0
f

)
, (4.6)

with B(∂x) := −

(
0 At(∂x) ρ

−1

A(∂x)†
=
C† 0

)
and q :=

(−→ϵ
ρv

)
. (4.7)

Flux term Along ∂K which has outward pointing normal vector ν, we define the matrix

B(ν) := −

(
0 At(ν)ρ−1

A(ν) †
=
C† 0

)
. (4.8)

This is called the flux matrix at ∂K and arises from integrating both sides of (4.3) against test

function

(
χ
w

)
with χ ∈ S2 and vector w ∈ C3, and carrying out an integration by parts,∫

K
∂tq ·

(−→χ †

w

)
dx +

∫
K
B(∂x)

(−→ϵ
ρv

)
·
(−→χ †

w

)
dx

=

∫
K
∂tq ·

(−→χ †

w

)
dx+

∫
K

(−→ϵ
ρv

)
·Bad(∂x)

(−→χ †

w

)
dx +

∫
∂K

B(ν)

(−→ϵ
ρv

)
·
(−→χ †

w

)
dsx.

(4.9)

Here ‘adjoint’ operator associated with B is

Bad(∂x) :=

(
0 †

=
C† A(∂x)t

ρ−1 A(∂x) 0

)
. (4.10)

Eigenvalues of B(ν) Consider the eigenvalue problem of the flux operator B(ν),(
0 At(ν)ρ−1

A(ν) †
=
C† 0

)(→
τ
w

)
= α

(→
τ
w

)
⇔

{
At(ν)ρ−1w = α

→
τ

A(ν) †
=
C†→τ = αw

. (4.11)

Applying A(ν) †
=
C† to both sides of the first equation, we obtain the eigenproblem for the Kelvin–

Christoffel matrix Γ(ν), which is also called the Christoffel equation,

A(ν) †
=
C†At(ν)w = ρα2w ⇔ Γ(ν)w = ρα2w . (4.12)

We work under the assumption that Γ(ν) has the three distinct eigenvalues,

ρ c2qP < ρ c2qS1 < ρ c2qS2 . (4.13)

This implies that the eigenvalues of B(ν) are

−cqP , −cqS1 , −cqS2 , 0
multiplicity 3

, cqS2 , cqS1 , cqP . (4.14)

Remark 5. For elastic isotropy, (2.24), the eigenvalues of B(ν) are

−cP , −cS
multiplicity 2

, 0
multiplicity 3

, cS
multiplicity 2

, cP . (4.15)
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4.2 Derivation for anisotropic elasticity with distinct waves speeds

Along an interface F shared by mesh cells K+ and K−, cf. (4.2), we denote by ν± the outward-
pointing normal vectors of K±, and by ν the normal vector pointing from K− to K+, i.e.
ν = ν− = −ν+. To distinguish the background parameters on each side of F, we write

ρ±, C±, Γ(ν)±, B(ν)± with eigenvalues c±α . (4.16)

Here, B(ν)− is defined in (4.8) with the physical parameters of K−, i.e., (ρ−, λ−, µ−) and its
normal vector ν−; similarly for B(ν)+. The KC matrix associated with each mesh cell, Γ(ν)±,
is defined in the same manner with definition (2.19).

n

t

−c−qS2

q⋆−−c−qS1 qb−

−c−qP

qa−

q−

0

C−, ρ−

c+qS2

q⋆+ c+qS1qb+

c+qP

qa+

q+

C+, ρ+

Figure 1: The eigenvalues, spectral structure and the Godunov states appearing in the Rankine-
Hugoniot jump condition (4.18) for anisotropic elasticity with 3 distinct speeds.

Under the assumption of spectral structure (4.14) ofB(ν)±, we have 7 possible discontinuities
propagating at the speed of corresponding eigenvalues indicated in (4.14). Denote the states in
between the discontinuities by, cf. Figure 1,

q− , qa− , qb− , q⋆− , q⋆+ , qb+ , qa+ , q+ . (4.17)

They satisfy jump condition, cf. [38, Equation (19)],

B(ν)−
(
qa− − q−) = −c−qP (qa− − q−) ;

B(ν)−
(
qb− − qa−

)
= −c−qS1

(
qb− − qa−

)
;

B(ν)−
(
q⋆− − qb−

)
= −c−qS2

(
q⋆− − qb−

)
;

B(ν)−q⋆− = B(ν)+q⋆+ ;

B(ν)+
(
qb+ − q⋆+

)
= c+qS1

(
qb+ − q⋆+

)
;

B(ν)+
(
qb+ − qa+

)
= c+qS1

(
qb+ − qa+

)
;

B(ν)+
(
qa+ − q+

)
= c+qS

(
qa+ − q+

)
.

(4.18a)

(4.18b)

(4.18c)

(4.18d)

(4.18e)

(4.18f)

(4.18g)

Transmission conditions for the interface states We obtain the transmission conditions
from the first 3 and last 3 components of equation (4.18d) associated with the non-propagative
state q⋆±, {

ν−I v
⋆−
I = ν+I v

⋆+
I , I = x, y, z

(σν)⋆− = (σν)⋆+
⇒

{
v⋆− = v⋆+ ;

(σν)⋆− = (σν)⋆+
. (4.19)
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Here ν±I are the components of the normal vectors ν±, i.e., ν± = (ν±x , ν
±
y , ν

±
z )

t.

Relation between the intermediate states with the interface and boundary states
Working on each side of the interface F, we will express the state qa± and qb± in terms of the
interface states q⋆± and the boundary states q±. To alleviate the notation in the derivation, we
write

B± := B(ν)±. (4.20)

Step 1a We start by working with the first three equations of (4.18). Summing them yields,

B−
(
q⋆− − q−) = (−c−qP + c−qS1

)
qa− +

(
−c−qS1 + c−qS2

)
qb− − c−qS2q

⋆− + c−qPq
− . (4.21)

After rearrangement, this leads to,(
c−qP − c−qS1

)
qa− +

(
c−qS1 − c−qS2

)
qb− = −B−

(
q⋆− − q−)− c−qS2q

⋆− + c−qPq
− . (4.22)

Next, taking c−qP × (4.18a) + c−qS1 × (4.18b) + c−qS2 × (4.18c), we obtain,

B−

[(
c−qP − c−qS1

)
qa− +

(
c−qS1 − c−qS2

)
qb−

]
= c−qPB−q

− − c−qS2B−q
⋆−

+
[
(c−qS1)

2 − (c−qP)
2
]
qa− +

[
(c−qS2)

2 − (c−qS1)
2
]
qb− − (c−qS2)

2q⋆− + (c−qP)
2q− .

(4.23)

Step 1b Using (4.22) to rewrite the left-hand side of equation (4.23), we obtain,

B−

(
−B−

(
q⋆− − q−)− c−qS2q

⋆− + c−qPq
−
)

= c−qPB−q
− − c−qS2B−q

⋆−

+
(
−(c−qP)

2 + (c−qS1)
2
)
qa− +

(
−(c−qS1)

2 + (c−qS2)
2
)
qb− − (c−qS2)

2q⋆− + (c−qP)
2q− .

(4.24)

After simplification, we arrive at,

−B2
−
(
q⋆− − q−) =

(
−(c−qP)

2 + (c−qS1)
2
)
qa− +

(
−(c−qS1)

2 + (c−qS2)
2
)
qb−

− (c−qS2)
2q⋆− + (c−qP)

2q− .
(4.25)

Equations (4.22) and (4.25) give a linear system which determines uniquely (qa−,qb−) in terms
of q⋆− and q−,(

α β

αα̃ ββ̃

)(
qa−

qb−

)
=

(
−B−(q

⋆− − q−)− c−qS2q
⋆− + c−qPq

−

B2
−(q

⋆− − q−)− (c−qS2)
2q⋆− + (c−qP)

2q−

)
, (4.26)

where α = c−qP − c−qS1 , α̃ = c−qS1 + c−qP , β = c−qS1 − c−qS2 β̃ = c−qS1 + c−qS2 . (4.27)

Note that the determinant of the coefficient matrix in (4.26) is

αβ(β̃ − α̃) =
(
c−qP − c−qS1

)(
c−qS1 − c−qS2

)(
c−qS2 − c−qP

)
. (4.28)

This matrix is thus invertible under the assumption of distinct wave speeds (4.13). In this case,
we obtain the expression of qa− and qb− in terms of q⋆− and q−,(

qa−

qb−

)
=

1

β̃ − α̃

 β̃
α − 1

α

− α̃
β

1
β

( −B−(q
⋆− − q−)− c−qS2q

⋆− + c−qPq
−

B2
−(q

⋆− − q−)− (c−qS2)
2q⋆− + (c−qP)

2q−

)
. (4.29)
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From here, we can proceed by working with either expression of qa− and (4.18a), or with qb−

and (4.18c). The first option is chosen in the following step,

α(β̃ − α̃)qa− = β̃
(
−B−(q

⋆− − q−)− c−qS2q
⋆− + c−qPq

−
)

−
(
B2

−(q
⋆− − q−)− (c−qS2)

2q⋆− + (c−qP)
2q−

)
= −

(
β̃B− +B2

−

)
(q⋆− − q−) + c−qS2

(
−β̃ + c−qS2

)
q⋆− + c−qP

(
β̃ − c−qP

)
q−.

⇒ α(β̃ − α̃)qa− = −
(
β̃B− +B2

−

)
(q⋆− − q−)− c−qS2c

−
qS1q

⋆− + c−qP

(
β̃ − c−qP

)
q−. (4.30)

With some algebraic manipulations3, we obtain the following identity,

c−qP

(
β̃ − c−qP

)
− α(β̃ − α̃) = c−qS1c

−
qS2 . (4.32)

We employ this to further rewrite (4.30) as,

α(β̃ − α̃)
(
qa− − q−) = −

(
β̃B− +B2

− + c−qS1c
−
qS2

)
(q⋆− − q−) . (4.33)

Step 2a Using (4.18a), we have the following equalities,(
B− + c−qP

) (
qa− − q−) = 0 ⇒

(
B− + c−qP

)
α(β̃ − α̃)

(
qa− − q−) = 0 . (4.34)

Substitute the difference given by (4.33) into the above expression to obtain,(
B− + c−qP

)(
β̃B− +B2

− + c−qS1c
−
qS2

)
(q⋆− − q−) = 0 . (4.35)

In rewriting left-hand side and introducting p−2 and p−3 ,

p−3 := c−qS1c
−
qS2c

−
qP , p2 := c−qS1c

−
qS2 + c−qS1c

−
qP + c−qS2c

−
qP = c−qS1c

−
qS2 + c−qPβ̃, (4.36)

we rewrite the above equation as,(
B3

− + p−2 B− +
(
c−qS1 + c−qS2 + c−qP

)
B2

− + p−3 Id
) (

q⋆− − q−) = 0 . (4.37)

Step 2b By algebraic computation, cf. [31], we have the following identities for the action of

powers of B on vector q =

(−→ϵ
ρv

)
,

B(ν)q = −
(

At(ν)v
σν

)
, B(ν)2q =

(
ρ−1At(ν)σν

Γ(ν)v

)
, B(ν)3q = −1

ρ

(
At(ν)Γ(ν)v
Γ(ν)σν

)
. (4.38)

3This is seen as,(
c−qS1 − c−qP

) (
c−qS2 − c−qP

)
= c−qS1c

−
qS2 − c−qP

(
c−qS1 + c−qS2 − c−qP

)
⇒ c−qP

(
β̃ − c−qP

)
− α(β̃ − α̃) = c−qP

(
c−qS1 + c−qS2 − c−qP

)
−

(
c−qP − c−qS1

) (
c−qS2 − c−qP

)
= c−qS1c

−
qS2 .

(4.31)
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We employ these identities with B− in (4.37), whose last three components give,

−
(
Γ(ν)−

ρ−
+ p−2

)(
(σν)⋆− − (σν)−

)
+ ρ−

((
c−qS1 + c−qS2 + c−qP

) Γ(ν)−

ρ−
+ p−3

)(
v⋆− − v−) = 0

⇒ (σν)⋆− − (σν)− = ρ−
(
Γ(ν)−

ρ−
+ p−2

)−1((
c−qS1 + c−qS2 + c−qP

) Γ(ν)−

ρ−
+ p−3

)(
v⋆− − v−) .

(4.39)
With some algebraic manipulations, we arrive at

(σν)⋆− − (σν)− = ρ−
(
c−qS1 + c−qS2 + c−qP

)(
1 + γ−

(
Γ(ν)−

ρ−
+ p−2

)−1
)(

v⋆− − v−) ,
where γ− :=

p−3
c−qS1 + c−qS2 + c−qP

− p−2 .

(4.40)

A similar relation is obtained for mesh cell K+, with ‘−’ replaced by ‘+’ in the above expression.

Derivation of HDG traces From this point on, to arrive at the hybridized traces along F±

(4.2), we follow the hybridization procedure employed in [36] for isotropy. First, we let the
numerical trace along F± be given by the intermediate states,

v̂± := v⋆± , σ̂ν± := (σν)⋆± . (4.41)

Next, employing the transmission condition (4.19) and relation (4.40), and introducing the
quantity λv defined on F to represent v⋆±, the numerical traces (4.41) along F− are rewritten
as,

v̂− = λv, and σ̂ν− = (σν)− +MGani(ν)
− (λv − v−) , (4.42)

with MGani(ν)
− := ρ−

(
c−qS1 + c−qS2 + c−qP

)(
1 + γ−

(
Γ(ν)−

ρ−
+ p−2

)−1
)
. (4.43)

The numerical traces v̂+, σ̂ν+ along F+, are defined similarly with ‘−’ replaced by ‘+’ above.

5 Numerical experiments

The HDG method is implemented in the open-source parallel software hawen4, [19]. We carry
out numerical experiments to evaluate the accuracy of numerical solutions depending on the
choice of stabilization. Three families of stabilization are investigated: based on the identity
matrix, the Kelvin–Christoffel (KC) matrix Γ ((2.26) and (2.29)), and the Godunov matrix
MGodunov ((3.51) and (4.43)). Each of them is first considered with a scaling factor τ :

Choices of τu for

σ̂ν = σh − τu(uh − λuh),
τu =


Identity-based: τuR±(τ) = ±ω τ Id,

τuI±(τ) = ± iω τ Id ;

KC based: τuΓ(τ) = −iω τ Γ ;

Godunov based: τuG(τ) = −iω τ MGodunov .

(5.1)

Remark 6. The scaling factor iω is motivated by the relation between the velocity and the
displacement, and we refer to our extended report [31] for more details. This result is also
illustrated in the comparison within the identity-based family, with τ purely real or imaginary.

4https://ffaucher.gitlab.io/hawen-website/
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We consider isotropic and anisotropic materials. Our investigation consists of two steps:

1. In Subsection 5.1, we investigate the optimal choice for the scaling factor τ within each of the
three families of stabilization in (5.1). The investigation is carried out with planewaves, and
thus concerns single-typed waves propagating in a homogeneous material. Here, analytical
solutions are used as references to evaluate the accuracy of the numerical simulations.

2. In Subsection 5.2, we compare the best candidates from each family in a highly heterogeneous
medium with a Dirac point source. Here, the wavefield contains all types of waves and, as
there are no analytical solutions, a reference solution is constructed by using a highly refined
mesh and high-order polynomial basis functions. This experiment is carried out for multiple
frequencies and orders of polynomial, in isotropic and TTI medium.

To evaluate the difference between a reference solution (either an analytic or a numerical
one computed with a refined mesh) and simulations, we introduce relative errors e and E. With
w representing a component of the displacement field u or the stress tensor σ, and xk the kth

position where the solutions are evaluated, we define,

e[w] :=
1

N

N∑
k=1

|wref(xk) − w(xk) |
∥wref∥

, with ∥wref∥ =

√√√√ N∑
k=1

|wref(xk)|2 . (5.2)

The error for the total field is given by,

E[u] :=
1

nd

∑
j∈I

e[uj ] ; E[σ] :=
1

Nd

∑
j∈Ism

e[σj ] , (5.3)

with nd = 2 or 3 for two and three dimensions respectively, and Nd = 3 or 6. In the experiments,
we use a Cartesian grid for the positions xk where the solutions are evaluated even though our
computational mesh can be unstructured. We however exclude the positions near the boundaries,
and near Dirac point source (i.e., for experiments of Subsection 5.2).

5.1 3D experiments with planewaves

We consider a three-dimensional domain Ω corresponding to the cube (−1, 1)3, with boundary
denoted by ∂Ω. We consider equation (3.1) on Ω with boundary condition u = upw on ∂Ω.
We consider different types of planewaves and refer to [31, Appendix A] for more details on the
derivation of planewaves in linear elasticity.

5.1.1 Elastic isotropic medium

We consider the propagation of P- and S-planewaves, with corresponding Dirichlet condition
uP
pw and uS

pw respectively. We select the planewave direction d =
(
1/
√
2, 0, 1/

√
2
)t
, and further

impose a strong contrast between the P- and S-wavespeeds, with the following configuration:

cP = 2.5× 10−3ms−1 , cS = 10−4ms−1 , ρ = 1kgm−3 ,

⇔ λ = 6.24× 10−6Pa and µ = 10−8Pa ;

P-planewave propagation: uP
pw(x) = (1, 0, 1)t e

i ω
cP

(d ·x)
,

S-planewave propagation: uS
pw(x) = (0, 1, 0)t e

i ω
cS

(d ·x)
.

(5.4)
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The simulations use a mesh consisting of 48 000 tetrahedra and polynomials of order 4. Due to
the strong contrast between the P- and S-wavelength, we use frequency ω/(2π) = 8mHz for the
P-planewave, and ω/(2π) = 0.4mHz for the S-planewave, resulting in wavelength of size 0.3m
and 0.25m, respectively.

Remark 7. Our experiment (5.4) on a unitary cube is equivalent to working with a cube
(−1, 1)km3 with cP = 2500m s−1 and cS = 100m s−1, using P-planewave frequency 8Hz and
S-planewave frequency 0.4Hz. This is obtained by maintaining the number of wavelengths prop-
agating in a domain of size L3, which is given by (L × frequency)/wavespeed.

In Figure 2, we investigate the accuracy of the solution as the scaling factor τ in (5.1) varies.
For the identity-based stabilization, we investigate the scaling factor on the purely real and
complex lines and determine the optimal sign. For the sake of conciseness, the relative error e
is shown only for some of the non-zero wave fields: ux and σzz for the P-planewave, and uy for
the S-planewave.
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e[σzz ]

ρcPρcSτ

τuR+ τuR− τuI+ τuI−

10−6 10−1 101

e[uy ]

ρcPρcSτ

(a) Identity-based stabilization using real and imaginary scaling factors. Relative error for P-planewave e[ux]
(left) and e[σzz] (middle); for S-planewave e[uy] (right).
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(b) Godunov stabilization.
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(c) Kelvin–Christoffel stabilization.

Figure 2: Investigation of the optimal scaling τ within the three families of stabilization in (5.1)
for planewave propagation in isotropic medium using parameters (5.4). Our criterion of accuracy
is the relative error e (5.2).

We can draw the following observations.

– From the plots using the identity-based stabilization, Figure 2a, it is clear that the real-
valued stabilization τuR± is inaccurate compared to the imaginary one τuI±. On the other
hand, the choice of sign (±i) barely affects the accuracy.

– The optimal value of the coefficient τ in the identity-based stabilization τuI±(τ) (5.1)
depends on the type of waves propagating and appears to be given by the impedance.
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Namely, for P-planewave, the optimal coefficient would be the P-impedance, while it is
the S-impedance for the S-planewave, see Figure 2a.

– For the Kelvin–Christoffel stabilization, Figure 2c, the optimal scaling coefficient τ is
proportional to the inverse of the velocity, that is, the slowness. It seems to depend only
slightly on the type of waves. For P-planewave, the value of the optimal scaling factor is
hard to identify and lies between τ = 1/cP and τ = 1/cS. The S-planewave shows more
flexibility, with the optimal value for the scaling given in range τ ∈ (1/cP, 1/cS).

– For the Godunov stabilization, Figure 2b, the optimal scaling coefficient does not depend
on the type of waves, and is simply given by τ = 1.

– Comparing the accuracy of the different families of stabilization, the Godunov stabilization
(with τ = 1) and the Kelvin-Christoffel one (with appropriate slowness scaling) give similar
accuracy. The identity-based stabilization, although close, does not match this accuracy.

Therefore, the Godunov stabilization appears as the most versatile choice as it accurately
treats both the P-planewave and the S-planewave, without any specific scaling coefficient, with
τ = 1. For the identity-based, the optimal scaling factor clearly depends on the types of waves.
For the Kelvin–Christoffel stabilization, the same value of the scaling factor can be chosen for
both types of waves. This can be expected since the Kelvin–Christoffel matrix contains the
information of the material.

5.1.2 Elastic vertical transverse isotropic medium

We modify the previous experiment to include anisotropy in the medium. We work with Thom-
sen’s parameters, [37], with notation of [31, Section 3.5.2] for VTI, and select5

λTI = 3.6107× 10−6Pa , µTI = 3.0490× 10−9Pa , ρ = 1kgm−3 ,

ϵ = 1.12 , δ = −0.235 γ = 2.28 .
(5.5)

This amounts to the following values of the stiffness tensor coefficients:

C11 = C22 = 1.1719× 10−5 , C33 = 3.6168× 10−6 , C44 = C55 = 3.0490× 10−9 ,

C66 = 1.6953× 10−8 , C12 = C11 − 2C66 = 1.1685× 10−5 , C23 = C23 = 2.6268× 10−6 .

In direction d = (dx, 0, dz), the qP- and sH-planewaves are given by, [31, Appendix A],

uqP
pw(x) =

e
i ω
cqP

(d ·x)√
(C11 + C55)d2x + (C55 + C33)d2z − 2ρcqP


√
C55d2x + C33d2z − ρc2qP

0√
C11d2x + C55d2z − ρc2qP

 , (5.7a)

usH
pw(x) = (0, 1, 0)t e

i ω
csH

(d ·x)
, (5.7b)

5The values of the anisotropic coefficients ϵ, δ and γ correspond to muscovite crystal in [37]. The values of λTI

and µTI are selected such that the qP- and sH-wavespeeds in (5.8) correspond to the P- and S-wavespeed of the
isotropic experiment (5.4), i.e., 2.5× 10−3 and 10−4 ms−1 respectively.
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with corresponding qP- and sH-wavespeeds, denoted by cqP and csH,

c2qP(dx, 0, dz) =
1

2ρ

(
C11d

2
x + C33d

2
z + C55 (5.8a)

+

√(
(C11 − C55)d2x + (C55 − C33)d2z

)2
+ 4(C13 + C55)2 d2x d

2
z

)
,

c2sH(dx, 0, dz) =
C66d

2
x + C55d

2
z

ρ
. (5.8b)

In the experiment, we work with direction d =
(
1/
√
2, 0, 1/

√
2
)t
, and illustrate the corresponding

analytic solutions in Figure 3.
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(a) Field ux for the qP-planewave at 8 mHz.
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(b) Field uy for the sH-planewave at 0.4 mHz.

Figure 3: Reference solution for the 3D planewave propagation in VTI medium (5.5).

In Figure 4, we evaluate the accuracy of the solutions depending on the scaling of the
coefficient τ for the three families of stabilization in (5.1). The qP-planewave is computed at
frequency 8 mHz and the sH-planewave at frequency 0.4 mHz. The observations for the elastic
VTI medium are close to those of the elastic isotropic case of Subsection 5.1.1:

– The optimal value of the scaling coefficient for the Godunov stabilization is τ = 1, and it does
not depend on the type of wave propagating.

– The optimal value of the scaling for the Kelvin–Christoffel stabilization is in between 1/cqP
and 1/csH, with the value of the optimal scaling hard to find for the qP-planewave.

– For the identity-based stabilization, the optimal coefficient (which is imaginary) depends on
the type of waves and is given by the impedances. Furthermore, the accuracy of the results,
even with the optimal scaling, is less than the accuracy obtained using other stabilizations.

In short, the Godunov stabilization is the most robust to treat both types of waves, with its
default scaling factor, τ = 1, being optimal.
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(a) Identity-based stabilization using real and imaginary scaling factors. Relative error for P-planewave e[ux]
(left) and e[σzz] (middle); for S-planewave e[uy] (right).
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(c) Using Kelvin–Christoffel stabilization.

Figure 4: Investigation of the optimal scaling τ within the three families of stabilization in (5.1)
for planewave propagation in VTI medium with parameters (5.5). Our criterion of accuracy is
the relative error e (5.2).

5.2 2D experiments with highly varying properties and point-source

To study further the efficiency of stabilizations, we consider a heterogeneous medium on a two-
dimensional disk domain Ω. The variation of the properties is too strong for a piecewise-constant
representation to be reliable and we instead use piecewise-polynomial representations, whose
implementation is straightforward with the formulation based on the compliance tensor, (3.1).
In this experiment, the piecewise polynomial representation is independent on each cell, and
allows discontinuities across the interfaces. We consider a problem with a Dirac point-source,{

− ω2 ρu − ∇ · σ = δy , Sσ = ∇su , in Ω,

σ ν = −iωZu , on ∂Ω.

(5.9a)

(5.9b)

Its solution is a superposition of all types of waves supported by the medium. In (5.9), y is the
position of the source (the center of the disk in our experiments), and the impedance coefficient
Z corresponds to a low-order absorbing boundary condition (e.g., (5.11)).
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Following our previous experiments to select scaling, we compare the following stabilizations:

Identity-based: τuIs := τuI−(ρcqS2) = − iω ρ cqS2 Id ;

τuI := τuI−(1) = − iω Id ;

KC based: τuΓp := τuΓ(1/cqP) = − iω

cqP
Γ ;

τuΓ1 := τuΓ(1) = −iω Γ ;

Godunov based: τuG1 := τuG(1) = −iω MGodunov .

(5.10)

Remark 8. We also investigated the qP-wavespeed in the identity-based and the sH-wavespeed
for the Kelvin–Christoffel stabilizations, denoted respectively as τuI− and τuΓ in (5.10). They
give (slightly) worse results, and are not shown for the sake of conciseness. For the identity-based
stabilization, the choice of the S-wavespeed for τ is further discussed in Subsection 5.3.

5.2.1 Numerical representation of the models of parameters

One advantage in writing the elastic system in terms of the compliance matrix S rather than
the stiffness tensor C is that it facilitates a non-constant description of background materials
within a mesh cell. For this experiment, we construct a background model inspired from model
S, a standard solar model in helioseismology, [9, 2]. Model S provides us with radially symmetric
density and wave speed, which is employed as a P-wave speed for our model. Here, we consider
a two-dimensional disk geometry of radius 1, on which the radial profiles are defined.

This model is particularly challenging because of the high variation of amplitude, with an
exponential decrease of the density close to the boundary, and wave speed variation of about
two orders of magnitude, [2, Figure 3]. In order to capture correctly the variation of the models,
using a piecewise-constant model representation would require extreme mesh refinement near
the boundary. Exploiting the flexibility of the formulation with compliance tensor (3.1), we
instead represent the physical parameters (wave speeds and density) using a basis of Lagrange
polynomials on each cell. In Figure 5 we show the mesh of the 2D disk employed in our
simulations. In the same figure, we compare the two options of representing the density model
near the surface: piecewise constant and piecewise polynomial (here with order 2 Lagrange
polynomials) representations. The Lagrange polynomial representation preserves the spherical
nature of the model, which is not the case for the piecewise constant representation. Note
that we still have a finer discretization near the surface, to ensure accuracy as the wavelength
drastically decreases (as the wave speed drops), and to have an accurate circular geometry.

5.2.2 Elastic isotropic medium

We first consider an isotropic medium, with the P-wavespeed and density given by the solar
background, and S-wavespeed selected such that cS = 0.70cP. The Dirac point-source is posi-
tioned at the center of the unit disk, and absorbing conditions are implemented on the boundary,
[25, 27], such that

σ · ν − iω
(√

(λ+ 2µ)ρ ν ⊗ ν +
√
µρ (Id − ν ⊗ ν)

)
u = 0 , on ∂Ω. (5.11)

Since there are no analytic solutions in this case, to investigate accuracy, a reference solution
is constructed with a refined mesh of 80 000 cells (while for the simulation we have 50 000 cells,
Figure 5a), polynomials of order 7, and with stabilization τuG1 . The reference solutions are
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(a) Mesh of the unit disk with
about 50 000 cells.
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Figure 5: Computational mesh and solar-like density represented on the mesh near surface. The
piecewise-constant representation is unable to preserve the radial symmetry, as shown in the
last (radial) layers.

shown in Figure 6 where we also compare with the solution obtained with a piecewise-constant
model representation. Due to the exponentially decreasing nature of the density, we scale the
displacement fields by

√
ρ to give a better visualization of the solution, [2, 3]. For a similar

reason, the components of the stress tensor are scaled by 1/
√
ρ.
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Figure 6: Comparison of the reference solutions at 4 mHz of the solar-like isotropic elastic back-
ground models, obtained using piecewise-constant representation (bottom) or with piecewise
polynomial representation (Lagrange basis of order 2) (top). The computations use HDG for-
mulation (u,σ)S with stabilization τuG1 and polynomial order 7.

The solutions corresponding to a piecewise-constant model representation (both displacement
u and stress tensor σ) show ripples and artifacts, in addition, their radial nature is not preserved.
On the contrary, results employing the Lagrange basis model representation capture well the

27



spherical pattern and provide ‘clean’ solutions. With such high variations in the background
models, we see that it is mandatory to design an efficient representation, and that piecewise-
constant model representation is not appropriate. In this way, the HDG formulation based on
the compliance tensor S is useful as it allows us to vary easily the models within each cell.

In Figure 7, we plot the relative error E (5.3) in terms of the frequency and polynomial orders,
for the stabilization coefficients of (5.10). Note that for some frequencies and orders, stabilization
τuI results in an ill-conditioned matrix that cannot be factorized or leads to erroneous solutions.
In these cases, the discretized wave system with τuI cannot be solved. However, when it works,
using τuI still gives worst performance with high levels of error.

– We observe that the error increases with increasing frequency, Figure 7a, which is common
as the wavelength is reduced.

– As expected, the error also decreases with increasing polynomial orders, cf. Figure 7b.

– The stabilization τuG1 gives accurate results, with an accuracy that can be matched by
using the appropriate scaling in other stabilizations, with either τuIs or τuΓp .

Overall, this test confirms that τuG1 is the most versatile choice. While an equivalent accuracy
can be obtained with other stabilizations, it requires a judicial choice of scaling.
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(a) E(u) for polynomial order 5.
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(b) E(u) at frequency 6 mHz.

Figure 7: Relative error E of 5.3 with frequency (left) and polynomial order (right) for hetero-
geneous elastic isotropic medium, with the stabilization coefficients of (5.10).

5.2.3 Elastic tilted transverse isotropic medium

We now consider the propagation of waves in a tilted transverse isotropic (TTI) medium, which
is a rotated version of a VTI one by an angle θ, cf. [31, Section 3.5.3]. The anisotropy is
represented with constant Thomsen’s parameters ϵ = 0.25, δ = 0.15, and θ = 45◦. Note that
compared to [31, Section 3.5.3] written for 3D, the 2D case only has one angle, and no anisotropic
coefficient γ. Here, the heterogeneous solar-like background velocity c and density ρ are used
to define µTI = (0.70c)2ρ and λTI = c2ρ − 2µTI. In Figure 8, we show the reference solution
at frequency 4 mHz, computed on a mesh with 80 000 triangles (while following simulations
use 50 000 elements), with polynomial approximation of order 7 and Godunov stabilization.
Compared to the isotropic case of Figure 6, the solution is less smooth and contains more
ripples. Note that for the TTI absorbing boundary conditions, we follow [4]. It is out of the
scope to discuss the accuracy of the anisotropic boundary conditions here.

In Figure 9, we plot the relative error E depending on the frequency and polynomial orders.
Similar to the isotropic case, stabilization τuI sometimes results in an ill-conditioned matrix
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Figure 8: Reference solutions for the elastic TTI wave equation in a solar-like background
model at 4 mHz obtained with stabilization τuG1 and polynomial approximation of order 7.
The background models are represented by piecewise polynomials on each cell with Lagrange
basis of order 2.

leading to a linear system that cannot be solved. The results confirm the behaviour observed in
the isotropic case: the Godunov stabilization gives the most accurate results, and the level of
accuracy can be met with other stabilization involving a well-chosen scaling factor.
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(a) E(u) for polynomial order 4.
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Figure 9: Relative error E of (5.3) with frequency (left) and the polynomial order (right) for
heterogeneous elastic TTI medium, with stabilization coefficients of (5.10).

5.3 Summary of numerical experiments

In our first experiments working with planewaves, we identify the optimal scaling factor for each
family of stabilization in (5.1). We find that the Godunov stabilization is the most robust as
it does not need scaling and τ = 1 gives the best results for all types of waves. On the other
hand, the Kelvin–Christoffel and identity-based families need a suitable scaling factor in order to
reach the same level of accuracy obtained with the Godunov matrix. The optimal value for the
scaling does not seem to change for the Kelvin–Christoffel stabilization and leans towards the
P-slowness. However, the identity-based stabilization shows a different optimal scaling factor
depending on the type of waves propagating. Our experiments also compare the performance of
the stabilizations in both isotropy and anisotropy, for which the same conclusions are obtained.

In our second experiment, we consider waves generated by a point source in a heterogeneous
medium, thus a superposition of different types of waves. In this case, the Godunov stabilization
is the most accurate. The identity-based stabilization with the S-impedance scaling factor and
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and the Kelvin-Christoffel stabilization with the P-slowness also yield comparable accuracy.
In the identity-based family, the better performance of the S-impedance compared to the P-
impedance can be explained by the equipartition phenomenon, [33, 34], which says that S-waves
are more energetic than P-waves. In another word, although all types of waves are present, the
magnitude of S-waves is stronger, hence stabilization with S-impedance provides higher accuracy.

As a common feature among the optimal form from each family, the components of the
stabilization operators take the value of an impedance (i.e., density multiplied by wavespeed).
This is evident for the identity-based and Godunov stabilization (cf. (3.51) and (4.43)). For the
Kelvin–Christoffel stabilization, the components of the matrix Γ take the form of ρc2 (2.26),
and the optimal scaling τ is a slowness, hence τΓ has a magnitude of an impedance.

6 Conclusion

In this work, we employed Voigt notation in the HDG method to describe compactly the discrete
problem for anisotropic elasticity. Additionally, a first-order formulation with the compliance
tensor is used and allows for mesh-wise variation of parameters. This, together with Voigt’s
notation which provides efficient bookkeeping of physical parameters, will be indispensable
in quantitative reconstruction of elastic parameters in inverse problems. Secondly, to deter-
mine an optimal choice of stabilization, we constructed the hybridized Godunov-upwind flux
for anisotropic elasticity, which offers a versatile choice and removes the need for scaling factor
tuning. It is worth noting that the identity-based stabilization, which is very popular, lacks a
universal scaling factor, making it less robust for wave simulation in a general setting. We have
carried out numerical experiments in two and three dimensions, considering isotropic elasticity
and anisotropy, with constant backgrounds as well as one containing high variation and contrast.
They demonstrate the performance and versatility of the Godunov stabilization, which is well
suited for generic anisotropic material and different types of waves.
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