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BEHAVIOR OF THE DISCONTINUOUS GALERKIN METHOD FOR
COMPRESSIBLE FLOWS AT LOW MACH NUMBER ON TRIANGLES AND

TETRAHEDRONS

JONATHAN JUNG˚ AND VINCENT PERRIER:

Abstract. In this article, we are interested in the behavior of discontinuous Galerkin schemes for compressible
flows in the low Mach number limit. We prove that for any numerical flux conserving exactly contacts (e.g., exact
Godunov, Roe, HLLC), the numerical scheme is accurate at low Mach number flows on simplicial meshes, which is an
extension to higher order of the result proven in [20]. When the mesh is not simplicial, or when the mesh is simplicial
but the numerical flux does not conserve contacts (e.g., Lax–Friedrich, HLL), the scheme is numerically proven to be
less accurate in the low Mach number limit.
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1. Introduction. The aim of this article is to study the accuracy of the discontinuous Galerkin
method at a low Mach number. The discontinuous Galerkin method is a finite element method with
piecewise discontinuous polynomials, and can be seen as a high order extension of finite volume schemes,
and matches exactly with it when all the polynomials have a degree zero.

When the Mach number goes to zero, two main difficulties occur with finite volume schemes: time
integration and low Mach number accuracy. Time integration difficulty is due to the great disparity
at low Mach number between the speed of material waves (slow) and acoustic waves (fast). Classical
explicit solvers are constrained by a CFL restriction on the time step induced by the acoustic waves.
Then, at low Mach number, the time step becomes of the order of the Mach number and explicit solvers
are no longer efficient for the computation of convective phenomena. Fully implicit time stepping can
be considered, but it leads to solving a nonlinear system at each time step, which is very costly. An
intermediate solution was developed over the last three decades, which aims at getting an Implicit-
Explicit (ImEx) method which needs a single linear system to solve at each time step; see [12] for the
isentropic Euler system and [11] for the full Euler system. In [15], this ImEx method was coupled
with an adaptive tuning of the viscosity for addressing both the low Mach number accuracy and the
time integration problem. This method was extended to second order in [14] for the isentropic Euler
system and in [5] for the full Euler system. Note that some variations exist in the splitting of the Euler
flux into a linear term (representing acoustics and discretized implicitly) and the nonlinear remainder:
[30, 37] proposed to use Klein’s nonstiff/stiff decomposition of the fluxes [28], whereas in [23, 7] a
dynamical Mach number dependent (dependent in time) splitting was proposed. These ImEx methods
have not been limited to Euler systems: two-phase flows systems were addressed, for example, in [10],
whereas in [37], the Euler system with gravity source terms was addressed. The stability of such a
method was, for example, addressed in [31], where the stability in the sense of mathematical entropy
is proven under an advective CFL number linked with the slow waves. This allows to use larger time
steps at low Mach number.

The second difficulty concerns the low Mach number limit of the compressible discrete solution
and is referred to in the rest of the paper as the low Mach number accuracy problem. At the continuous
level, for well-prepared data, the solution of the compressible Euler equations converges toward the
solution of the incompressible Euler equations as the Mach number tends to zero [26]. However, at the
discrete level this property is in general not satisfied for classical finite volume schemes. Issues were
first reported in [39]. The problem is induced by the spatial discretization and is independent of the
time integration. This strongly depends on the choice of the numerical flux. An extensive literature
exists on the topic; see [21] and references therein for a very complete review. Several solutions were
reported for curing the low accuracy when the Mach number goes to zero [22, 33]. These fixes consist
in modifying the numerical diffusion of the scheme in the low Mach number regime. From this point of
view, the semi-implicit solvers previously mentioned also use low Mach number fixes because in general
a centered discretization of the pressure gradient is used for the spatial discretization of the pressure
gradient (which is then integrated implicitly in time in the case of the semi-implicit method). Other
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types of spatial discretizations, accurate at low Mach number, have recently been proposed, more
precisely using a nodal solver for the computation of the numerical fluxes [2, 18] or using staggered
schemes [1, 36, 6, 9].

This paper is focused on the low Mach number accuracy of classical discontinuous Galerkin
schemes, more precisely on the impact of the cell geometry on the accuracy. In [34, 20], a quite
surprising result was reported: the cell geometry has an influence on the low Mach number accuracy
of the Roe finite volume scheme. More precisely, when the Mach number goes to zero, the Roe
scheme is accurate on triangles and tetrahedrons, but not accurate on the other types of cells. The
HLL scheme is not accurate at low Mach number, neither on quadrangular mesh nor on triangular
mesh [32]. In [24, 25], it was remarked that the numerical fluxes could be separated into two families:
the ones that are asymptotically consistent 1 with a Godunov flux for a linear wave system, which
are accurate at low Mach number on triangles and tetrahedrons, and the ones that are asymptotically
consistent with a Rusanov flux for a linear wave system, which are not accurate at low Mach number.

As far as collocated discontinuous Galerkin methods are concerned, very few studies have been
performed. If a focus is made on density based solvers, not on pressure based solvers such as developed
in [41], the literature is basically restricted to [3] and [16]. In [3], implicit computations of stationary
low Mach number flows are performed. It was reported that using low Mach number fixes of type
[22] improves the accuracy on quadrangular meshes and improves the conditioning of the matrix for
implicit computations, therefore improving the convergence velocity toward the stationary solution.
On triangles, the results with and without fixes show similar accuracy. In [16], the numerical method
is based on the Vijayasundaram flux on triangular meshes (which, as remarked in [40], is similar to
the Roe flux, where the Roe average is replaced by a simple arithmetic average). No special fix is used
when the Mach number goes to zero. The results of these two articles suggest that the influence of the
cell geometry reported in [34, 20] for finite volume schemes holds also for the discontinuous Galerkin
method.

In this article, we propose to prove and numerically illustrate that on simplicial meshes, the
discontinuous Galerkin method based on numerical fluxes that preserve contacts always have a good
accuracy when the Mach number goes to zero. We also make numerical evidence that this is not the
case for numerical schemes that do not preserve contacts, and that numerical schemes on quads have
a low accuracy in general. This paper is organized as follows. In section 3, the discontinuous Galerkin
method is recalled, and the numerical scheme is expanded in power of the Mach number. This leads
to two types of asymptotic schemes: the ones that preserve the contacts, and the ones that do not.
In the case of preservation of contacts, we prove in section 4 that on triangles and tetrahedrons, the
first order pressure is uniformly equal to zero, and that the zeroth order velocity follows a discrete
zero divergence equation, leading to a good accuracy at low Mach number. In section 5, all these
statements are numerically tested. Last, section 6 is a conclusion.

2. Link between the low Mach number problem and the long time limit of the wave
system.

2.1. The model and its formal asymptotic behavior when the Mach number goes to
zero. We consider the isentropic Euler model

(2.1)

#

Btρ`∇ ¨ pρuq “ 0,

Btpρuq `∇ ¨ pρub uq `∇p “ 0,

where ρ is the density, p the pressure, and u the velocity. The system is closed by an equation of
state p “ ppρq, which is supposed to be a convex function. We denote then by a the sound velocity,
a “

a

p1pρq. We are interested in a Cauchy problem for (2.1), namely the density ρ and the velocity u
are supposed to be known at t “ 0. This paper deals with flow on a bounded domain. This means that
a density ρb and a velocity ub are weakly imposed on the boundary of the domain Ω. In particular, we
will consider two types of boundary conditions:

‚ wall boundary condition with pρi,uiq as internal state,

(2.2a)
„

pρuq ¨ n
pρuq pu ¨ nq ` ppρqn



Wall
“

ˆ

0
p pρiqn` apρiq pρiui ¨ nqn

˙

;

1The exact meaning of this asymptotic consistency is detailed in [25] and will be recalled in section 2 of this article.
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‚ inlet/outlet boundary condition, between an internal state pρi,uiq and a weakly imposed state
pρb,ubq, which relies on the Steger–Warming weakly imposed state (see [25, Appendix A] for
details),

(2.2b)

„

pρuq ¨ n
pρuq pu ¨ nq ` ppρqn



SW
“

1

2
pub ¨ n` abq

„

ρi `
ρi
ab
pui ´ ubq ¨ n

ˆ

1
ub ` abn

˙

`pub ¨ nq
`ρi

ˆ

0
pui ´ ubq

Kpnq

˙

`
1

2
pub ¨ n´ abqρb

ˆ

1
ub ´ abn

˙

.

For studying the behavior of system (2.1) in the low Mach number regime, three characteristic scales
are supposed to be known: a time scale t0, a length scale x0, and a density scale ρ0. Then the following
dimensionless variables may be defined:

(2.3) t̃ “
t

t0
, x̃ “

x

x0
, ρ̃ “

ρ

ρ0
.

It is natural to scale the velocity by u0 “ x0{t0 and the pressure by p0 “ ppρ0q, and also to define
a2

0 “ p1pρ0q and the Mach number M “ u0{a0. If the corresponding dimensionless variables are used
instead of the original ones, the following system is obtained:

(2.4)

$

&

%

Bt̃ρ̃`∇x̃ ¨ pρ̃ũq “ 0,

Bt̃pρ̃ũq `∇x̃ ¨ pρ̃ũb ũq `
1

γM2
∇x̃p̃ “ 0,

with ũ “ u{u0, p̃ “ p{p0, and p̃pρ̃q :“ ppρ0ρ̃q{p0. The coefficient γ is defined as

γ “
ρ0a

2
0

p0
“ p̃1p1q.

We assume that the initial condition and the boundary condition are well prepared [27, p.631] in the
sense that

(2.5a)

#

ρ̃px̃, t̃ “ 0,Mq “ ρ̃
p0q
0 `O

`

M2
˘

,

ũpx̃, t̃ “ 0,Mq “ ũ
p0q
0 px̃q `O pMq ,

where

#

ρ̃p0qpx̃q “ ρ̃
p0q
0 P R`,

∇x̃ ¨ pũ
p0q
0 q “ 0,

and the values ρb and ub satisfy

(2.5b) ρ̃bpx̃, t̃,Mq “ ρ̃
p0q
b `O

`

M2
˘

,

and

(2.5c) ũbpx̃, t̃,Mq “ ũ
p0q
b px̃q `O pMq , where

ż

BΩ

u
p0q
b ¨ n “ 0.

We now perform a two time scales asymptotic expansion as in [29, 25]. The two time scales are the
material time scale t̃ and the acoustic time scale τ “ t̃{M . Writing ϕ̃ P tρ̃, ρ̃ũu as an expansion of the
Mach number M ,

(2.6) ϕ̃px̃, t̃;Mq “
N
ÿ

n“0

Mnϕ̃pnqpx̃, t̃, τq `O
`

MN`1
˘

,

and injecting (2.6) in (2.4), it can be proven that ρ̃p0q does not depend on τ and x̃, but only on t̃.
Provided ρ̃p0qb is constant, the following system coupling ρ̃p1q and pρ̃ũqp0q holds:

(2.7)

#

Bτ ρ̃
p1q `∇x̃ ¨ pρ̃ũq

p0q
“ 0,

Bτ pρ̃ũq
p0q
` ã2

`

ρ̃p0q
˘

∇x̃ρ̃
p1q “ 0.
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The system (2.7) belongs to the larger family of first order waves systems, which reads

(2.8)

$

&

%

Bτ pp`
1

pρ0
divxpu “ 0,

Bτ pu`xκ0∇pp “ 0,

depending on two strictly nonnegative parameters, xκ0 and pρ0. The wave velocity is pc0, linked with the
parameters of the system by pc0

2
“ xκ0{ pρ0. In particular, we note that system (2.7) can be written as

system (2.8) with ppp, puq “ pρ̃p1q, pρ̃ũq
p0q
q, pρ0 “ 1 and xκ0 “ ã2pρ̃p0qq such that pc0 “ ãpρ̃p0qq. Since the

initial and boundary conditions are well prepared (2.5), equations (2.2)–(2.5) lead us to study system
(2.8) with the initial condition

(2.9a)
"

pppx, τ “ 0q “ 0,
pupx, τ “ 0q “ pu0pxq,

where divxpu0 “ 0,

and with the boundary fluxes

(2.9b)

»

–

1

pρ0
pu ¨ n

xκ0ppn

fi

fl

wall

“

ˆ

0
xκ0ppn` pc0ppu ¨ nqn

˙

for the wall boundary condition and

(2.9c)

»

–

1

pρ0
pu ¨ n

xκ0ppn

fi

fl

SW

“

¨

˚

˝

1

pρ0

pu ¨ n` pub ¨ n

2
`

pc0
2
ppp´ 0q

xκ0
pp` 0

2
n`

pc0
2
ppu ¨ n´ pub ¨ nqn

˛

‹

‚

for the inlet/outlet boundary condition.

2.2. Formal link with the long time limit of the wave system. We recall the link between
the long time limit of (2.7) and the low Mach number limit problem, which was proven in [35] on
unbounded domains, and which was formally done in the bounded case in [25].

As we are interested in the limit when M Ñ 0, and considering that τ “ t̃{M , it is natural to be
interested in the long time limit of (2.8) with initial and boundary conditions given by (2.9). If this
long time limit exists and is denoted by ppp8, pu8q, we formally get

ρ̃px̃, t̃q “ ρ̃p0q ` pp8M `O
`

M2
˘

,

ρ̃ũpx̃, t̃q “ pu8 `O pMq .

The key point of the study of the existence and the characterization of the long time limit is an
adapted Hodge–Helmholtz decomposition of the long time limit of the wave system. It was proven in
[25] that under regularity conditions on Ω any u P pL2pΩqqd can be uniquely decomposed as

(2.10)
"

u “ uϕ ` uΨ in Ω
uϕ ¨ n “ u ¨ n´ ub ¨ n in BΩ

where uϕ “ ∇xϕ, uΨ “ u´∇xϕ and ϕ is solution of the following variational formulation:

Find ϕ P H1pΩq @g P H1pΩq

ż

Ω

∇xg ¨∇xϕ “

ż

Ω

u ¨∇xg ´

ż

BΩ

gub ¨ n.

Using this formulation, we directly obtain that divxpuΨq “ 0 in Ω and uΨ ¨ n “ ub ¨ n in BΩ.
Using this decomposition, it was proven in [25] that the long time limit of the wave system (2.8)

with initial condition ppp0, pu0q and with boundary conditions (2.9b)–(2.9c) exists and is given by

(2.11)
ˆ

p8

u8

˙

“

ˆ

0
puΨppu0q

˙

,

where puΨppu0q is the divergence-free component of the Hodge–Helmholtz decomposition (2.10) of the
initial condition pu0 (see [25, Appendix B] for details). The fact that the long time pressure is zero
can be rewritten as ρ̃p1q “ 0, so that

ρ̃px̃, t̃q “ ρ̃p0q `O
`

M2
˘

,
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which means that the pressure fluctuations should scale as M2. Concerning the velocity, we get that

ρ̃ũpx̃, t̃q “ puΨ

´

pρ̃ũq
p0q
0

¯

`O pMq

with divx ppuΨq “ 0, which means that the divergence should scale as M . Note that, compared to a
single scale approach, this two time scales approach allows us to really identify pρ̃ũqp0q as the divergence
free component (with respect to Hodge–Helmholtz decomposition (2.10)) of the initial momentum
field.

3. The numerical scheme and its asymptotic expansion in the low Mach number limit.

3.1. Discontinuous Galerkin discretization. For simplifying the notation, the dimensionless
isentropic Euler system is briefly noted as

(3.1) BtW `∇ ¨ fpWq “ 0,

where W “ pρ̃, ρ̃ũqT is the vector of conservative variables and f is the flux defined as

fpWq “

¨

˝

ρ̃ũ

ρ̃ũb ũ`
1

γM2
p̃I

˛

‚.

We denote by Mh a conformal mesh. We denote by C the set of cells of Mh, Si the set of interior sides
of Mh, and by Sb the set of boundary sides. Boundary sides are supposed to be oriented such that
the normal is outgoing. Each interior side S is arbitrarily oriented, and denoting by nS its normal,
we will call the left cell the one from which nS is outgoing and the right cell the one in which nS is
ingoing. We denote by Vh a finite element basis that is composed of piecewise polynomial functions.
For each ϕ P Vh, and along any interior side S, we denote by

@x P S, rrϕpxq ss “ ϕLeftpxq ´ ϕRightpxq,

and

@x P S, ttϕpxq uu “
ϕRightpxq ` ϕLeftpxq

2
.

Last, we denote by Vh “ pVhqd the finite element space of velocities and by Vh “ pVhqd`1 the finite
element space in which the numerical solutions of (2.4) will be searched. Then the discontinuous
Galerkin formulation for (3.1) is

Find Wh P Vh @ϕ P Vh
ř

KPC

ż

K

pϕBtWh ´ fpWhq ¨∇ϕq

`
ř

SPSi

ż

S

rrϕ ss ¨ tt fpWhq ¨ nS uu `
ř

SPSb

ż

S

ϕLeft ¨ f bpWhq ¨ nS “ 0,

where f b matches with the weak imposition of the boundary conditions (2.2). In the previous formu-
lation, the flux on the sides is centered, and this formulation is known to be unstable. For recovering
stability, this centered flux must be replaced by a numerical flux pfpWh,nSq, which gives the following
numerical scheme:

(3.2)
Find Wh P Vh @ϕ P Vh

ř

KPC

ż

K

pϕ ¨ BtWh ´ fpWhq ¨∇ϕq

`
ř

SPSi

ż

S

rrϕ ss ¨ pfpWh,nSq `
ř

SPSb

ż

S

ϕLeft ¨ f bpWhq ¨ nS “ 0.

The numerical flux pfpWh,nSqmay be any known numerical flux [38]: Roe, Lax–Friedrich, HLL, HLLC,
exact Godunov, etc. For the purpose of notation, we will also denote by pfpWL,WR,nSq the numerical
flux acting on Rd`1 ˆ Rd`1 ˆ Rd.

We denote by an index rρs (resp., rρus) the mass (resp., momentum) component of the numerical
flux and boundary flux. Then the numerical scheme (3.2) can be expanded equation by equation as
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follows:

Find ρ̃h P Vh, pρ̃ũqh P Vh such that @ϕ P Vh,ψ P Vh
ř

KPC

ż

K

pϕ ¨ Btρ̃h ´ pρ̃ũqh ¨∇ϕq

`
ř

SPSi

ż

S

rrϕ sspfrρspWh,nSq `
ř

SPSb

ż

S

ϕLeftf b
rρspWhq ¨ nS “ 0,(3.3a)

ř

KPC

ż

K

ˆ

ψ ¨ Bt pρ̃ũqh ´
pρ̃ũqh b pρ̃ũqh

ρ̃h
¨∇ψ ´ p̃ pρ̃hq

γM2
∇x̃ ¨ψ

˙

`
ř

SPSi

ż

S

rrψ ss ¨ pfrρuspWh,nSq `
ř

SPSb

ż

S

ψLeft ¨ f b
rρuspWhq ¨ nS “ 0.(3.3b)

At a discrete level, a numerical scheme is usually considered as accurate at low Mach number
provided p̃p1q “ 0 and a discrete version of the zero divergence of the velocity holds. This can be
proven by analyzing the first terms of an asymptotic expansion in the Mach numberM of the numerical
scheme (3.3), which will be done in the following section.

3.2. Asymptotic expansion of the numerical scheme. We perform the following expansion:

Wh “W
p0q
h `MW

p1q
h `M2W

p2q
h `O

`

M3
˘

where W
piq
h P Vh. This expansion can be obtained by expansion of each of the values on the degrees

of freedom on a Lagrange basis of Vh. Note that the choice of a Lagrange basis is just driven by the
fact that the scale of the degrees of freedom are the same as the one of the approximated functions,
thus allowing to perform a low Mach number asymptotic expansion either on the functions or on the
degrees of freedom without any ambiguity. At the end, like a lot of discontinuous Galerkin methods,
the numerical method does not depend on the choice of the basis.

3.2.1. Uniformity of ρ̃p0q and p̃p0q .

Proposition 1 (uniformity of ρ̃p0q and p̃p0q).
‚ If the numerical flux ensures

pfpWL,WR,nS ,Mq “

¨

˚

˚

˝

1

M
α̃
´

ρ̃
p0q
L , ρ̃

p0q
R

¯´

ρ̃
p0q
L ´ ρ̃

p0q
R

¯

`O p1q

1

M2

´

p̃
p0q
L ` p̃

p0q
R

¯

nS

2γ
`O

ˆ

1

M

˙

˛

‹

‹

‚

where α̃
´

ρ̃
p0q
L , ρ̃

p0q
R

¯

is strictly nonnegative,
‚ if the wall boundary flux ensures

fwallpWL,nS ,Mq “

¨

˝

0
1

γM2
p̃
p0q
L nS `O

ˆ

1

M

˙

˛

‚,

‚ if the imposed boundary value ρ̃p0qb on Steger–Warming boundary conditions is constant and
uniform,

‚ if the Steger–Warming boundary flux ensures

fSWpWL,Wb,nS ,Mq “

¨

˚

˚

˝

1

M
β̃
´

ρ̃
p0q
L , ρ̃

p0q
b

¯´

ρ̃
p0q
L ´ ρ̃

p0q
b

¯

`O p1q

1

M2

´

p̃
p0q
L ` p̃

p0q
b

¯

nS

2γ
`O

ˆ

1

M

˙

˛

‹

‹

‚

,

where β̃
´

ρ̃
p0q
L , ρ̃

p0q
b

¯

is strictly nonnegative,

then ρ̃p0qh is uniform, equal to ρ̃p0qb .
6



Proof. Considering the hypothesis on the numerical flux, the numerical scheme at order 1{M for
(3.3a) gives

@ϕ P Vh
ř

SPSi

ż

S

rrϕ ssα̃
´

ρ̃
p0q
h,L, ρ̃

p0q
h,R

¯´

ρ̃
p0q
h,L ´ ρ̃

p0q
h,R

¯

`
ř

SPSb

ż

S

ϕLβ̃
´

ρ̃
p0q
h,L, ρ̃

p0q
b

¯´

ρ̃
p0q
h,L ´ ρ̃

p0q
b

¯

“ 0,

and the numerical scheme at order 1{M2 for (3.3b) gives

(3.4) @ψ P Vh ´
ř

KPC

ż

K

p̃
p0q
h ∇x̃ ¨ψ `

ř

SPSi

ż

S

rrψ ss ¨
!!

p̃
p0q
h nS

))

`
ř

SPSb

ż

S

ψL ¨
!!

p̃
p0q
h nS

))

“ 0,

with the convention that on a Steger–Warming boundary condition

!!

p̃p0q
))

“
p̃p0q ` p̃

p0q
b

2
,

whereas on a wall boundary condition
!!

p̃p0q
))

“ p̃p0q.

As the uniform solution equal to p̃p0qb is a solution of (3.4),

@ψ P Vh ´
ř

KPC

ż

K

p̃
p0q
b ∇x̃ ¨ψ `

ř

SPSi

ż

S

rrψ ss ¨
!!

p̃
p0q
b nS

))

`
ř

SPSb

ż

S

ψL ¨
!!

p̃
p0q
b nS

))

“ 0.

This last equation can be withdrawn from (3.4) for finding

@ψ P Vh ´
ř

KPC

ż

K

´

p̃
p0q
h ´ p̃

p0q
b

¯

∇x̃ ¨ψ `
ř

SPSi

ż

S

rrψ ss ¨
!!´

p̃
p0q
h ´ p̃

p0q
b

¯

nS

))

`
ř

SPSb

ż

S

ψL ¨
!!´

p̃
p0q
h ´ p̃

p0q
b

¯

nS

))

“ 0.

A simple integration by part on each cell gives

@ψ P Vh @K P C
ż

K

ψ ¨∇x̃

´

p̃
p0q
h ´ p̃

p0q
b

¯

“ 0,

which means that ∇x̃p̃
p0q
h “ 0 on all cells, so that p̃p0qh is piecewise constant, and so is ρ̃p0qh . Then

following the result for a finite volume scheme [25], this gives ρ̃p0qh uniform, equal to ρ̃
p0q
b . As a

consequence, p̃p0qh is also uniform, equal to p
´

ρ̃
p0q
b

¯

.

3.2.2. Asymptotic consistency with the discrete wave system. The semidiscrete discon-
tinuous Galerkin method for the wave system (2.8) reads

(3.5)

$

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

%

ř

KPC

ż

K

ϕBτ pph ´
ř

KPC

ż

K

1

pρ0
puh ¨∇ϕ`

ř

SPSi

ż

S

rrϕ ss

ˆ

1

pρ0
ttpuh ¨ nSuu ´ d11 rr pph ss

˙

`
ř

SPSb

ż

S

ϕL
„

1

pρ0
puh ¨ nS



b

“ 0,

ř

KPC

ż

K

ψ ¨ Bτ puh ´
ř

KPC

ż

K

xκ0pphdivxψ `
ř

SPSi

ż

S

rrψ ss ¨ pxκ0 ttpphnSuu ´ rrD22pnSqpuh ssq

`
ř

SPSb

ż

S

ψL rxκ0pph ¨ nSsb “ 0,

where

(3.6) Dpnq “

ˆ

d11 0
0 D22pnq

˙

.

matches with the stabilization matrix and the boundary fluxes are given by (2.9b) for wall boundary
condition and (2.9c) for inlet/outlet boundary condition. We recall that Godunov stabilization is given
by

(3.7) DGodunovpnq “
pc0
2

ˆ

1 0
0 nnT

˙

,
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while Rusanov stabilization is given by

(3.8) DRusanovpnq “
pc0
2

ˆ

1 0
0 Id

˙

.

We now state the link between the discretization (3.3) of (3.1) and the discretization (3.5) of the wave
system (2.8).

Proposition 2 (consistency with the wave system). We assume that the hypothesis of Proposi-
tion 1 holds, so that ρ̃p0qh “ ρ̃

p0q
b and we denote by

α̃
p0q
b :“ α̃

´

ρ̃
p0q
b , ρ̃

p0q
b

¯

, ã
p0q
b :“ ã

´

ρ̃
p0q
b

¯

.

Moreover, we suppose that the numerical flux ensures the asymptotic development (once ρ̃p0qh “ ρ̃
p0q
b is

ensured)

(3.9) pfpWL,WR,n,Mq “

¨

˚

˚

˚

˚

˚

˝

´

pρ̃ũq
p0q
L ` pρ̃ũq

p0q
R

¯

¨ n

2
` α̃

p0q
b

´

ρ̃
p1q
L ´ ρ̃

p1q
R

¯

`O pMq

1

M

¨

˝

´

p̃
p1q
L ` p̃

p1q
R

¯

n

2γ
`D22pnq

´

pρ̃ũq
p0q
L ¨ n´ pρ̃ũq

p0q
R

¯

˛

‚`O p1q

˛

‹

‹

‹

‹

‹

‚

and that the boundary flux ensures the following asymptotic expansion:
‚ on the wall boundary condition

fwall
rρ̃ũs pWL,n,Mq “

1

M

˜

p̃
p1q
L

γ
n` ã

p0q
b ρ̃

p0q
b

´

ũ
p0q
L ¨ n

¯

n

¸

`O p1q ,

‚ on the Steger–Warming boundary condition

fSW pWL,Wb,n,Mq

“

¨

˚

˚

˚

˝

ρ̃
p0q
b

´

ũ
p0q
i ` ũ

p0q
b

¯

¨ n

2
`
ã
p0q
b

2

´

ρ̃
p1q
i ´ ρ̃

p1q
b

¯

`O pMq
1

M

˜

´

ã
p0q
b

¯2 ρ̃
p1q
i ` ρ̃

p1q
b

2
`
ã
p0q
b ρ̃

p0q
b

2

´

ũ
p0q
i ´ ũ

p0q
b

¯

¨ n

¸

n`O p1q

˛

‹

‹

‹

‚

;

then pρ̃p1qh , pρ̃ũq
p0q
h q follows the discretization (3.5) with pρ0 “ 1, xκ0 “

´

ã
p0q
b

¯2

ppc0 “ ã
p0q
b q, and with the

numerical dissipation (3.6) given by

(3.10) Dpnq “

ˆ

α̃
p0q
b 0
0 D22pnq

˙

.

Proof. The proof is similar to the proof done for the finite volume case [25].

4. Accuracy of the high order discontinuous Galerkin method on simplicial meshes
with a contact preserving flux.

4.1. Statement of the main results. We first define a discrete gradient and a discrete diver-
gence by using the derivative in the sense of distributions.

Definition 4.1 (discrete gradient). The discrete gradient ∇Mh is defined as

∇Mh : Vh ÞÝÑ
`

L2pCq
˘d
ˆ
`

L2pSq
˘d
,

such that
‚ @ph P Vh, @K P C, @x P K

`

∇Mhph
˘
ˇ

ˇ

K
pxq “ ∇ pph|Kq pxq,
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‚ @ph P Vh, @S P S, @x P S
`

∇Mhph
˘
ˇ

ˇ

S
pxq “ rrphpxqssnS “

´

ph|Left pxq ´ ph|Right pxq
¯

nS

with the convention rr phpxq sswall “ 0 and rr phpxq ssSW “ phpxq ´ pb.

From a practical point of view, considering ph P Vh, it can be written on each cell K as

@x P K, ph|K pxq “
N
ÿ

i“1

pKi ϕ
K
i pxq,

where pϕKi q1ďiďN are the basis functions on cell K. The discrete gradient of ph on cell K is then given
by

@x P K,
`

∇Mhph
˘
ˇ

ˇ

K
pxq “

N
ÿ

i“1

pKi ∇ϕKi pxq.

If the approximation space is composed of the piecewise two-dimensional polynomial of degree k, the
cell component is composed of a two-dimensional polynomial of degree k´ 1 per cell, whereas the face
component is composed of a piecewise one-dimensional polynomial of degree k per face.

Definition 4.2 (discrete divergence). The discrete divergence divMh
x is defined as

divMh
x : Vh ÞÝÑ L2pCq ˆ L2pSq,

such that
‚ @uh P Vh, @K P C, @x P K

´

divMh
x uh

¯
ˇ

ˇ

ˇ

K
pxq “ divx puh|Kq pxq,

‚ @uh P Vh, @S P S, @x P S
´

divMh
x uh

¯
ˇ

ˇ

ˇ

S
pxq “ rruhpxq ¨ nSss “ uh|Left pxq ¨ nS ´ uh|Right pxq ¨ nS

with the convention rruhpxq ¨ nSsswall “ 2uhpxq ¨nS and rruhpxq ¨ nSssSW “ uhpxq ¨nS´ubpxq ¨
nS.

The aim of this section is to prove the following.

Proposition 3. Using a discretization (3.5) of the wave system with Godunov stabilization (3.7),
the long time limit ppph, puhq, if it exists, is such that

∇Mh
pph “ 0 and divMh

x puh “ 0.

Corollary 4.3 (low Mach number accuracy on triangles and tetrahedra). If we assume that the
hypotheses of Propositions 1 and 2 hold and that the numerical flux used for the Euler system ensures
(3.9) where the numerical dissipation (3.10) matches with the Godunov stabilization (3.7), then the
numerical scheme is low Mach number accurate in the sense that its low Mach number limit satisfies

ρ̃h ´ ρ̃
p0q “ O

`

M2
˘

and divMh
x pρ̃ũq “ O pMq .

This can be rewritten

∇Mh ρ̃h “ O
`

M2
˘

, and divMh
x ũh “ O pMq .

This corollary is a direct consequence of the link between the low Mach number accuracy for the Euler
system and the properties of the long time limit of the asymptotic wave system obtained in Proposi-
tion 2. Proposition 3 characterizes the long time limit of the wave system.

We note that various numerical fluxes for the Euler system ensure (3.9), where the numerical
dissipation (3.10) matches with the Godunov stabilization (3.7), in particular the HLLC, Roe, Os-
her, Godunov, or Vijayasundaram (used in [16]) numerical flux. Some others rather match with the
stabilization (3.8), such as Lax–Friedrich or HLL.

The proof of Proposition 3 is organized as follows. In subsection 4.2, some notation is introduced,
and some classical results on the vector approximation space on simplices are recalled. Then in
subsection 4.3, a technical proposition on the traces of the scalar and vector approximation spaces is
proven. Last, in subsection 4.4, the proof of Proposition 3 is performed.

9



4.2. Some notation and known results on the approximation space of vectors. Following
[8], for a cell Ki, we define

RkpBKiq “

!

φ | φ P L2pBKiq and @j P N piq φ|Γij
P PkpΓijq

)

.

We define the velocity space of variable by

BDMk “ pPkpKqqd.

Then we denote by Tr and Tr the following trace operators:

Tr : p P PkpKq ÞÝÑ p|BK P RkpBKq,
Tr : u P BDMkpKq ÞÝÑ u|BK ¨ nij P RkpBKq.

For each cell K, we also define the two following sets:

∇Kx “
"

u P BDMk | @p P Pk
ż

K

u ¨∇p “ 0

*

,

and
divKx “

"

p P Pk | @u P BDMk

ż

K

pdivxu “ 0

*

.

On a simplicial cell, if d denotes the dimension, then we have
pk ` dq!

k!d!
degrees of freedom for each

variable. Moreover, we have

dimBDMk “ dimpPkpKqqd “ dˆ
pk ` dq!

k!d!
“

pk ` dq!

k!pd´ 1q!
.

In dimension d, each face of the d-dimensional simplex is a simplex of dimension d ´ 1 and therefore

has
pk ` d´ 1q!

k!pd´ 1q!
degrees of freedom. Summing the degrees of freedom on the faces gives

dimRkpBKq “
pk ` d´ 1q!pd` 1q

k!pd´ 1q!
.

We recall the proposition proven in [8, Proposition 3.1]

Proposition 4 (Proposition 3.1 of [8]). For k ě 1 and for any q P BDMkpKq, the following
relations imply q “ 0:

1. @pk P RkpBKq
ż

BK

pkq ¨ n ds “ 0,

2. @pk´1 P Pk´1pKq

ż

K

∇pk´1 ¨ q “ 0,

3. @φk P Φk

ż

K

q ¨ φk “ 0

where Φk is defined as

Φk “
 

φk P pPkpKqqd | divxφk “ 0 and pφk ¨ nq|BK “ 0
(

.

We denote by pf̂iq a basis of RkpBKq. As the application Tr from BDMk to RkpBKq is surjective,
there exists at least one fi P BDMk such that Trpfiq “ f̂i. Suppose that another g exists such that
Trpgq “ f̂i. Then

@pk P RkpBKq

ż

BK

pk pfi ´ gq ¨ nij “ 0.

Therefore, following Proposition 4, uniqueness of pfiq is recovered provided we suppose moreover that
$

’

&

’

%

@φk P Φk

ż

K

pfi ´ gq ¨ φk “ 0,

@pk´1 P Pk´1pKq

ż

K

∇pk´1 ¨ pfi ´ gq “ 0.

Proposition 4 states that

(4.1) BDMk “ spanpfiq ‘∇Pk´1pKq ‘ Φk

where the direct sum is orthogonal for the L2 scalar product in K.
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4.3. Surjection of Trp∇Kx q ` TrpdivKx q in RkpBKq. The aim of this subsection is to prove the
following.

Proposition 5. If K is a simplicial cell, then

RkpBKq “ TrpdivKx q ‘Trp∇Kx q.

The proof needs three technical lemmas that we first prove.

Lemma 4.4 (rank of the trace of ∇Kx ). If K is a simplicial cell, then

rank
`

Tr
`

∇Kx
˘˘

“
pk ` d´ 1q!d

k!pd´ 1q!
.

Proof. For any pk P PkpKq, we have

@φ P Φk

ż

K

∇pk ¨ φ “
ż

K

divxppkφq ´

ż

K

pkdivxφ “

ż

BK

pkφ ¨ n´

ż

K

pkdivxφ “ 0;

therefore, ∇pk P ΦKk “ spanpfiq ‘∇Pk´1pKq, which leads to

spanpfiq `∇PkpKq “ spanpfiq ‘∇Pk´1pKq,

so that

dim spanpfiq ` dim∇Pk´1pKq “ dim spanpfiq ` dim∇PkpKq ´ dim p∇PkpKq X spanpfiqq ,

which leads to

dim p∇PkpKq X spanpfiqq“dim∇PkpKq ´ dim∇Pk´1pKq

“
pk ` dq!

k!d!
´ 1´

ˆ

pk ´ 1` dq!

pk ´ 1q!d!
´ 1

˙

“
pk ´ 1` dq!

k!d!
pk ` d´ kq ,

dim p∇PkpKq X spanpfiqq“
pk ` d´ 1q!

k!pd´ 1q!
.

As
`

∇Kx X spanpfiq
˘

Ă spanpfiq, this immediately gives

dim
`

∇Kx X spanpfiq
˘

“ dim spanpfiq ´ dim p∇PkpKq X spanpfiqq
“ dimRkpBKq ´ dim p∇PkpKq X spanpfiqq

“ pd` 1q
pk ` d´ 1q!

k!pd´ 1q!
´
pk ` d´ 1q!

k!pd´ 1q!
,

dim
`

∇Kx X spanpfiq
˘

“
pk ` d´ 1q!d

k!pd´ 1q!
.

Let’s summarize what we know on ∇Kx . Considering (4.1), ∇Kx is the sum of Φk and spanpfiq X ∇Kx .
But the trace of Φk is zero. By definition, Tr is a bijection between spanpfiq and RkpBKq, so that

rank
`

Tr
`

∇Kx
˘˘

“ rank
`

Tr
`

∇Kx X spanpfiq
˘˘

“ dim
`

∇Kx X spanpfiq
˘

“
pk ` d´ 1q!d

k!pd´ 1q!
.

Lemma 4.5 (rank of the trace of divKx ). If K is a simplicial cell, then

rank
´

Tr
´

divKx

¯¯

“
pk ` d´ 1q!

k!pd´ 1q!
.

Proof. Any element of Pk´1pKq can be written as the divergence of an element of BDMk. As
divxpBDMkq “ Pk´1pKq, and as Pk´1pKq Ă PkpKq, then

PkpKq “ Pk´1pKq ‘ divKx ,
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where the direct sum is orthogonal. We find

dim
´

divKx

¯

“ dimPkpKq ´ dimPk´1pKq

“
pk ` dq!

k!d!
´
pk ´ 1` dq!

pk ´ 1q!d!

“
pk ` d´ 1q!

k!d!
ppk ` dq ´ kq ,

dim
´

divKx

¯

“
pk ` d´ 1q!

k!pd´ 1q!
.

Now, we consider the application

Tr|divK
x

: pk P divKx ÞÝÑ Trppkq.

For any pk and u P BDMk, we have
ż

BK

TrppkqTrpuq “

ż

K

divxppkuq “

ż

K

u ¨∇pk `
ż

K

pkdivxu.

Suppose that Trppkq “ 0 and that pk P divKx . Then we find

@u P BDMk

ż

K

u ¨∇pk “ 0,

so that pk is uniform on K. But as it vanishes on BK, pk “ 0. This means that Tr|divK
x
is injective, so

that using the rank-nullity theorem

rank
´

Tr
´

divKx

¯¯

“ dim
´

divKx

¯

“
pk ` d´ 1q!

k!pd´ 1q!
.

Lemma 4.6 (direct sum of the traces). If K is a simplicial cell, then

Trp∇Kx q X TrpdivKx q “ t0u .

Proof. We denote by φ̂ an element of RkpBKq. We suppose that φ̂ belongs to Trp∇Kx q; then
Du P ∇Kx , φ̂ “ Trpuq.

Moreover, we suppose that φ̂ belongs to TrpdivKx q; then

Dp P divKx , φ̂ “ Trppq.

Then we obtain
ż

BK

´

φ̂
¯2

“

ż

BK

TrpuqTrppq

“

ż

K

divxppuq

“

ż

K

pdivxu`

ż

K

u ¨∇p,
ż

BK

´

φ̂
¯2

“ 0,

because p P divKx and u P ∇Kx . We conclude that φ̂ “ 0.

We can now use a different lemma for proving Proposition 5. It is straightforward that TrpdivKx q`
Trp∇Kx q Ă RkpBKq. Following Theorem 4.6, the sum of TrpdivKx q and Trp∇Kx q is direct. Then, following
Theorem 4.4 and Theorem 4.5, we obtain

dim
´

TrpdivKx q ‘Trp∇Kx q
¯

“ dim TrpdivKx q ` dimTrp∇Kx q

“
pk ` d´ 1q!

k!pd´ 1q!
` d

pk ` d´ 1q!

k!pd´ 1q!

“pd` 1q
pk ` d´ 1q!

k!pd´ 1q!
,

dim
´

TrpdivKx q ‘Trp∇Kx q
¯

“ dimRkpBKq,

which ends the proof of Proposition 5.
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4.4. Proof of Proposition 3. By integrating by parts the cell integral of (3.5), we find

(4.2) ´

ż

Ki

pu ¨∇ϕ “ ´
ż

Ki

divxpϕpuq `

ż

Ki

ϕdivxpu “ ´
ř

jPN piq

ż

Γij

ϕpui ¨ nij `

ż

Ki

ϕdivxpu,

and

(4.3) ´

ż

Ki

ppdivxψ “ ´

ż

Ki

divxpψppq `

ż

Ki

ψ ¨∇pp “ ´
ř

jPN piq

ż

Γij

ppψ ¨ nij `

ż

Ki

ψ ¨∇pp,

so that
$

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

%

ż

Ki

ϕBτ pp`

ż

Ki

1

pρ0
ϕdivxpu`

ř

jPNintpiq

ż

Γij

ϕ

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ 2d11 rr pp ss

˙

`
ř

jPNbpiq

ż

Γij

ϕ

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0rr pp ss

˙

“ 0,
ż

Ki

ψ ¨ Bτ pu`

ż

Ki

xκ0ψ ¨∇pp`
ř

jPNintpiq

ż

Γij

ψ

2
¨ pxκ0rr ppnij ss ´ 2 rrD22pnijqpu ssq

`
ř

jPNbpiq

ż

Γij

ψ

2
¨ pxκ0rr ppnij ss ´ pc0 rr pu ¨ nij ssq “ 0.

Using (3.7), the stationary problem is then

(4.4)

$

’

’

&

’

’

%

ż

Ki

1

pρ0
ϕdivxpu`

ř

jPN piq

ż

Γij

ϕ

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0 rr pp ss

˙

“ 0,
ż

Ki

xκ0ψ ¨∇pp`
ř

jPN piq

ż

Γij

ψ

2
¨ pxκ0rr ppnij ss ´ pc0 rr pu ¨ nij ssnijq “ 0,

that can be rephrased as

(4.5)

$

’

’

’

&

’

’

’

%

ż

Ki

1

pρ0
ϕdivxpu`

ř

jPN piq

ż

Γij

Trpϕq

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0 rr pp ss

˙

“ 0,

ż

Ki

xκ0ψ ¨∇pp`
ř

jPN piq

ż

Γij

Trpψq

2
pxκ0rr pp ss ´ pc0 rr pu ¨ nij ssq “ 0.

We aim at proving that
1

pρ0
rr pp ss ´ pc0rr pu ¨ nij ss “ 0, and that on each cell, divxpu “ 0 and ∇xpp “ 0.

Then, (4.5) gives

@ϕ P divKx @ψ P ∇Kx

$

’

’

’

&

’

’

’

%

ř

jPN piq

ż

Γij

Trpϕq

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0 rr pp ss

˙

“ 0,

ř

jPN piq

ż

Γij

Trpψq

2
pxκ0rr pp ss ´ pc0 rr pu ¨ nij ssq “ 0,

which, using pc0
2
“xκ0{ pρ0, can be rephrased as

(4.6) @ϕ P divKx @ψ P ∇Kx

$

’

’

’

&

’

’

’

%

ř

jPN piq

ż

Γij

Trpϕq

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0 rr pp ss

˙

“ 0,

´ pρ0 pc0
ř

jPN piq

ż

Γij

Trpψq

2

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0rr pp ss

˙

“ 0.

Using the result of Proposition 5 that Tr
`

∇Kx
˘

` Tr
´

divKx

¯

“ RkpBKq leads to

@φ̂ P RkpBKq

ż

BK

φ̂

ˆ

1

pρ0
rr pu ¨ nij ss ´ pc0rr pp ss

˙

“ 0,
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so that
1

pρ0
rr pu ¨nij ss´ pc0rr pp ss “ 0 is ensured. Exchanging cells i and j gives

1

pρ0
rrpuh ¨ njiss`

pc0
2
rrpphss “ 0,

so that rrpphss “ 0 and rrpuh ¨ nijss “ 0. As these jumps vanish, (4.4) gives

@ψ P BDMkpKiq,

ż

Ki

ψ ¨∇x̃pph “ 0,

@ϕ P PkpKiq,

ż

Ki

ϕdivxpuh “ 0,

which ends the proof.

5. Numerical results. We aim at illustrating Proposition 3 and Corollary 4.3. These two results
rely on the discrete gradient ∇Mh and the discrete divergence divMh

x . These two quantities are
respectively in

`

L2pCq
˘d
ˆ
`

L2pSq
˘d and L2pCqˆL2pSq, and for numerically monitoring these quantities,

we will use the natural Cartesian L2 norm on this space. We therefore define on Vh and Vh the following
seminorms:

∥∥∇Mh
pph
∥∥2

DG “
ř

KPC

ż

K

‖∇pph‖2
2 `

ř

SPS

ż

S

rr pph ss
2,(5.1)

∥∥∥divMh
x puh

∥∥∥
2

DG
“

ř

KPC

ż

K

pdivxpuhq
2
`

ř

SPS

ż

S

rr puh ¨ nS ss
2.(5.2)

Since we focus on the low Mach number accuracy problem and since this problem does not depend
on time integration, the time integration is performed in (3.5) and (3.2) using an explicit Strong
Stability Preserving [19] method with a CFL number of 0.19. Similar results can be obtained using
implicit time integration. For evaluating the volume and face integrals, Gauss quadrature formula
are used. The number of quadrature points is chosen to integrate exactly on the reference element
polynomials of degree 2k on cells and 2k ` 1 on faces.

This section is divided into two subsections. In the first one, only the results of Proposition 3
are tested, namely we address the problem of the high order accuracy of the long time solution of the
wave system. This allows us to do a first selection on the scheme for the Euler system which may be
accurate or not at low Mach number. This is addressed in the second subsection. The link between
the long time limit of the wave system and the low Mach number accuracy for the Euler system was
extensively discussed in [25].

5.1. Wave system. In this section, we address the convergence of the long time limit of the
discontinuous Galerkin method toward the long time limit of the continuous system. Existence of this
limit was discussed in [24] for the finite volume case but is not clear in general. This is why we will
first test whether the discrete solution is converging toward a limit at infinity.

At the continuous level, we know that the long time limit of the wave system (2.8) with boundary
conditions given by (2.9) and initial condition ppp0, pu0q exists and is given by (2.11). From a numerical
point of view, the pressure is uniform provided ∇Mh

pph “ 0. The velocity is divergence free provided
divMh

x puh “ 0, but this is only a necessary condition, not a sufficient one, because divMh
x puh “ 0 does

not give any hint on the closeness with the exact long time velocity uΨppu0q. As a consequence, the
following properties will be tested:

‚ Is the numerical solution converging toward a steady state?
‚ If this steady state exists, which we denote by ppph, puhq, then do we have ∇Mh

pph “ 0 and
divMh

x puh “ 0?
‚ If ∇Mh

pph “ 0 and divMh
x puh “ 0, then is puh converging toward the exact long time limit

uΨppu0q, and what is its order of convergence?

5.1.1. Vortex. The numerical dissipation of a stationary vortex is studied. The domain is the
square r0, 100s ˆ r0, 100s and the initial condition is given by

(5.3)
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pp0px, yq “ 0,

pu0px, yq “

¨

˚

˚

˝

´
y ´ ycenter

R
exp

ˆ

´
px´ xcenterq

2 ` py ´ ycenterq
2

2ˆR2

˙

x´ xcenter

R
exp

ˆ

´
px´ xcenterq

2 ` py ´ ycenterq
2

2ˆR2

˙

˛

‹

‹

‚
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Figure 5.1. Wave vortex — residuals as a function of the computational time obtained on triangular (left) and
quadrangular (right) mesh for different degrees of approximation with Godunov (3.7) and Rusanov (3.8) stabilization.

with R “ 15 and pxcenter, ycenterq “ p50, 50q. Inlet/outlet boundary conditions (2.9c) are used with
ppb “ 0 and pub “ pu0. Since the initial condition satisfies divxppu0q “ 0 and the boundary condition
satisfies pu0 ¨ n “ pub ¨ n, we have uΨppu0q “ pu0 and pu0 is a steady solution of the continuous system
(2.8) with boundary condition (2.9c). Then, the exact long time limit is pppex, puexq “ p0, pu0q.

Behavior when the time goes to infinity. In Figure 5.1, the pressure residual and the velocities
residuals are plotted as a function of the time. A triangular mesh containing 540 cells and a Carte-
sian mesh containing 256 cells are used. Even if the time required depends on the stabilization and
the degree of approximation used, all these schemes (except the Rusanov scheme with a degree of
approximation equals to one) allow a steady state to be reached.

About ‖∇pph‖DG and ‖divxpuh‖DG of the long time limit. We now study if the long time limit of
the wave system ensures a null pressure field and a divergence free velocity field. In Figure 5.2, the
seminorms ‖∇pph‖DG and ‖divxpuh‖DG defined by (5.1) and (5.2) of the long time limit of the wave
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Figure 5.2. Wave vortex — norms ‖∇pph‖DG and ‖divxpuh‖DG defined by (5.1) and (5.2) of the long time
numerical solution obtained for different degrees of approximation on triangular meshes (left) and Cartesian meshes
(right) with Godunov (3.7) and Rusanov (3.8) stabilizations. A log-log plot is used.

system for different triangular and Cartesian meshes are plotted. Four different triangular meshes are
used containing respectively 116, 540, 2 250 and 9 248 cells. Cartesian meshes contain respectively 64,
256, 1 024 and 4 096 cells. Since the Rusanov scheme with a degree of approximation equal to one does
not converge to a steady state, these results are not plotted in Figure 5.2. The results on triangular
meshes are in agreement with Proposition 3. With the Godunov scheme, the long time limit has a
uniform pressure and a divergence free velocity field. This property seems also to be satisfied for the
Godunov scheme on Cartesian meshes. Using the Rusanov scheme, the long time pressure limit is not
uniform and the long time velocity is not divergence free.

Convergence study of the long time limit. Results of Figure 5.2 show that using the Godunov
scheme, the long time velocity field is divergence free. This condition is necessary but not sufficient to
approximate accurately the long time limit of the continuous system. Indeed, the long time solution
of the numerical scheme may be constant and so divergence free whereas the exact solution may not
be constant. To study if the long time solution approximates correctly the exact solution, a mesh
convergence study is performed in Figure 5.3. With the Godunov scheme on triangular meshes, the
long time pressure is uniform and equal to zero and the velocity is converging toward the exact
solution with a rate of k` 1 for Pk finite elements. On Cartesian meshes or with the Rusanov scheme
on triangular meshes, the velocity does not converge toward the exact solution with the optimal
convergence rate. Indeed, a rate of k (instead of k ` 1) for Qk or Pk finite elements is observed.

Conclusion. From the results of Figures 5.1, 5.2, and 5.3, we remark that as for finite volume
method [22, 20, 34, 32, 13], the discontinuous Galerkin scheme with

‚ a Rusanov stabilization (3.8) does not give a long time limit that is optimal order, neither
with triangular mesh nor with Cartesian mesh;

‚ a Godunov stabilization (3.7) has different behavior depending on the mesh geometry. The
long time limit has an optimal order of convergence on triangular meshes but not on Cartesian
meshes.
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Figure 5.3. Wave vortex — L2 norm of the error between the exact solution and the long time numerical solution
obtained with Godunov (3.7) and Rusanov (3.8) stabilizations and different degrees of approximation on triangular (left)
and Cartesian (right) meshes. A log-log plot is used.

5.1.2. Cylinder scattering. We want to test the Godunov scheme on a more complex geometry
with an initial condition far from the exact solution. We consider the problem of the scattering of a
wave by a cylinder of radius r0. The domain Ω is an annulus rr0, r1sˆr0, 2πr. Here, we use r0 “ 0.5 and
r1 “ 5.5. A wall boundary condition (2.9b) is used in r “ r0 and an inlet/outlet boundary condition
(2.9c) is used in r “ r1 with ppb “ 0 and pub “ p1, 0q

T . The initial data are uniform and set equal to

pph “ 0, puh “ 0.

17



10−16× 10−2 2× 10−1 3× 10−1

h

10−15

10−13

10−11

10−9

10−7

10−5

10−3

‖∇
p̂ h
‖ D

G

Godunov, P0

Godunov, P1

Godunov, P2

1003× 10−1 4× 10−1 6× 10−1

h

10−6

10−5

10−4

10−3

10−2

10−1

‖∇
p̂ h
‖ D

G

slope=1.1

slope=1.0

slope=2.0

Godunov, Q0

Godunov, Q1

Godunov, Q2

10−16× 10−2 2× 10−1 3× 10−1

h

10−15

10−13

10−11

10−9

10−7

10−5

10−3

10−1

‖d
iv

û
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Figure 5.4. Wave cylinder scattering - norms ‖∇pph‖DG and ‖divxpuh‖DG defined by (5.1) and (5.2) of the
long time numerical solution obtained for different degrees of approximation with the Godunov stabilization (3.7) on
triangular (left) and quadrangular (right) straight meshes. A log-log plot is used.

Then, the exact long time limit is given by

(5.4)
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ppex “ 0,

puexpr, θq “ puΨppu0q “
r2
1

r2
1 ´ r

2
0

¨

˚

˝

1´
r2
0

r2
cosp2θq

´
r2
0

r2
sinp2θq

˛

‹

‚

.

About ‖∇pph‖DG and ‖divxpuh‖DG of the long time limit. We first study if the long time limit
of the wave system obtained with the Godunov scheme on a more complex geometry has a uniform
pressure and a divergence free velocity field. In Figure 5.4, the seminorms ‖∇pph‖DG and ‖divxpuh‖DG
of the long time limit are plotted for different straight triangular and quadrangular meshes. Four
different triangular meshes are used containing respectively 1 598, 3 430, 9 184 and 35 988 cells.
The quadrangular meshes are structured and contain respectively 72, 200, 800 and 3 200 cells. They
are obtained using a resolution of nr in the radial direction and nθ in the orthoradial direction with
respectively pnr, nθq “ p6, 12q, pnr, nθq “ p10, 20q, pnr, nθq “ p20, 40q, and pnr, nθq “ p40, 80q. With
the Godunov scheme on triangular meshes, as expected, the long time limit has a uniform pressure and
a divergence free field. On quadrangular meshes, the long time limit does not have a uniform pressure
nor a divergence free velocity field.

Convergence study of the long time limit. In Figure 5.5, a mesh convergence study is performed,
in which the error between the exact solution (5.4) and the long time limit of the discrete solution is
computed. Since the boundaries of the domain are curved, the optimal order can be reached only if
the mesh is curved too [4]. However, some difficulties to reach a long time limit with the Godunov
scheme and curved meshes were observed. We also note that we were not able to reach a steady state
using curved quadrangular meshes. Note, however, that

‚ the theoretical result Proposition 3 was proven only on straight meshes, so that the difficulties
encountered in the curved mesh case do not contradict this result,
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Figure 5.5. Wave cylinder scattering — L2 norm of the error between the exact solution and the numerical
solution obtained with P0, P1, and P2 finite elements with the Godunov scheme (3.7) and a slip wall boundary condition
(5.5) on the cylinder. A log-log plot is used.

‚ the quadrangular meshes case and the Rusanov scheme with the triangular meshes were already
proven to fail in the previous test case, so the only thing we are interested in here is whether
the triangular case with the Godunov scheme is optimal order or not.

To remove difficulties, a curved mesh was kept only for the cylinder (in r “ r0). A straight
approximation of the circle r “ r1 and a Steger–Warming boundary condition where the exact solution
is weakly imposed was used for all the following simulations.

The meshes are the same meshes as in Figure 5.4 with a second order approximation of the cylinder
in r “ r0. To improve the convergence toward a steady state, the classical wall boundary condition
(2.9b) is replaced by a slip wall boundary condition [3]

(5.5)

»

–

1

pρ0
pu ¨ n

xκ0ppn

fi

fl

slipWall

“

ˆ

0
xκ0ppn

˙

.

We observe in Figure 5.5 that the long time limit ensures a null pressure field. Also, velocity is
converging toward the exact solution with the optimal rate of k ` 1 for Pk finite elements.

Conclusion. From Figures 5.4 and 5.5, we confirm that the discontinuous Galerkin method with a
Godunov flux does not have a long time limit convergence with optimal order on quadrangular meshes
but it does on triangular meshes. With quadrangular meshes, instead of Cartesian ones, the long
time limit obtained with the Godunov flux has no more a uniform pressure field nor a divergence free
velocity field. Last, the optimal mesh convergence rate is obtained with the Godunov flux on curved
triangular meshes.

5.2. Euler equation. We aim at illustrating the low Mach number accuracy of the discontinuous
Galerkin method with a Roe numerical flux on triangular meshes. For all the following simulations,
we consider the barotropic Euler equation (2.1) using the pressure law ppρq “ κργ where κ “ 1 and
γ “ 2.
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5.2.1. Vortex. This test case is the nonlinear version of the test case performed in subsubsec-
tion 5.1.1. The isentropic vortex is defined by its density ρ8 and Mach number M8 at infinity. The
initial condition is given by

$

&

%

u0pxq “ u8pu0,

ρ0pxq “ ρ8 ´
1

2
ρ8 exp

ˆ

´
px´ xcenterq

2 ` py ´ ycenterq
2

2ˆR2

˙

M2
8,

where u8 “M8

a

p1pρ8q and pu0 is given by (5.3). The initial condition matches with the exact incom-
pressible solution pρIncomp

ex ,uIncomp
ex q which is a stationary solution of the incompressible system. The

exact solution is weakly imposed at all the boundaries with the Steger–Warming boundary condition
(2.2b). For the numerical test, ρ8 “ 2 was used. The same meshes and parameters are used as in
subsubsection 5.1.1. For balancing the effect of the order of accuracy, the final computational time is
increased when the order of accuracy is increased: the final time is t “ 100 s for P0, t “ 30 000 s for
P1 and t “ 100 000 s for P2.

Iso-contours of the solution. In Figure 5.6, the iso-contours of the velocity field at final time for
M8 “ 10´5 are plotted. In agreement with the linear case, all the results obtained with the Roe
scheme seems to be low Mach number accurate. The results with the Rusanov scheme for P0 and P1

are clearly more dissipated than the results with the Roe scheme. Surprisingly, the result obtained
with the P2 finite element and with the Rusanov scheme looks pretty fair. For performing a more
thorough study, a study of the density fluctuations is performed within a mesh convergence study.

Behavior of }∇ρ̃h}DG and }divxpρ̃ũq}DG with respect to the time. In Figure 5.7, the norms
}∇ρ̃h}DG and }divxpρ̃ũq}DG are plotted with respect to the time iteration for a Mach number M8 “

10´5. In contrast to Rusanov’s flux, Roe’s flux converges much faster to a discrete steady solution.
Moreover, a strong disparity is observed in the order of magnitude of the gradient }∇ρ̃h}DG and the
divergence }divxpρ̃ũq}DG between the two numerical methods.

Behavior of }∇ρ̃h}DG and }divxpρ̃ũq}DG when M8 Ñ 0. In Figure 5.8, the norms }∇ρ̃h}DG and
}divxpρ̃ũq}DG are plotted with respect to the Mach number for M8 “ 10´2 to M8 “ 10´6. The
results are in agreement with the results of Theorem 4.3. As expected, an O

`

M2
˘

scaling of the
density gradient and an O pMq scaling of the divergence of the velocity are obtained with the Roe
numerical flux.

These results are compared with the ones obtained with the Rusanov numerical flux. With the
Rusanov numerical flux and P0 and P1 finite elements, an O pMq scaling of the density gradient and
an O p1q scaling of the velocity divergence are obtained.

The P2 case deserves more comments. It seems to be low Mach number accurate for Mb ě 10´4,
but no more accurate for lower Mach number. The asymptotic expansion of the density reads

ρ̃h “ ρ̃p0q `Mρ̃
p1q
h `M2ρ̃

p2q
h `O

`

M3
˘

,

where ρ̃p1qh is the long time limit of the wave system (see [25] for the link between the low Mach
number solution and the long time limit of the wave system). It was observed in subsubsection 5.1.2
that ρ̃p1qh ‰ 0 with the Rusanov numerical flux. When ρ̃

p1q
h is negligible with respect to Mρ̃

p2q
h , the

O
`

M2
˘

behavior is observed (typically when Mb ě 10´4), whereas when Mρ̃
p2q
h is negligible with

respect to ρ̃p1qh , the O pMq is observed.
In Figure 5.9, a mesh convergence study at M8 “ 10´4 is performed. The conclusion is the same

as for the linear case: with the Roe scheme on triangles, all variables converge toward the exact solution
with a rate of k ` 1 with Pk finite elements.

From Figures 5.6 and 5.8, we deduce that it may not be sufficient to plot iso-contours to study the
low Mach number behavior of a numerical scheme. It is necessary to study the pressure fluctuation
with respect to the Mach number and to perform a mesh convergence study. With the Godunov scheme
on triangular mesh, the pressure fluctuations scale at order O

`

M2
˘

and the divergence of the velocity
field scales at order O pMq. Moreover, all variables converge to the exact incompressible solution with
a convergence rate of k ` 1 with Pk finite elements.

5.2.2. Cylinder scattering. This test case is the nonlinear version of the test case performed
in subsubsection 5.1.2. Wall boundary conditions are applied on the cylinder while Steger–Warming
boundary conditions with a state characterized by its density at infinity ρb and its Mach number at
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Figure 5.6. Euler vortex - iso-contours of the norm of the velocity obtained at Mach number M8 “ 10´5 on
triangular mesh. Fifteen equally reparted contours between 4ˆ 10´9 and 1.1ˆ 10´5 are plotted.
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Figure 5.7. Euler vortex - norms }∇ρ̃h}DG and }divxpρ̃ũq}DG with respect to the time for a Mach number
M8 “ 10´5. Rusanov and Roe schemes are used on triangular mesh with different degree of approximation (P0, P1

and P2).
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Figure 5.8. Euler vortex - norms }∇ρ̃h}DG and }divxpρ̃ũq}DG with respect to the Mach number (for M8 “ 10´2

to M8 “ 10´6). Rusanov and Roe schemes are used on triangular mesh with different degrees of approximation (P0,
P1, and P2). A log-log plot is used.

infinityMb. For all the computations, an external density of ρb is imposed, and the external velocity is
deduced from the Mach number by ub “ pMb

a

p1pρbq, 0q
T . The initial data are uniform and set equal

to
ρh “ ρb, uh “ 0.

An approximated solution can be computed as follows: first, the velocity is harmonic and computed as
in subsubsection 5.1.2. Then the pressure is computed by integrating the momentum equation, which
leads to

$

&

%

uIncomp
ex pr, θq “ ubpuexpr, θq,

ρIncomp
ex pr, θq “ ρb ` ρb

ˆ

r2
1

r2
1 ´ r

2
0

˙2 ˆ
r2
0

r2
cosp2θq ´

r4
0

2 r4

˙

M2
b

where ub “ Mb

a

p1pρbq and puex is given by (5.4). The same meshes (curved meshes in r “ r0)
and parameters are used as in subsubsection 5.1.2. For the numerical tests, ρb is set to 2. From
a numerical point of view, Steger–Warming boundary conditions are applied in r1 using the exact
solution at boundary and wall boundary conditions are applied in r0 using the slip wall boundary
condition of [3].

In Figure 5.10, the iso-contours of the steady velocity field are plotted for Mb “ 10´4 with a
triangular mesh. The solution obtained with the Roe scheme seems to be in agreement with the exact
incompressible solution. As previously explained, this study is not sufficient to conclude on the low
Mach number behavior of the scheme. This is why the density fluctuations are plotted with respect to
the Mach number in Figure 5.11. These fluctuations scale as O

`

M2
˘

. Also a mesh convergence study
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Figure 5.9. Euler vortex - L2 norm of the error between the exact incompressible solution and the numerical
solution obtained with the Roe scheme and different degree of approximation. Results are shown for a Mach number of
M8 “ 10´4. A log-log plot is used.

at Mach number Mb equal to 10´4 is performed and shown in Figure 5.12. The numerical solution is
converging toward the exact incompressible solution with a rate of k ` 1

2 for Pk finite elements. Thus
the Roe scheme is low Mach number accurate on triangular meshes.

6. Conclusion. In this article, the behavior of the discontinuous Galerkin method for compress-
ible flows was studied in the low Mach number limit. A result that was previously proven for finite
volume schemes on triangular meshes was extended to the high order case. This result states that

‚ if the numerical flux preserves contacts (namely Roe, Osher, HLLC, Godunov, etc.),
‚ if the mesh is triangular,

then the discontinuous Galerkin method is low Mach number accurate. The numerical results state
that this result is sharp, in the sense that with another type of mesh, for example, quadrangular
meshes, or with a numerical flux that does not preserve contacts, the discontinuous Galerkin method
is not low Mach number accurate.

The nonaccuracy in the low Mach number limit is known to give a numerical scheme that is not
convergent with a finite volume scheme. The numerical results for the discontinuous Galerkin method
are less disastrous: the observed order of accuracy is one order lower than the optimal order. The
numerical scheme with a Pk or Qk scheme remains convergent for k ě 1, but with an order k.

For order 3, it was observed that the low Mach number inaccuracy may be counterbalanced by the
high order nature of the numerical scheme: for moderate low Mach number (M ą 10´4), the solution
looks fair, and the pressure seems to behave as O

`

M2
˘

. Still for lower Mach number, the wrong O pMq
behavior was observed.

Some problems were observed with classical wall boundary conditions on curved meshes, which
could be solved by using slip wall boundary conditions. We have no explanation for the moment on
the origin of this problem, but we will investigate this in future work.

This paper deals with isentropic Euler equations but the results can be easily extented to the full
Euler system with perfect gas or stiffened gas pressure laws. Indeed, assuming that the initial condition
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Figure 5.10. Iso-contours of the norm of the velocity obtained at Mach number Mb “ 10´4 on triangular mesh.
Twenty equally reparted contours between 8ˆ 10´6 and 3ˆ 10´4 are plotted.
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Figure 5.11. Euler cylinder scattering - L2 norm of the density fluctuation ρ´ρb with respect to the Mach number
(for Mb “ 10´1 to Mb “ 10´6). A log-log plot is used.
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Figure 5.12. Euler cylinder scattering - L2 norm of the error between the exact incompressible solution and the
numerical solution obtained with the Roe scheme and different degree of approximation. Results are shown for a Mach
number of Mb “ 10´4. A log-log plot is used.

and boundary condition are well-prepared in the sense that
$

’

&

’

%

ρ̃px̃, t̃q “ ρ̃
p0q
0 `O pMq ,

p̃px̃, t̃q “ p̃
p0q
0 `O

`

M2
˘

,

ũpx̃, t̃q “ ũ
p0q
0 px̃q `O pMq ,

where
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’
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’

%

ρ̃
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0 P R`,
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0 P R,

∇x̃ ¨ ũ
p0q
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and the boundary values ρ̃b, ũb and p̃b satisfy
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p0q
b `O pMq
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,
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b px̃q `O pMq ,

where

$

’

&

’

%

ρ̃
p0q
b P R`,
p̃
p0q
b P R,
ş

BΩ
ũ
p0q
b ¨ n “ 0,

the link between the low Mach number solution of Euler system and the long time solution of a linear
wave system can also be performed at the continuous and the discrete levels [17]. Then, the results
of the present paper can be extended. More precisely, if the numerical flux for the full Euler system
conserves contacts (e.g., exact Godunov, Roe, HLLC) and if the mesh is simplicial, the numerical
scheme is accurate at low Mach number flows. However, the case of a more general pressure law or
where ρ̃p0q is no more uniform needs more investigation.

Last, we would like to point out that with high order numerical schemes, it is sometimes hard to
tell the difference between a scheme that is low Mach number accurate and a scheme that is not low
Mach number accurate. Especially, we observed that the difference cannot rely on the eyeball metric
on isovalues. A more robust criterion for estimating the low Mach number consists in the assessment
of the pressure fluctuations, which should scale as O

`

M2
˘

, and the discrete divergence of the velocity,
which should scale as O pMq.
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