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#### Abstract

We study the problems of finding a shortest synchronizing word and its length for a given prefix code. This is done in two different settings: when the code is defined by an arbitrary decoder recognizing its star and when the code is defined by its literal decoder (whose size is polynomially equivalent to the total length of all words in the code). For the first case for every $\varepsilon>0$ we prove $n^{1-\varepsilon}$-inapproximability for recognizable binary maximal prefix codes, $\Theta(\log n)$-inapproximability for finite binary maximal prefix codes and $n^{\frac{1}{2}-\varepsilon}$-inapproximability for finite binary prefix codes. By $c$-inapproximability here we mean the non-existence of a $c$-approximation polynomial time algorithm under the assumption $\mathrm{P} \neq \mathrm{NP}$, and by $n$ the number of states of the decoder in the input. For the second case, we propose approximation and exact algorithms and conjecture that for finite maximal prefix codes the problem can be solved in polynomial time. We also study the related problems of finding a shortest mortal and a shortest avoiding word.
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## 1 Introduction

Prefix codes are a simple and powerful class of variable-length codes that are widely used in information compression and transmission. A famous example of prefix codes is Huffman's codes [15]. In general, variable length codes are not resistant to errors, since one deletion, insertion or change of a symbol can desynchronize the decoder causing incorrect decoding of all the remaining part of the message. However, in a large class of codes called synchronizing codes resynchronization of the decoder is possible in such situations. It is known that almost all maximal finite prefix codes are synchronizing [12]. Synchronization of finite prefix codes has been investigated a lot $[5,7,8,10,21,22]$, see also the book $[6]$ and references therein. For efficiency reasons, it is important to use as short words resynchronizing the decoder as
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Figure 1 The Wielandt automaton on three states and the tree of the code $0\{0,1\} \cup 1\{0,1\}^{2}$.
possible to decrease synchronization time. However, despite the interest in synchronizing prefix codes, the computational complexity of finding short synchronizing words for them has not been studied so far. In this paper, we provide a systematic investigation of this topic.

Each recognizable (by a finite automaton) maximal prefix code can be represented by an automaton decoding the star of this code. For a finite code, this automaton can be exponentially smaller than the representation of the code by listing all its words (consider, for example, the code of all words of some fixed length). This can, of course, happen even if the code is synchronizing. An important example here is the code $0\{0,1\}^{n-1} \cup 1\{0,1\}^{n}$. The minimized decoder of this code is a famous Wielandt automaton with $n+1$ states (see ex. [1]), while the literal automaton contains $2^{n-1}+2^{n}$ states, see Figure 1 for the case $n=3$. In different applications, the first or the second way of representing the code can be useful. In some cases large codes having a short description may be represented by a minimized decoder, while in other applications the code can be described by simply providing the list of all codewords. The number of states of the literal decoder is equal to the number of different prefixes of the codewords, and thus the representations of a prefix code by listing all its codewords and by providing its literal automaton are polynomially equivalent. We study the complexity of problems for both arbitrary and literal decoders of finite prefix codes.

In this paper we study the existence of approximation algorithms for the problem Short SYnc Word of finding a shortest synchronizing words in several classes of deterministic automata decoding prefix codes. In Section 2 we describe main definitions and survey existing results in the computational complexity of Short Sync Word. In Section 3 we provide a strong inapproximability result for this problem in the class of strongly connected automata. Section 4 is devoted to the same problem in acyclic automata, which are then used in Section 5 to show logarithmic inapproximability of Short Sync Word in the class of Huffman decoders. In Section 6 we provide a much stronger inapproximability result for partial Huffman decoders. In Section 7 we provide several algorithms for literal Huffman decoders and conjecture that Short Sync Word can be solved in polynomial time in this class. Finally, in Section 8 we apply the developed techniques to the problems of finding shortest mortal and avoiding words.

## 2 Main Definitions and Related Results

A partial deterministic finite automaton (which we simply call a partial automaton in this paper) is a triple $A=(Q, \Sigma, \delta)$, where $Q$ is a set of states, $\Sigma$ is a finite alphabet and $\delta: Q \times \Sigma \rightarrow Q$ is a (possibly incomplete) transition function. The function delta can be canonically extended to a function $\delta: Q \times \Sigma^{*} \rightarrow Q$ by defining $\delta(q, w x)=\delta(\delta(q, w), x)$ for
$x \in \Sigma, w \in \Sigma^{*}$. If $\delta$ is a complete function, the automaton is called complete (in this case we call it just an automaton). An automaton is called strongly connected if for every ordered pair $q, q^{\prime}$ of states there is a word mapping $q$ to $q^{\prime}$.

A state in a partial automaton is called $\operatorname{sink}$ if each letter either maps the state to itself or is undefined. A simple cycle in a partial automaton $A=(Q, \Sigma, \delta)$ is a sequence $q_{1}, \ldots, q_{k}$ of its states such that all the states in the sequence are different and there exist letters $x_{1}, \ldots, x_{k} \in \Sigma$ such that $\delta\left(q_{i}, x_{i}\right)=q_{i+1}$ for $1 \leq i \leq k-1$ and $\delta\left(q_{k}, x_{k}\right)=q_{1}$. A simple cycle is a self-loop if it consists of only one state. We call a partial automaton weakly acyclic if all its cycles are self-loops, and strongly acyclic if moreover all its states with self-loops are sink states. Some properties of these automata have been studied in [19].

There is a strong relation between partial automata and prefix codes [6]. A set $X$ of words is called a prefix code if no word in $X$ is a prefix of another word. The class of recognizable (by an automaton) prefix codes can be described as follows. Take a strongly connected partial automaton $A$ and pick a state $r$ in it. Then the set of all first return words of $r$ (that is, words mapping $r$ to itself such that each non-empty prefix does not map $r$ to itself) is a recognizable prefix code. Moreover, each recognizable prefix code can be obtained this way. A prefix code is called maximal if it is not a subset of another prefix code. The class of maximal recognizable prefix codes corresponds to the class of complete automata. If a state $r$ can be picked in an automaton in such a way that the set of all first return words is a finite prefix code, we call the automaton a partial Huffman decoder. If such automaton is complete (and thus the finite prefix code is maximal), we call it simply a Huffman decoder.

Let $A$ be a partial automaton. A word $w$ is called synchronizing for $A$ if there exists a state $q$ such that $w$ maps each state of $A$ either to $q$ or the mapping of $w$ is undefined for this state, and there is at least one state such that the mapping of $w$ is defined for it. That is, a word is called synchronizing if it maps the whole set of states of the automaton to a set of size exactly one. An automaton having a synchronizing word is called synchronizing. A recognizable prefix code is synchronizing if a trim (partial) automaton recognizing the star of this code is synchronizing [6] (an automaton is called trim if there exists a state such that each state is accessible from this state, and there exists a state such that each state is coaccessible from this state). It can be checked in polynomial time that a strongly connected partial automaton is synchronizing (Proposition 3.6.5 of [6]).

Synchronizing automata have applications in different domains, such as synchronizing codes, symbolic dynamics, manufacturing and testing of reactive systems. They are also the subject of the Černý conjecture, one of the main open problems in automata theory. It stays that every $n$-state synchronizing automaton has a synchronizing word of length at most $(n-1)^{2}$, while the best known upper bounds are cubic [17, 24]. See [26] for a survey on this topic. The upper bound on the length of a shortest synchronizing word has been improved in particular for Huffman decoders [2] and further for literal Huffman decoders [5].

We consider the following computational problem.

## Short Sync Word

Input: A synchronizing partial automaton $A$;
Output: The length of a shortest synchronizing word for $A$.
Now we shortly survey existing results and techniques in the computational complexity and approximability of finding shortest synchronizing words for deterministic automata. To the best of our knowledge, there are no such results for partial automata. See [23] for an introduction to NP-completeness and [25] for an introduction to inapproximability and gap-preserving reductions.

There exist several techniques of proving that Short Sync Word is hard for different classes of automata. The very first and the most widely used idea is the one of Eppstein [11]. Here, the automaton in the reduction is composed of a set of "pipes", and transitions define the way the active states are changed inside the pipes to reach the state where synchronization takes place. This idea (sometimes extended a lot) allows to prove NP-completeness of Short Sync Word in the classes of strongly acyclic [11], ternary Eulerian [16], binary Eulerian [27], binary cyclic [16] automata. This idea is also used in the proofs of [3] for inapproximability within arbitrary constant factor for binary automata, and for $n^{1-\varepsilon_{-i n}}$-inapproximability for $n$-state binary automata [13] (the last proof uses the theory of Probabilistically Checkable Proofs). In fact, the proof in [13] holds true for binary automata with linear (in the number of states of the automaton) length of a shortest synchronizing word and a sink state.

Another idea is to construct a reduction from the Set Cover problem. It can be used to show logarithmic inapproximability of the Short Sync Word in weakly acyclic [14] and binary automata [4]. Finally, a reduction from Shortest Common Supersequence provides inapproximability of this problem within a constant factor [14].

In the class of monotonic automata Short Sync Word is solvable in polynomial time: because of the structure of these automata this problem reduces to a problem of finding a shortest words synchronizing a pair of states [20]. For general $n$-state automata, a $\left\lceil\frac{n-1}{k-1}\right\rceil$-approximation polynomial time algorithm exists for every $k$ [14].

## 3 The Construction of Gawrychowski and Straszak

In this section we briefly recall the construction of a gadget invented by Gawrychowski and Straszak [13] to show $n^{1-\varepsilon}$-inapproximability of the Short Sync Word problem in the general class of automata. Below we will use this construction several times.

Suppose that we have a constraint satisfiablity problem (CSP) with $N$ variables and $M$ constraints such that each constraint is satisfied by at most $K$ assignments (see [13] for the definitions and missing details). Following the results in [13], we can assume that $N, K \leq M^{\varepsilon}$, and also that either the CSP is satisfiable, or at most $\frac{1}{M^{1-\varepsilon}}$ fraction of all constraints can be satisfied by an assignment. It is possible to construct the following ternary automaton $A_{\phi}$ in polynomial time. For each constraint $C$ the automaton $A_{\phi}$ contains a corresponding binary (over $\{0,1\}$ ) gadget $T_{C}$ which is a compressed tree (that is, an acyclic digraph) of height $N$ and the number of states at most $N^{2} K$ having different leaves corresponding to satisfying and non-satisfying assignments. The automaton $A_{\phi}$ also contains a sink state $s$ such that all the leaves corresponding to satisfying assignments are mapped to $s$, and all other leaves are mapped to the roots of the corresponding trees. The third letter is defined to map all the states of each gadget to its root and to map $s$ to itself. For every $\varepsilon>0$ it is possible to construct such an automaton with at most $M N^{2} K \leq M^{1+3 \varepsilon}$ states in polynomial time. Moreover, for a satisfiable CSP we get an automaton with a shortest synchronizing word of length at most $N+1=O\left(M^{\varepsilon}\right)$, and for a non-satisfiable CSP the length of a shortest synchronizing word is at least $N M^{1-\varepsilon} \geq M^{1-\varepsilon}$. Since $\varepsilon$ can be chosen arbitrary small, this provides a gap-preserving reduction with a gap of $M^{1-\varepsilon}$.

The described construction can be modified to get the same inapproximability in the class of strongly connected automata.

- Theorem 1. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $n^{1-\varepsilon}$ for every $\varepsilon>0$ for $n$-state binary strongly connected automata unless $P=N P$.

Proof. Consider the automaton $A_{\phi}$ described above. Add a new letter $c$ that cyclically permutes the roots of all gadgets, maps $s$ to the root of one of the gadgets and acts as a self-loop for all the remaining states. Observe that thus constructed automaton $A$ is strongly connected and has the property that every non-satisfying assignment satisfies at most the fraction of $\frac{1}{M^{1-\varepsilon}}$ of all constraints. Thus, the gap between the length of a shortest synchronizing word for a satisfying and non-satisfying assignment is still $\Theta\left(M^{1-\varepsilon}\right)$.

It remains to make the automaton binary. This can be done by using Lemma 3 of [4]. This way we get a binary automaton with $\Theta\left(M^{1+3 \varepsilon}\right)$ states and a gap between $\Theta\left(M^{\varepsilon}\right)$ and $\Theta\left(M^{1-\varepsilon}\right)$ in the length of a shortest synchronizing word. By choosing appropriate small enough $\varepsilon$, we get a reduction with gap $n^{1-\varepsilon}$ for binary strongly connected $n$-state automata, which proves the statement.

## 4 Acyclic Automata

In this section we investigate the simply-defined classes of weakly acyclic and strongly acyclic automata. The results for strongly acyclic automata are used in Section 5 to obtain inapproximability for Huffman decoders. Even though the automata in the classes of weakly and strongly acyclic automata are very restricted and have a very simple structure, the inapproximability bounds for them are quite strong. Thus we believe that these classes are of independent interest.

We will need the following problem.

## Set Cover

Input: A set $X$ of $p$ elements and a family $C$ of $m$ subsets of $X$;
Output: A subfamily of $C$ of minimum size covering $X$.
A family $C^{\prime}$ of subsets of $X$ is said to cover $X$ if $X$ is a subset of the union of the sets in $C^{\prime}$. For every $\gamma>0$, the SET Cover problem with $|C| \leq|X|^{1+\gamma}$ cannot be approximated in polynomial time within a factor of $c^{\prime} \log p$ for some $c^{\prime}>0$ unless $\mathrm{P}=\mathrm{NP}[4]$.

- Theorem 2. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $c \log n$ for some $c>0$ for $n$-state strongly acyclic automata over an alphabet of size $n^{1+\gamma}$ for every $\gamma>0$ unless $P=N P$.

Proof. We reduce the Set Cover problem. Provided $X$ and $C$, we construct the automaton $A=(Q, \Sigma, \delta)$ as follows. To each set $c_{k}$ in $C$ we assign a letter $k \in \Sigma$. To each element $x_{j}$ in $X$ we assign a "pipe" of states $q_{1}^{(j)}, \ldots, q_{p}^{(j)}$ in $Q$. Additionally, we construct a state $f$ in $Q$.

For $1 \leq i \leq p-1$ and all $k$ and $j$ we define $\delta\left(q_{i}^{(j)}, k\right)=f$ if $c_{k}$ contains $x_{j}$, and $\delta\left(q_{i}^{(j)}, k\right)=q_{i+1}^{(j)}$ otherwise. We also define $\delta\left(q_{p}^{(j)}, k\right)=f$ for all $j$ and $k$.

We claim that the length of a shortest synchronizing word for $A$ is equal to the minimum size of a set cover in $C$. Let $C^{\prime}$ be a set cover of minimum size. Then a concatenation of the letters corresponding to the elements of $C^{\prime}$ is a synchronizing word of corresponding length.

In the other direction, consider a shortest synchronizing word $w$ for $A$. No letter appears in $w$ at least twice. If the length of $w$ is less than $p$, then by construction of $A$ the subset of elements in $C$ corresponding to the letters in $w$ form a set cover. Otherwise we can take an arbitrary subfamily of $C$ of size $p$ which is a set cover (such subfamily trivially exists if $C$ covers $X$ ).

The resulting automaton has $p^{2}+1$ states and $m$ letters. Thus we get a reduction with gap $c^{\prime} \log p \geq c^{\prime \prime} \log \sqrt{|Q|}=\frac{1}{2} c^{\prime \prime} \log |Q|$ for some $c^{\prime \prime}>0$. Because of the mentioned result of Berlinkov, we can also assume that $m<p^{1+\gamma}$ for arbitrary small $\gamma>0$.

Now we are going to extend this result to the case of binary weakly acyclic automata.

- Corollary 3. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $c \log n$ for some $c>0$ for $n$-state binary weakly acyclic automata unless $P=N P$.

Proof. We extend the construction from the proof of Theorem 2 by using Lemma 3 of [4]. If we start with a strongly acyclic automaton with $p$ states and $k$ letters, this results in a binary weakly acyclic automaton with $4 p k$ states. Moreover, the length of a shortest word of the new automaton is between $\ell(\log k+1)$ and $(\ell+1)(\log k+1)$, where $\ell$ is the length of a shortest word of the original automaton. Since we can assume $p<k<p^{1+\gamma}$ for arbitrary small $\gamma>0$, we have $\log n=\Theta(\log p)$, where $n$ is the number of states of the new automaton. Thus we get a gap of $\Theta(\log p)=\Theta(\log n)$.

For ternary strongly acyclic automata it is possible to get $(2-\varepsilon)$-inapproximability.

- Theorem 4. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $2-\varepsilon$ for every $\varepsilon>0$ for $n$-state strongly acyclic automata over an alphabet of size three unless $P=N P$.


## 5 Huffman Decoders

We start with a statement relating strongly acyclic automata to Huffman decoders.

- Lemma 5. Let $A$ be a synchronizing strongly acyclic automaton over an alphabet of size $k$. Let $\ell$ be the length of a shortest synchronizing word for $A$. Then there exists a Huffman decoder $A_{H}$ over an alphabet of size $k+2$ with the same length of a shortest synchronizing word, and $A_{H}$ can be constructed in polynomial time.

Proof. Provided a strongly acyclic automaton $A=(Q, \Sigma, \delta)$ we construct a Huffman decoder $A_{H}=\left(Q_{H}, \Sigma_{H}, \delta_{H}\right)$.

Since $A$ is a synchronizing strongly acyclic automaton, it has a unique sink state $f$. We define the alphabet $\Sigma_{H}$ as the union of $\Sigma$ with two additional letters $b_{1}, b_{2}$. The set of states $Q_{H}$ is the union of $Q$ with some auxiliary states defined as follows. Consider the set $S$ of states in $A$ having no incoming transitions. Construct a full binary tree with the root $f$ having $S$ as the set of its leaves (if $|S|$ is not a power of two, some subtrees of the tree can be merged). Define $b_{1}$ to map each state of this tree to the left child, and $b_{2}$ to the right child. Transfer the action of $\delta$ to $\delta_{H}$ for all states in $Q$ and all letters in $\Sigma$. For all the internal states of the tree define all the letters of $\Sigma$ to map these states to $f$. Finally, for all the states in $Q$ define the action of $b_{1}, b_{2}$ in the same way as some fixed letter in $\Sigma$.

Observe that any word $w$ over alphabet $\Sigma$ synchronizing $A$ also synchronizes $A_{H}$. In the other direction, any synchronizing word for $A_{H}$ has to synchronize $Q$, which means that each state in $Q$ has to be mapped to $f$ first, so the length of a shortest synchronizing word for $A_{H}$ is at least the length of a shortest synchronizing word for $A$.

Now we use Lemma 5 to get preliminary inapproximability results for Huffman decoders.

## - Corollary 6.

(i) The Short Sync Word problem is NP-complete for Huffman decoders over an alphabet of size 4 .
(ii) The Short Sync Word problem cannot be approximated in polynomial time within a factor of $2-\varepsilon$ for every $\varepsilon>0$ for Huffman decoders over an alphabet of size 5 unless $P=N P$.
(iii) For every $\gamma>0$, the Short Sync Word problem cannot be approximated in polynomial time within a factor of $c \log n$ for some $c>0$ for Huffman decoders over an alphabet of size $n^{1+\gamma}$ unless $P=N P$.

## Proof.

(i) The automaton in the Eppstein's proof of NP-completeness of Short Sync Word [11] is strongly acyclic. Then the reduction described in Lemma 5 can be applied.
(ii) A direct consequence of Theorem 4 and Lemma 5.
(iii) A direct consequence of Theorem 2 and Lemma 5.

Now we show how to get a better inapproximability result for binary Huffman decoders using the composition of synchronizing prefix codes. We present a more general result for the composition of synchronizing codes which is of its own interest. This result shows how to change the size of the alphabet of a synchronizing complete code in such a way that the approximate length of a shortest synchronizing pair for it is preserved.

A set $X$ of words over an alphabet $\Sigma$ is a code if no word can be represented as a concatenation of elements in $X$ in two different ways. In particular, every prefix code is a code. A pair ( $\ell_{X}, r_{X}$ ) of words in $X^{*}$ is called absorbing if $\ell_{X} \Sigma^{*} \cap \Sigma^{*} r_{X} \subseteq X^{*}$. The length of a pair is the total length of two word. A code $X$ over an alphabet $\Sigma$ is called complete if every word $w \in \Sigma^{*}$ is a factor of some word in $X^{*}$, that is, if for every word $w \in \Sigma^{*}$ there exist words $v_{1}, v_{2} \in \Sigma^{*}, u \in X^{*}$ such that $v_{1} w v_{2}=u$. In particular, every maximal (by inclusion) code is complete. A complete code having an absorbing pair is called synchronizing. We refer to [6] for a survey on the theory of codes.

Let $Y$ be a code over $\Sigma_{Y}$ and $Z$ be a code over $\Sigma_{Z}$. Suppose that there exists a bijection $\beta: \Sigma_{Y} \rightarrow Z$. The composition $Y \circ_{\beta} Z$ is then defined as the code $X=\{\beta(y) \mid y \in Y\}$ over the alphabet $\Sigma_{Z}[6]$. Here $\beta(y)$ is defined as $\beta\left(y_{1}\right) \beta\left(y_{2}\right) \ldots \beta\left(y_{k}\right)$ for $y=y_{1} y_{2} \ldots y_{k}, y_{i} \in \Sigma_{Y}$. Sometimes $\beta$ is omitted in the notation of composition.

- Theorem 7. Let $Y$ and $Z$ be two synchronizing complete codes, such that $Z$ is finite and $m$ and $M$ are the lengths of a shortest and a longest codeword in $Z$. Suppose that the composition $Y \circ Z$ is defined. Then the code $X=Y \circ Z$ is synchronizing, and the length of $a$ shortest absorbing pair for $X$ is between $m \ell$ and $2 M \ell+2 c$, where $\ell$ is the length of a shortest absorbing pair for $Y$ and $c$ is the length of a shortest absorbing pair for $Z$.

Proof. Let $Y \subseteq \Sigma_{Y}^{*}, X, Z \subseteq \Sigma_{Z}^{*}$, and $\beta: \Sigma_{Y} \rightarrow Z$ be such that $X=Y \circ_{\beta} Z$. First, assume that $Y$ and $Z$ are synchronizing, and let $\left(\ell_{Y}, r_{Y}\right),\left(\ell_{Z}, r_{Z}\right)$ be shortest absorbing pairs for $Y$ and $Z$. Then $\ell_{Y} \Sigma_{Y}^{*} \cap \Sigma_{Y}^{*} r_{Y} \subseteq Y^{*}$ and $\ell_{Z} \Sigma_{Z}^{*} \cap \Sigma_{Z}^{*} r_{Z} \subseteq Z^{*}$. We will show that $p_{1}=\left(\beta\left(\ell_{Y}\right) \ell_{Z} r_{Z} \beta\left(r_{Y}\right), \beta\left(\ell_{Y}\right) \ell_{Z} r_{Z} \beta\left(r_{Y}\right)\right)$ is an absorbing pair for $X$. Consider the set $\beta\left(\ell_{Y}\right) \ell_{Z} r_{Z} \beta\left(r_{Y}\right) \Sigma_{Z}^{*} \cap \Sigma_{Z}^{*} \beta\left(\ell_{Y}\right) \ell_{Z} r_{Z} \beta\left(r_{Y}\right)$. It is a subset of the set $\beta\left(\ell_{Y}\right)\left(\ell_{Z} \Sigma_{Z}^{*} \cap\right.$ $\left.\Sigma_{Z}^{*} r_{Z}\right) \beta\left(r_{Y}\right) \subseteq \beta\left(\ell_{Y}\right) Z^{*} \beta\left(r_{Y}\right)=\beta\left(\ell_{Y} \Sigma_{Y}^{*} r_{Y}\right) \subseteq \beta\left(Y^{*}\right)=X^{*}$. Thus, $p_{1}$ is an absorbing pair for $X$. Moreover, the length of this pair is between $2 m\left(\left|\ell_{Y}\right|+\left|r_{Y}\right|\right)+2\left(\left|\ell_{Z}\right|+\left|r_{Z}\right|\right)$ and $2 M\left(\left|\ell_{Y}\right|+\left|r_{Y}\right|\right)+2\left(\left|\ell_{Z}\right|+\left|r_{Z}\right|\right)$.

Conversely, assume that $\left(\ell_{X}, r_{X}\right)$ is a shortest absorbing pair for $X$, hence $\ell_{X} \Sigma_{Z}^{*} \cap \Sigma_{Z}^{*} r_{X} \subseteq$ $X^{*}$. Then by the definition of composition $X^{*} \subseteq Z^{*}$ and $\ell_{X}, r_{X} \in Z^{*}$; thus, $\left(\ell_{X}, r_{X}\right)$ is also absorbing for $Z$. Next, let $\ell_{Y}=\beta^{-1}\left(\ell_{X}\right), r_{Y}=\beta^{-1}\left(r_{X}\right), \ell_{Y}, r_{Y} \in Y^{*}$. Then $\beta\left(\ell_{Y} \Sigma_{Y}^{*} \cap \Sigma_{Y}^{*} r_{Y}\right)=\ell_{X} Z^{*} \cap Z^{*} r_{X} \subseteq \ell_{X} \Sigma_{Z}^{*} \cap \Sigma_{Z}^{*} r_{X} \subseteq X^{*}=\beta\left(Y^{*}\right)$. Since the mapping $\beta$ is injective, $\ell_{Y} B^{*} \cap B^{*} r_{Y} \subseteq Y^{*}$. Consequently $Y$ is synchronizing, and ( $\ell_{Y}, r_{Y}$ ) is an absorbing pair for it of length between $\frac{1}{M}\left(\left|\ell_{X}\right|+\left|r_{X}\right|\right)$ and $\frac{1}{m}\left(\left|\ell_{X}\right|+\left|r_{X}\right|\right)$.

Summarizing, we get that the length of a shortest absorbing pair for $X$ is between $m\left(\left|\ell_{Y}\right|+\left|r_{Y}\right|\right)$ and $2 M\left(\left|\ell_{Y}\right|+\left|r_{Y}\right|\right)+2\left(\left|\ell_{Z}\right|+\left|r_{Z}\right|\right)$.


Figure 2 An automaton recognizing some infinite maximal prefix code, the tree of a finite maximal prefix code and an automaton recognizing their composition.

In the case of maximal prefix codes the first element of the absorbing pair can be taken as an empty word. For recognizable maximal prefix codes $Y$ and $Z$, where $Z$ is finite, a Huffman decoder recognizing the star of $X=Y \circ Z$ can be constructed as follows. Let $H_{Y}$ be a Huffman decoder for $Y$. Consider the full tree $T_{Z}$ for $Z$, where each edge is marked by the corresponding letter. For each state $q$ in $H_{Y}$ we substitute the transitions going from this state with a copy of $T_{Z}$ as follows. The root of $T_{Z}$ coincides with $q$, and the inner vertices are new states of the resulting automaton. Suppose that $v$ is a leaf of $T_{Z}$, and the path from the root to $v$ is marked by a word $w$. Let $a$ be the letter of the alphabet of $H_{Y}$ which is mapped to the word $w$ in the composition. Then the image of $q$ under the mapping defined by $a$ is merged with $v$. In such a way we get a Huffman decoder with $\Theta\left(n_{Y} n_{Z}\right)$ states, where $n_{Y}, n_{Z}$ is the number of states in $H_{Y}$ and $T_{Z}$. By the definition of composition, this decoder has the same alphabet as $Z$. See Figure 2 for an example.

- Corollary 8. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $c \log n$ for some $c>0$ for binary $n$-states Huffman decoders unless $P=N P$.

Proof. We start with claim (iii) in Corollary 6 and use Theorem 7 to reduce the size of the alphabet. Thus, we reduce Short Sync Word for Huffman decoders over an alphabet of size $n^{1+\gamma}$ to Short Sync Word for binary Huffman decoders.

Assume that the size of the alphabet $k=n^{1+\gamma}$ is a power of two (if no, duplicate some letter the required number of times). We take the code $0\{0,1\}^{\log k-1} \cup 1\{0,1\}^{\log k}$ as $Z$. This is a code where some words are of length $\log k$ and the other words are of length $\log k+1$ (after minimization the star of this code is recognized by a Wielandt automaton with $\log k+1$ states discussed in the introduction). This code has a synchronizing word of length $\Theta\left((\log k)^{2}\right)$ [1]. The number of vertices in the tree of this code is $\Theta(n)$.

Let $\ell$ be the length of a shortest synchronizing word for the original automaton. By Theorem 7, the length of a shortest synchronizing word for the result of the composition is between $\ell \log k$ and $2(\log k+1) \ell+\Theta\left((\log k)^{2}\right)=\Theta((\ell+\log k) \log k)$.

For the SET Cover problem the inapproximability result holds even if we assume that the size of the optimal solution is of size at least $d \log |X|$ for some $d>0$. Indeed, if $d$ is a constant we can check all the subsets of $C$ of size at most $d \log |X|$ in polynomial time. Thus, we can assume that $\ell \geq \log k$ implying $(\ell+\log k) \log k=\Theta(\ell \log k)$. Hence after the composition the length of a shortest synchronizing word is changed by at most constant multiplicative factor, and we we get a gap-reserving reduction with gap $\Theta(\log n)$. The resulting automaton is of size $\Theta\left(n^{2+\gamma}\right)$, and the $(2+\gamma)$ dependence is hidden in the constant $c$ in the statement of this corollary.

## 6 Partial Huffman Decoders

In this section we investigate automata recognizing the star of a non-maximal finite prefix code. Such codes have some noticeable properties which do not hold for maximal finite prefix codes. For example, there exist non-trivial non-maximal finite prefix codes with finite synchronization delay, which provides guarantees on the synchronization time [9]. This allows to read a stream of correctly transmitted compressed data from arbitrary position, which can be useful for audio and video decompression.

First we show that the known upper bounds and approximability for Short Sync Word hold true for strongly connected partial automata. Because of Proposition 3.6.5 of [6], Algorithm 1 of [26] works without any changes for strongly connected partial automata. The analysis of its approximation ratio is the same as in [14]. Thus we get the following.

- Theorem 9. There exists a polynomial time algorithm (Algorithm 1 of [26]) finding a synchronizing word of length at most $\frac{n^{3}-n}{6}$ for a $n$-state strongly connected partial automaton. Moreover, this algorithm provides a $O(n)$-approximation for the Short Sync Word problem.

Now we provide a lower bound on the approximability of the Short Sync Word problem for partial Huffman decoders by extending the idea used to prove inapproximability for Huffman decoders in the previous sections. First we prove the result for alphabet of size 5 and then use a composition with a maximal finite prefix code to get the same result for the binary case.

- Theorem 10. The Short Sync Word problem cannot be approximated within a factor of $n^{\frac{1}{2}-\varepsilon}$ for every $\varepsilon>0$ for $n$-state partial Huffman decoders over an alphabet of size 5 unless $P=N P$.

Proof. First we prove inapproximability for the class of partial strongly acyclic automata, that is, automata having no simple cycles but loops in the sink state. We start with the CSP problem described in Section 3 with all the restriction defined there. Having an instance of this problem with $N$ variables and $M$ constraints such that each constraint is satisfied by at most $K$ assignments, we construct an automaton $A_{\phi}^{b}$ over the alphabet $\{0,1\}$. For each constraint $j$, we construct $M$ identical compressed trees $T_{j}^{1}, \ldots, T_{j}^{M}$ corresponding to this constraint (also described in Section 3). Then for $1 \leq i \leq M-1$ we merge the leaves of $T_{j}^{i}$ corresponding to non-satisfying assignments with the root of $T_{j}^{i+1}$, and delete all the leaves corresponding to satisfying assignments (leaving all the transition leading to deleted states undefined). For each $T_{j}^{M}$, we again delete all the leaves corresponding to satisfying assignments and merge all the leaves corresponding to non-satisfying assignments with a new state $s$. This state is a self-loop, that is, 0,1 map $s$ to itself. Now we define an additional letter $a$ and $M$ new states $r_{1}, \ldots, r_{M}$. We define $a$ to map $r_{j}$ to the root of $T_{j}^{1}$. Finally, we add $N+1$ new states $c_{0}, \ldots, c_{N}$ such that $a$ maps $c_{0}$ to $c_{1}$, and 0,1 map $c_{i}$ to $c_{i+1}$ for $1 \leq i \leq N-1$, and map $c_{N}$ to $s$. All other transitions are left undefined.

If $a$ is applied first, the set $S$ of states to be synchronized is $c_{1}$ together with the roots of $T_{j}^{1}$ for all $j$. Observe that $a$ cannot be applied anymore, since it would result in mapping all the active states of the automaton to void. If a letter other than $a$ is applied first, a superset of $S$ must be synchronized then.

If there exists a satisfying assignment $x_{1}, \ldots, x_{N}$ then the word $a x_{1} \ldots x_{N}$ is synchronizing, since it maps all the states but $c_{0}$ to void. Otherwise, to synchronize the automaton we need to pass through $M$ compressed trees, since each tree can map only at most $M^{\varepsilon}$ states to void (since for every non-satisfiable CSP the maximum number of satisfiable constraints is
$M^{\varepsilon}$ in the construction, see Section 3). Thus we get a gap of $M^{1-\varepsilon}=n^{\frac{1}{2}-\varepsilon}$ for the class of $n$-state strongly acyclic partial automata.

Now we are going to transfer this result to the case of partial Huffman decoders. We extend the idea of Lemma 5. All we need is to define transitions leading from $s$ to the states having no incoming transitions (which are $r_{1}, \ldots, r_{M}$ together with $c_{0}$ ). The only difference is that now we have to make sure that $a$ cannot be applied too early resulting in mapping all the states of the compressed trees to void leaving the state $s$ active.

To do that, we introduce two new letters $b_{1}, b_{2}$ and perform branching as described in Lemma 5. Thus we get $M+1$ leaves of the constructed full binary tree. To each leave we attach a chain of states of length $M N$ ending in the root of $T_{j}^{1}$ (or in $c_{0}$ ). This means that we introduce $M N$ new states and define the letters $b_{1}, b_{2}$ to map a state in each chain to the next state in the same chain. This guarantees that if the letter $a$ appears twice in a word of length at most $M N$, this word maps all the states of the automaton to void. Finally, the action of $b_{1}, b_{2}$ on the compressed trees and the states $c_{0}, \ldots, c_{N}$ repeats, for example, the action of the letter 0 .

The number of states of the automaton in the construction is $O\left(M^{2+3 \varepsilon}\right)$ The gap is then $M^{1-2 \varepsilon}$. By choosing small enough $\varepsilon$ we thus get a gap of $n^{\frac{1}{2}-\varepsilon}$ as required.

The next lemma shows that under some restrictions it is possible to reduce the alphabet of a non-maximal prefix code in a way that approximate length of a shortest synchronizing word is preserved. A word is called non-mortal for a prefix code $X$ if it is a factor of some word in $X^{*}$.

- Lemma 11. Let $Y, Z$ be synchronizing prefix codes such that $Z$ is finite and maximal. Let $m$ and $M$ be the lengths of a shortest and a longest codeword in $Z$. Suppose that $Y \circ_{\beta} Z$ is defined for some $\beta$. If there exists a synchronizing word $w_{Z}$ for $Z$ such that $\beta^{-1}(w)$ is a non-mortal word for $Y$, then the composition $X=Y \circ_{\beta} Z$ is synchronizing. Moreover, then the length of a shortest synchronizing word for $X$ is between $m \ell$ and $M \ell+\left|w_{Z}\right|$, where $\ell$ is the length of a shortest synchronizing word for $Y$.

Proof. Let $Y \subseteq \Sigma_{Y}^{*}, X, Z \subseteq \Sigma_{Z}^{*}$, and $\beta: \Sigma_{Y} \rightarrow Z$ be such that $X=Y \circ_{\beta} Z$. Let $w_{Y}$ be a synchronizing word for $Y$. Then $w_{Z} \beta\left(w_{Y}\right)$ is a synchronizing word for $X$ of length at most $M \ell+\left|w_{Z}\right|$. In the other direction, let $w_{X}$ be a synchronizing word for $X$. Then $\beta^{-1}\left(w_{X}\right)$ is a synchronizing word for $Y$. Thus, $\left|w_{X}\right| \geq m \ell$.

- Corollary 12. The Short Sync Word problem cannot be approximated in polynomial time within a factor of $n^{\frac{1}{2}-\varepsilon}$ for every $\varepsilon>0$ for binary $n$-state partial Huffman decoders unless $P=N P$.

Proof. We use the composition of the automaton constructed in the proof of Theorem 10 with the prefix code $\{a a a, a a b, a b, b a, b b\}$ having a synchronizing word $b a a b$. The word $b a a b$ is a concatenation of two different codewords, so their pre-images can be taken to be $a$ and 0 , resulting in a non-mortal word $a 0$ for $A$, so we can use Lemma 11 .

## 7 Literal Huffman Decoders

In this section we deal with literal Huffman decoders. Given a finite maximal prefix code $X$ over an alphabet $\Sigma$, the literal automaton recognizing $X^{*}$ is an automaton $A=(Q, \Sigma, \delta)$ defined as follows. The states of $A$ correspond to all proper prefixes of the words in $X$, and the transition function is defined as

$$
\delta(q, x)= \begin{cases}q x & \text { if } q x \notin X \\ \epsilon & \text { if } q x \in X\end{cases}
$$

We will need the following useful lemma. The rank of a word $w \in \Sigma^{*}$ with respect to an automaton $A=(Q, \Sigma, \delta)$ is the size of the image of $Q$ under the mapping defined by $w$.

- Lemma 13 ([5, Lemma 16]). For every n-state literal Huffman decoder over an alphabet of size $k$ there exists a word of length $\left\lceil\log _{k} n\right\rceil$ and rank at most $\left\lceil\log _{k} n\right\rceil$.

Note that if a $n$-state literal Huffman decoder has a synchronizing word of length at most $O(\log n)$, this word can be found in polynomial time by examining all words of length up to $O(\log n)$. Thus, in further algorithms we will assume that the length of a shortest synchronizing word is greater than this value. Lemma 13 stays that a word of rank at most $\left\lceil\log _{k} n\right\rceil$ can also be found in polynomial time.

- Theorem 14. There exists a $O(\log n)$-approximation polynomial time algorithm for the Short Sync Word problem for literal Huffman decoders.
Proof. Let $A=(Q, \Sigma, \delta)$ be a literal Huffman decoder, and $|\Sigma|=k$. Let $w$ be a word of rank at most $\left\lceil\log _{k} n\right\rceil$ found as described above. Let $Q^{\prime}$ be the image of $Q$ under the mapping defined by $w$, i.e. $Q^{\prime}=\delta(Q, w)$. Define by $v$ the word subsequently merging pairs of states in $Q^{\prime}$ with shortest possible words. Note than a shortest word synchronizing $A$ has to synchronize every pair of states, in particular, one that requires a longest word. Thus the length of $v$ is at most $\left\lceil\log _{k} n\right\rceil$ times greater than the length of a shortest word synchronizing $A$. Then the word $w v$ is a $O(\log n)$-approximation for the Short Sync Word problem.
- Theorem 15. For every $\varepsilon>0$, there exists a $(1+\varepsilon)$-approximation $O\left(n^{\log n}\right)$-time algorithm for the problem Short Sync Word for $n$-state literal Huffman decoders.

Proof. Let $A=(Q, \Sigma, \delta)$ be a literal Huffman decoder, and $|\Sigma|=k$. First we check all words of length at most $\frac{1}{\varepsilon}\left\lceil\log _{k} n\right\rceil$, whether they are synchronizing. The number of these words is polynomial, and the check can be performed in polynomial time. If a synchronizing word is found then we have an exact solution. Otherwise, a shortest synchronizing word must be longer than that and we proceed to the second stage.

Let $w$ be a word of rank at most $\left\lceil\log _{k} n\right\rceil$ found as before. Now we construct the power automaton $A \leq\left\lceil\log _{k} n\right\rceil$ restricted to all the subsets of size at most $\left\lceil\log _{k} n\right\rceil$. Using it, we find a shortest word synchronizing the subset $\delta(Q, w)$; let this word be $v$. We return $w v$.

Let $w^{\prime}$ be a shortest synchronizing word for $|A|$. Clearly, $\left|w^{\prime}\right| \geq|v|$ and $\varepsilon\left|w^{\prime}\right|>\left\lceil\log _{k} n\right\rceil$. Thus $|w v| \leq(1+\varepsilon)\left|w^{\prime}\right|$, so $w v$ is a $(1+\varepsilon)$-approximation as required.

In view of the presented results we propose the following conjecture.

- Conjecture 16. There exists an exact polynomial time algorithm for the Short Sync Word problem for literal Huffman decoders.

Finally, we remark that it is possible to define the notion of the literal automaton of a non-maximal finite prefix code in the same way. In this case we leave undefined the transitions for a state $w$ and a letter $a$ such that $w$ is a proper prefix of a codeword, but $w a$ is neither a proper prefix of a codeword nor a codeword itself. However, the statement of Lemma 13 is false for partial automata. Indeed, consider a two-word prefix code $\left\{\left(0^{n} 1^{n}\right)^{n},\left(1^{n} 0^{n}\right)^{n}\right\}$. Its literal automaton has $2 n^{2}-1$ states, and a shortest synchronizing word for it is $0^{n+1}$ of length $n+1$. Every word of length at most $n$ which is defined for at least one state is of the form $0^{*} 1^{*}$ or $1^{*} 0^{*}$ and thus has rank at least $n-1$.

## 8 Mortal and Avoiding Words

A word $w$ is called mortal for a partial automaton $A$ if its mapping is undefined for all the states of $A$. The techniques described in this paper can be easily adapted to get the same inapproximability for the Short Mortal Word problem defined as follows.

Short Mortal Word
Input: A partial automaton $A$ with at least one undefined transition;
Output: The length of a shortest mortal word for $A$.
This problem is connected for instance to the famous Restivo's conjecture [18].

- Theorem 17. Unless $P=N P$, the Short Mortal Word problem cannot be approximated in polynomial time within a factor of
(i) $n^{1-\varepsilon}$ for every $\varepsilon>0$ for $n$-state binary strongly connected partial automata;
(ii) $c \log n$ for some $c>0$ for $n$-state binary partial Huffman decoders.

Proof. It can be seen that in Theorem 1 and Corollary 8 we construct an automaton with a state $s$ such that each state has to visit $s$ before synchronization. Introduce a new state $s^{\prime}$ having all the transitions the same as $s$, and for $s$ set the only defined transition (for an arbitrary letter) to map to $s^{\prime}$. Thus we get an automaton such that every mortal word has to map each state to $s$ before mapping it to nowhere. Thus we preserve all the estimations on the length of a shortest mortal word, which proves both statements.

Moreover, it is easy to get a $O(\log n)$-approximation polynomial time algorithm for SHORT Mortal Word for literal Huffman decoders following the idea of Theorem 14. Indeed, it follows from Lemma 13 that either there exists a mortal word of length at most $\left\lceil\log _{k} n\right\rceil$, or there exists a word $w$ of rank at most $\left\lceil\log _{k} n\right\rceil$. In the latter case we can find a word which is a concatenation of $w$ and a shortest word mapping all this states to nowhere one by one. By the arguments similar to the proof of Theorem 14 we then get the following.

Proposition 18. There exists a $O(\log n)$-approximation polynomial time algorithm for the Short Mortal Word problem for n-state literal Huffman decoders. This algorithm always finds a mortal word of length $O(n \log n)$.

Another connected and important problem is to find a shortest avoiding word. Given an automaton $A=(Q, \Sigma, \delta)$, a word $w$ is called avoiding for a state $q \in Q$ if $q$ is not contained in the image of $Q$, that is, $q \notin \delta(Q, w)$. Avoiding words play an important role in the recent improvement on the upper bound on the length of a shortest synchronizing word [24]. They are in some sense dual to synchronizing words.

Short Avoiding word
Input: An automaton $A$ and its state $q$ admitting a word avoiding $q$;
Output: The length of a shortest word avoiding $q$ in $A$.
If $q$ is not the root of a literal Huffman decoder $A$ (that is, not the state corresponding to the empty prefix), then a shortest avoiding word consists of just one letter. So avoiding is non-trivial only for the root state.

- Proposition 19. For every $\varepsilon>0$, there exists a $(1+\varepsilon)$-approximation $O\left(n^{\log n}\right)$-time algorithm for the problem Short Sync Word for n-state literal Huffman decoders.

Proof. We use the same algorithm as in the proof of Theorem 15. The only difference is that we check whether the words are avoiding instead of synchronizing.

## 9 Concluding Remarks

For prefix codes, a synchronizing word is usually required to map all the states to the root [6]. One can see that this property holds for all the constructions of the paper. Moreover, in all the constructions the length of a shortest synchronizing word is linear in the number of states of the automaton. Thus, if we restrict to this case, we still get the same inapproximability results. Also, it should be noted that all the inapproximability results are proved by providing a gap-preserving reduction, thus proving NP-hardness of approximating the Short Sync Word problem within a given factor.
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