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#### Abstract

Problems from metric graph theory like Metric Dimension, Geodetic Set, and Strong Metric Dimension have recently had a strong impact in parameterized complexity by being the first known problems in NP to admit double-exponential lower bounds in the treewidth, and even in the vertex cover number for the latter. We initiate the study of enumerating minimal solution sets for these problems and show that they are also of great interest in enumeration. Specifically, we show that enumerating minimal resolving sets in graphs and minimal geodetic sets in split graphs are equivalent to enumerating minimal transversals in hypergraphs (denoted Trans-Enum), whose solvability in total-polynomial time is one of the most important open problems in algorithmic enumeration. This provides two new natural examples to a question that emerged in recent works: for which vertex (or edge) set graph property $\Pi$ is the enumeration of minimal (or maximal) subsets satisfying $\Pi$ equivalent to Trans-Enum? As very few properties are known to fit within this context - namely, those related to minimal domination - our results make significant progress in characterizing such properties, and provide new angles to approach Trans-Enum. In contrast, we observe that minimal strong resolving sets can be enumerated with polynomial delay. Additionally, we consider cases where our reductions do not apply, namely graphs with no long induced paths, and show both positive and negative results related to the enumeration and extension of partial solutions.
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## 1 Introduction

Metric graph theory is a central topic in mathematics and computer science that is the subject of many books and articles, with far-reaching applications such as in group theory [Gro87, Ago13], matroid theory [BCK18], learning theory $\left[\mathrm{CCM}^{+} 23\right.$, CCMW22, CKP22, CCMR23], and computational biology [BD92]. Two very wellstudied metric graph problems that arise in the context of network design and monitoring are the metric dimension [Sla75, HM76] and geodetic set [HLT93] problems. There is a rich literature concerning these problems and their variants, see, e.g., [Sla87, KCL98, ST04, BHGLM08, BMM ${ }^{+}$20], with applications being found in areas like network verification [BEE ${ }^{+} 06$ ], chemistry [Joh93], and genomics [TL19]. In particular, the strong metric dimension problem [ST04] has begun to gather momentum. In this paper, we study the algorithmic enumeration of minimal solution sets for the metric dimension, geodetic set, and strong metric dimension problems.

In the Metric Dimension problem, given a graph $G$ and a positive integer $k$, the question is whether there exists a subset $S \subseteq V(G)$ of at most $k$ vertices such that, for any pair of vertices $u, v \in V(G)$, there exists a vertex $w \in S$ with $\operatorname{dist}(u, w) \neq \operatorname{dist}(v, w)$. A set of vertices $S \subseteq V(G)$ that satisfies the latter property is known as a resolving set of $G$. This problem was shown to be NP-complete in Garey and Johnson's book [GJ79]. In the last decade, its complexity was greatly refined, with it being proven to be NP-hard in, e.g., planar graphs [DPSvL17], interval graphs of diameter 2 [FMN $\left.{ }^{+} 17\right]$, (co-)bipartite graphs, and split graphs [ELW15]. On the positive side, it is polynomial-time solvable in, e.g., trees [Sla75], cographs [ELW15], outerplanar graphs [DPSvL17], and graphs of bounded feedback edge number [Epp15]. Further, it is in FPT when parameterized by the max leaf number [Epp15], the treelength plus maximum degree [BFGR17], the distance to cluster (co-cluster, resp.) [GKM $\left.{ }^{+} 23\right]$, the treedepth, and the clique-width plus diameter $\left[\mathrm{GHK}^{+} 22\right]$. In chordal graphs, it is also in FPT when parameterized by the treewidth [BDP23]. In contrast, it is W[2]-hard parameterized by the solution size $k$ [HN13], W[1]-hard parameterized by the pathwidth plus maximum degree [BP21] and the feedback vertex number plus pathwidth [GKM $\left.{ }^{+} 23\right]$, and para-NP-hard parameterized by the pathwidth alone [LP22].

In the Geodetic Set problem, given a graph $G$ and a positive integer $k$, the question is whether there exists a subset $S \subseteq V(G)$ of at most $k$ vertices such that every vertex in $G$ is on a shortest path between two vertices of $S$. A set of vertices $S \subseteq V(G)$ that satisfies the latter property is known as a geodetic set of $G$. It is NP-complete in co-bipartite graphs [ $\mathrm{EEH}^{+} 12$ ], interval graphs [CDF $\left.{ }^{+} 20\right]$, and diameter-2 graphs [CFG $\left.{ }^{+} 20\right]$, but polynomial-time solvable in well-partitioned
chordal graphs [AJKL22], outerplanar graphs [Mez18], distance-hereditary graphs [KN16], and proper interval graphs [EEH $\left.{ }^{+} 12\right]$. Also, it is $\mathrm{W}[1]$-hard parameterized by the solution size plus feedback vertex number plus pathwidth, but in FPT when parameterized by the treedepth, the clique-width plus diameter, and the feedback edge number [KK22]. It is also in FPT when parameterized by the treewidth in chordal graphs [CDF $\left.{ }^{+} 20\right]$.

In the Strong Metric Dimension problem, given a graph $G$ and a positive integer $k$, the question is whether there exists a subset $S \subseteq V(G)$ of at most $k$ vertices such that, for any pair of vertices $u, v \in V(G)$, there exists a vertex $w \in S$ with either $u$ belonging to a shortest $w-v$ path or $v$ belonging to a shortest $w-u$ path. A set of vertices $S \subseteq V(G)$ that satisfies the latter property is known as a strong resolving set of $G$. There is a polynomial-time reduction from an instance $(G, k)$ of Strong Metric Dimension to an instance ( $G^{\prime}, k$ ) of Vertex Cover, where $V(G)=V\left(G^{\prime}\right)$ and the edges of $G^{\prime}$ connect pairs of vertices that are so-called "mutually maximally distant" in $G$ [OP07]. Due to its algorithmic implications, this relationship was further studied in [DM17, KPRVY18].

Recently, the three above problems were shown to be important well beyond the field of metric graph theory by being the first known problems in NP to admit conditional double-exponential lower bounds in the treewidth, and even the vertex cover number (vc) for Strong Metric Dimension [FGK $\left.{ }^{+} 23\right]$. Further, the authors in $\left[\mathrm{FGK}^{+} 23\right]$ proved that, unless the ETH fails, all three problems do not admit kernelization algorithms that output a kernel with $2^{o(v c)}$ vertices. Such kernelization lower bounds were priorly only known for two other problems [CPP16, CIK16]. Lastly, they provided matching upper bounds [FGK $\left.{ }^{+} 23\right]$, and the lower bound technique they developed was used to obtain similar results for another NP-complete problem [CCMR23].

Despite these problems being well-studied from an algorithmic complexity point of view, they have yet to be studied from the perspective of enumeration. We remedy this by initiating the study of enumerating minimal solution sets-the gold standard for enumeration-for the following problems.

Minimal Resolving Sets Enumeration (MinResolving)
Input: A graph $G$.
Output: The set of (inclusion-wise) minimal resolving sets of $G$.
Minimal Strong Resolving Sets Enumeration (MinStrongResolving)
Input: A graph $G$.
Output: The set of (inclusion-wise) minimal strong resolving sets of $G$.

Minimal Geodetic Sets Enumeration (MinGeodetic)
Input: A graph $G$.
Output: The set of (inclusion-wise) minimal geodetic sets of $G$.
In the same manner that these problems had a strong impact in parameterized complexity $\left[\mathrm{FGK}^{+} 23\right]$, we show that they are also of great interest in enumeration. Specifically, they relate to classical problems such as the enumeration of maximal independent sets in graphs, which admits a polynomial-delay ${ }^{1}$ algorithm [TIAS77], and the enumeration of minimal transversals in hypergraphs, whose solvability in total-polynomial time is one of the most important open problems in algorithmic enumeration [EG95, EMG08].

In the minimal transversals enumeration problem, denoted Trans-Enum and also known as hypergraph dualization, given a hypergraph $\mathcal{H}$, the goal is to list all (inclusion-wise) minimal subsets of vertices that hit every edge of $\mathcal{H}$. The bestknown algorithm for Trans-EnUM runs in incremental quasi-polynomial time by generating the $i^{\text {th }}$ minimal transversal of $\mathcal{H}$ in time $N^{o(\log N)}$, where $N=|\mathcal{H}|+$ $i$ [FK96]. Ever since, a lot of effort has been made to solve the problem in totalpolynomial time in restricted cases. ${ }^{2}$ Notably, there are polynomial-delay algorithms for $\beta$-acyclic hypergraphs [EG95] and hypergraphs of bounded degeneracy [EGM03] or without small holes [KKP18], and incremental-polynomial-time algorithms for bounded conformality hypergraphs [KBEG07] and geometric instances [ERR19].

Due to the inherent difficult nature of the problem, and since no substantial progress has been made in the general case since [FK96], Trans-Enum has gained the status of a "landmark problem" in terms of tractability, in between problems admitting total-polynomial-time algorithms, and those for which the existence of such algorithms is impossible unless $P=N P$. This has motivated the study of particular cases of problems that are known to be at least as hard ${ }^{3}$ as Trans-Enum; see, e.g., [EG95, KLMN14, CGK+19]. One of the most successful examples is the case of minimal dominating sets enumeration, with many particular cases shown to admit total-polynomial-time algorithms [KLMN14, $\mathrm{KLM}^{+} 15, \mathrm{GHK}^{+} 18, \mathrm{BDH}^{+}$20]. On the other hand, for problems that are notably harder than Trans-Enum and for which the existence of total-sub-exponential-time algorithms is open, adapting the algorithm of [FK96] as in [Elb09, Elb22], or using it as a subroutine as in [AN17,

[^1]DNV19, DN20] has also proved fruitful.
In light of these results, a line of research that emerged from [KLMN14] (see also, e.g., [CKMU19, Str19]) consists of exploring the following question.

Question 1.1. For which vertex (or edge) set graph property $\Pi$ is the enumeration of minimal (or maximal) subsets satisfying $\Pi$ equivalent to Trans-Enum?

We make progress on Question 1.1 by surprisingly proving that Trans-Enum is equivalent to MinResolving (in general graphs) and MinGeodetic in split graphs. Notably, this adds two natural problems to the short list of those known to have this property. Curiously, this contrasts with MinStrongResolving that we show can be solved with polynomial delay.

Interestingly, we in addition show that MinGeodetic is a particular case of enumerating the minimal flats of the graphic matroid associated to $K_{n}$ that are transversals of a given $n$-hypergraph. To the best of our knowledge, the latter problem is open, and thus, this encloses MinGeodetic by two generation problems whose complexity statuses are unsettled. Hence, disproving the equivalence between MinGeodetic and Trans-Enum by, e.g., showing that the first problem does not admit a total-polynomial-time algorithm unless $P=N P,{ }^{4}$ would imply that the aforementioned variant of flats enumeration is intractable.

Finally, we observe that the difficulty of the problems we study is tightly related to the maximum length of an induced path in the graph. This motivates the study of these problems on graphs that do not contain long induced paths with the aim of showing that it is not possible to get even more restricted graph classes for which MinResolving and MinGeodetic restricted to these graph classes are at least as hard as Trans-Enum. While enumerating minimal geodetic and resolving sets is harder than Trans-Enum on $P_{5}$ and $P_{6}$-free graphs, respectively, we show that they admit linear-delay algorithms in $P_{4}$-free graphs using a variant of Courcelle's theorem for enumeration and clique-width [Cou09].

Concerning the difficulties and novelties of our techniques, our main results are based on several reductions which-unlike classical NP-hardness reductionspreserve as much as possible the set of solutions of the original instance. For example, two main difficulties with our reduction from Trans-Enum to MinResolving are to ensure that there are (1) at most a polynomial number of minimal resolving sets that do not correspond to minimal transversals, and (2) only a few minimal resolving sets corresponding to the same minimal transversal.

[^2]
## 2 Preliminaries

For a positive integer $n$, let $[n]:=\{1, \ldots, n\}$. We begin with definitions from enumeration complexity and refer the reader to [JYP88, Str19]. An algorithm runs in total-polynomial time if it outputs every solution and stops in a time which is polynomial in the size of the input plus the output. Moreover, if the algorithm outputs the $i^{\text {th }}$ solution in a time which is polynomial in the size of the input plus $i$, then it runs in incremental-polynomial time. An enumeration algorithm runs with polynomial delay if before the first output, between consecutive outputs, and after the last output it runs in a time which is polynomial in the size of the input. Clearly, an algorithm running with polynomial delay runs in incremental-polynomial time, and an incremental-polynomial-time algorithm runs in total-polynomial time.

For graphs and hypergraphs, see [Die12] and [Ber84] for definitions that are not recalled below. A hypergraph $\mathcal{H}$ is a set of vertices $V(\mathcal{H})$ together with a family of edges $E(\mathcal{H}) \subseteq 2^{V(\mathcal{H})}$. It is a graph when each of its edges has size precisely two, and Sperner if no two distinct edges $E, F \in \mathcal{H}$ are such that $E \subseteq F$. A transversal of $\mathcal{H}$ is a subset $T \subseteq V(\mathcal{H})$ such that $E \cap T \neq \emptyset$ for all $E \in E(\mathcal{H})$. It is minimal if it is inclusion-wise minimal. The set of minimal transversals of $\mathcal{H}$ is denoted by $\operatorname{Tr}(\mathcal{H})$, and the problem of listing $\operatorname{Tr}(\mathcal{H})$ (given $\mathcal{H}$ ) by Trans-Enum.

Given a graph $G$ and two vertices $x, y$, $\operatorname{dist}(x, y)$ is the length of a shortest $x-y$ path in $G$. Two vertices $u, v$ are false twins if their open neighborhoods $N(u)$ and $N(v)$ are equal, and twins if they are also adjacent. For $k \in \mathbb{Z}^{+}$, we call $P_{k}$ an induced subgraph of $G$ isomorphic to a path on $k$ vertices. We say that a vertex is complete (anti-complete, resp.) to a subset $S \subseteq V(G)$ if it is adjacent (non-adjacent, resp.) to each vertex in $S$. For resolving sets, we say that a vertex $x$ distinguishes a pair $a, b$ of vertices if $\operatorname{dist}(a, x) \neq \operatorname{dist}(b, x)$. For geodetic sets, we say that a pair $x, y$ of vertices covers a vertex $v$ if $v$ lies on an $x-y$ shortest path. We say that a (strong) resolving set (geodetic set, resp.) is minimal if it is inclusion-wise minimal.

Given a hypergraph $\mathcal{H}$ on vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ and edge set $\left\{E_{1}, \ldots, E_{m}\right\}$, the incidence bipartite graph of $\mathcal{H}$ is the bipartite graph with bipartition $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $H=\left\{e_{1}, \ldots, e_{m}\right\}$, with an edge between $v_{i} \in V$ and $e_{j} \in \mathcal{H}$ if $v_{i}$ belongs to $E_{j}$. The non-incidence bipartite graph of $\mathcal{H}$ is the graph with the same vertices, but where there is an edge between $v_{i} \in V$ and $e_{j} \in \mathcal{H}$ if $v_{i}$ does not belong to $E_{j}$. Finally, the (non-)incidence co-bipartite graph of $\mathcal{H}$ is the (non-)incidence bipartite graph of $\mathcal{H}$ where $V$ and $H$ are completed into cliques. For illustrations of these constructions, see the reductions in the next sections.

## 3 Resolving sets

In this section, we prove that Trans-Enum and MinResolving are equivalent, and that our reductions preserve polynomial delay. As for MinStrongResolving, we show that it is equivalent to the enumeration of maximal independent sets in graphs, and hence, that it admits a polynomial-delay algorithm.

We first deal with the reduction from MinResolving. It is clear from the definition of distinguishing a pair of vertices that the resolving sets of a graph $G$ are exactly the transversals of the hypergraph $\mathcal{H}$ with the same vertex set and with an edge $E_{a b}:=\{v \in V(G): \operatorname{dist}(a, v) \neq \operatorname{dist}(b, v)\}$ for every pair $a, b$ of distinct vertices in $G$. Since $\mathcal{H}$ has $n$ vertices and $O\left(n^{2}\right)$ edges, and as it can be constructed in polynomial time in $n$, we derive the following.

Theorem 3.1. There is a polynomial-delay algorithm for MinResolving whenever there is one for Trans-Enum.

Let us now deal with the reduction from Trans-Enum. Let $\mathcal{H}$ be a hypergraph on vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ and edge set $\left\{E_{1}, \ldots, E_{m}\right\}$. For convenience, in our proof, we will furthermore assume that $n$ and $m$ are powers of 2 greater than 2 , and that no edge of $\mathcal{H}$ contains the full set of vertices. Note that these assumptions can be conducted without loss of generality, in particular since it can be assumed that $\mathcal{H}$ is Sperner and an edge containing the full set of vertices would imply it is the only edge of $\mathcal{H}$. We describe the construction of a graph on $O(n+m)$ vertices and $O\left(n^{2}+m^{2}\right)$ edges whose set of minimal resolving sets can be partitioned into two families where the first one has size $O\left(n m^{2}\right)$, and where the second roughly consists of $O(n m)$ copies of the minimal transversals of $\mathcal{H}$. See Figure 1 for an illustration of the construction.

We start from the non-incidence co-bipartite graph of $\mathcal{H}$ with bipartition $V:=$ $\left\{v_{1}, \ldots, v_{n}\right\}$ and $H:=\left\{e_{1}, \ldots, e_{m}\right\}$, to which we add a clique $H^{\prime}:=\left\{e_{1}^{\prime}, \ldots, e_{m}^{\prime}\right\}$ that we make complete to $V$. Then $V, H$, and $H^{\prime}$ are cliques, $v_{i}$ is adjacent to every $e^{\prime} \in H^{\prime}$, and it is adjacent to $e_{j}$ if and only if $v_{i} \notin E_{j}$. We construct two additional sets $U:=\left\{u_{1}, u_{1}^{\prime}, \ldots, u_{\log n+1}, u_{\log n+1}^{\prime}\right\}$ and $W:=\left\{w_{1}, w_{1}^{\prime}, \ldots, w_{\log m+1}, w_{\log m+1}^{\prime}\right\}$ on $2 \log n+2$ and $2 \log m+2$ vertices, respectively. We complete $U$ into a clique minus each of the edges $u_{i} u_{i}^{\prime}, i \in[\log n+1]$, and add to $W$ each of the edges $w_{j} w_{j}^{\prime}$, $j \in[\log m+1]$. For an integer $j \in \mathbb{N}$, we shall note $I(j)$ the set of indices (starting from 1 ) of bits of value 1 in the binary representation of $j$. Then, we connect each $v_{i}$, $i \in[n]$, to the vertices $u_{k}$ and $u_{k}^{\prime}$ for every $k \in I(i)$, and each of $e_{j}$ and $e_{j}^{\prime}, j \in[m]$, to the vertices $w_{k}$ and $w_{k}^{\prime}$ for every $k \in I(j)$. Observe that, by the nature of the binary coding, no element of $V$ is complete or anti-complete to $U$, and the same can be said for $H \cup H^{\prime}$ and $W$. Note that this binary representation gadget is derived


Figure 1: Illustration of the reduction from Trans-Enum to MinResolving with $\mathcal{H}$ consisting of $E_{1}=\left\{v_{1}, v_{2}\right\}, E_{2}=\left\{v_{2}, v_{3}, v_{4}\right\}, E_{3}=\left\{v_{3}, v_{5}\right\}$, and $E_{4}=$ $\left\{v_{4}, v_{5}, v_{6}, v_{7}, v_{8}\right\}$. Dashed lines represent non-edges, and a bold line between two sets of vertices $A, B$ means that $A$ is complete to $B$. For legibility, we do not show the edges of $G[U]$, which is almost a clique, nor the edges of the cliques $H, H^{\prime}$, and $V$. We only show the non-edges between $V$ and $H$. We also do not fully represent some of the edges incident to the vertices $u_{i}^{\prime}$ and $w_{j}^{\prime}$. The set of white vertices is one of the $O(n m)$ minimal resolving sets associated to the minimal transversal $\left\{v_{1}, v_{3}, v_{5}\right\}$ of $\mathcal{H}$. The set of square vertices is one of the $O\left(n m^{2}\right)$ minimal resolving sets not associated with a minimal transversal.
from ideas used in, e.g., [GKM ${ }^{+} 22$, FGK $\left.^{+} 23\right]$. Finally, we connect every vertex of $U$ to every vertex of $H \cup H^{\prime}$, and connect every vertex of $W$ to every vertex of $V$. This concludes the construction of our graph $G$. We start with easy observations.

Lemma 3.2. Let $S$ be a minimal resolving set of $G$. Then, $S$ intersects each of $\left\{u_{i}, u_{i}^{\prime}\right\}(i \in[\log n+1])$ and $\left\{w_{j}, w_{j}^{\prime}\right\}(j \in[\log m+1])$ on one vertex.

Proof. First, note that each of the sets $\left\{u_{i}, u_{i}^{\prime}\right\}(i \in[\log n+1])$ and $\left\{w_{j}, w_{j}^{\prime}\right\}(j \in$ $[\log m+1]$ ) defines a distinct pair of (false or not) twin vertices in $G$. As two (false or not) twins share the same distances to every other vertex in the graph, any resolving set must intersect them in order to distinguish them, and it intersects them on precisely one element whenever it is minimal.

In the following, let us consider arbitrary

$$
\begin{aligned}
& X \in\left\{\left\{x_{1}, \ldots, x_{\log n+1}\right\}:\left(x_{1}, \ldots, x_{\log n+1}\right) \in \prod_{i=1}^{\log n+1}\left\{u_{i}, u_{i}^{\prime}\right\}\right\} \\
& Y \in\left\{\left\{y_{1}, \ldots, y_{\log m+1}\right\}:\left(y_{1}, \ldots, y_{\log m+1}\right) \in \prod_{j=1}^{\log m+1}\left\{w_{j}, w_{j}^{\prime}\right\}\right\}
\end{aligned}
$$

and note $\mathcal{Z}$ the set of all possible unions $Z:=X \cup Y$. Note that there are $4 n m$ possible choices for $Z$, and that by Lemma 3.2, any minimal resolving set contains one such $Z$ as a subset. We characterize the pairs of vertices of $G$ that are distinguished by these sets.

Lemma 3.3. Let $Z \in \mathcal{Z}$ and let $P$ be the set of all pairs $\left\{e_{j}, e_{j}^{\prime}\right\}$ with $j \in[m]$. Then, $Z$ distinguishes a pair $a, b$ of distinct vertices if and only if $(a, b) \notin P$.

Proof. We consider cases depending on the nature of each pair $a, b$ of distinct vertices in $G$ to show that they are distinguished by $Z$. Clearly if one of $a$ or $b$ belongs to $Z$, then the pair is distinguished. We thus assume $a$ and $b$ to be disjoint from $Z$ in the rest of the case analysis.

We first consider $a \in U$. Then, $a \in\left\{u_{i}, u_{i}^{\prime}\right\}$ for some $i \in[\log n+1]$ and, by assumption, $a \notin Z$ and $a \neq x_{i}$. Then, $\operatorname{dist}\left(a, x_{i}\right)=2$, while $\operatorname{dist}\left(b, x_{i}\right)=1$ for any $b$ in $U$ or $H \cup H^{\prime}$. If $b$ belongs to $V$ or $W$, then there is some $y_{j} \in Y$ such that $\operatorname{dist}\left(b, y_{j}\right) \leq 1$ and $\operatorname{dist}\left(a, y_{j}\right) \geq 2$. Hence, the pair $a, b$ is distinguished in this case.

We now consider $a \in W$. Then, $a \in\left\{w_{j}, w_{j}^{\prime}\right\}$ for some $j \in[\log m+1]$ and, by assumption, $a \notin Z$ and $a \neq y_{j}$. If $b$ belongs to $W$, then $\operatorname{dist}\left(a, y_{j}\right)=1$ and $\operatorname{dist}\left(b, y_{j}\right) \geq 2$. If $b$ belongs to $H \cup H^{\prime}$, then $\operatorname{dist}\left(a, x_{i}\right) \geq 2$ and $\operatorname{dist}\left(b, x_{i}\right)=1$ for some $x_{i} \in X$. The same holds when $b$ belongs to $V$ as every element $v \in V$ is adjacent to some $x_{i}$ by the nature of the binary coding between $U$ and $V$. The case $b \in U$ was handled above. We conclude that the pair $a, b$ is distinguished in this case.

Now assume that $a \in V$ and $b \in H \cup H^{\prime}$. Recall that, by the nature of the binary coding between $U$ and $V$, for each such $a$, there exists $x_{i} \in X$ such that $\operatorname{dist}\left(a, x_{i}\right) \geq 2$. As $\operatorname{dist}\left(b, x_{i}\right)=1$, the pair $a, b$ is distinguished by $x_{i}$ in this case.

We are left with $\{a, b\}$ being a subset of $V$ or $H \cup H^{\prime}$. In each of these cases, $a$ and $b$ have distinct adjacencies with respect to $U$ or $W$ as their indices within $V$ or $H \cup H^{\prime}$ are distinct. In particular, this is true when $a \in H$ and $b \in H^{\prime}$ or vice versa since $\{a, b\} \notin P$. Then, there exists $z \in Z$ such that $\operatorname{dist}(a, z) \neq \operatorname{dist}(b, z)$, and hence, the pair $a, b$ is distinguished, concluding the case.

If $\{a, b\} \in P$, then no vertex in $Z$ distinguishes the pair $a, b$ as $U$ is complete to $H \cup H^{\prime}$, each vertex in $W$ adjacent to $e_{j}$ is also adjacent to $e_{j}^{\prime}$ for all $j \in[m]$, and each vertex in $W$ is at distance at most 2 from each vertex in $H \cup H^{\prime}$.

Since by Lemma 3.2 every minimal resolving set contains a choice of $Z$ as above, we get that the non-trivial part of minimal resolving sets in $G$ is dedicated to distinguishing pairs in $P$. We characterize these non-trivial parts in the following.

Lemma 3.4. If $S$ is a minimal resolving set of $G$ such that $S \cap\left(H \cup H^{\prime}\right) \neq \emptyset$, then $S=Z \cup\{e\}$ for some $Z \in \mathcal{Z}$ and $e \in H \cup H^{\prime}$.

Proof. Recall that, by Lemma 3.2 there exists $Z \in \mathcal{Z}$ such that $S \cap(U \cup W)=Z$. By Lemma 3.3, only pairs $\{a, b\} \in P$ are not distinguished by $Z$. Since there is no edge between $H$ and $H^{\prime}$, and as these sets are cliques, picking $e$ in any of these sets will satisfy $\operatorname{dist}(a, e) \neq \operatorname{dist}(b, e)$. Hence, $Z \cup\{e\}$ is a resolving set for every $e \in H \cup H^{\prime}$, and the lemma follows by minimality.

Lemma 3.5. If $S$ is a minimal resolving set of $G$ such that $S \cap\left(H \cup H^{\prime}\right)=\emptyset$, then $S=Z \cup T$ for some $Z \in \mathcal{Z}$ and some minimal transversal $T$ of $\mathcal{H}$.

Proof. Let $\left\{e_{j}, e_{j}^{\prime}\right\} \in P$. As by assumption $S \cap\left(H \cup H^{\prime}\right)=\emptyset$, then, by Lemma 3.2, $S=Z \cup T$ for some $T \subseteq V$. Now, for $v \in V$ to distinguish $e_{j}$ from $e_{j}^{\prime}$, it must be that $v$ is non-adjacent to $e_{j}$ since $v$ is complete to $H^{\prime}$. By construction, we deduce that $v \in E_{j}$ in that case. Since by Lemma 3.3 every pair in $P$ needs to be distinguished by $T$, we derive that $T$ is a transversal of $\mathcal{H}$. The minimality of $S$ implies that, for every $v \in V$, there exists at least one pair in $P$ that is distinguished by $v$ but not by $T \backslash\{v\}$. Hence, $T$ is a minimal transversal of $\mathcal{H}$.

Lemma 3.6. If $T$ is a minimal transversal of $\mathcal{H}$, then $Z \cup T$ is a minimal resolving set of $G$ for any $Z \in \mathcal{Z}$.

Proof. Since $T$ is a transversal of $\mathcal{H}$, every pair of $P$ is distinguished by a vertex of $T$. By Lemmas 3.2 and 3.3, we conclude that $Z \cup T$ is a resolving set. It is minimal by Lemma 3.2 and the fact that, for every $v_{i} \in T$, there is some $E_{j}$ in $\mathcal{H}$ such that $\left(T \backslash\left\{v_{i}\right\}\right) \cap E_{j}=\emptyset$, and hence, the pair $\left\{e_{j}, e_{j}^{\prime}\right\}$ is not distinguished by $T \backslash\left\{v_{i}\right\}$, and by Lemma 3.3 this pair is not distinguished by $(Z \cup T) \backslash\left\{v_{i}\right\}$.

Note that, to every $T \in \operatorname{Tr}(\mathcal{H})$, there are $4 n m$ corresponding distinct minimal resolving sets in $G$ obtained by extending $T$ with every possible $Z \in \mathcal{Z}$. We show that our reduction still preserves polynomial delay at the cost of (potentially exponential) space using a folklore trick on regularizing the outputs.

Theorem 3.7. There is a polynomial-delay algorithm for Trans-Enum whenever there is one for MinResolving.

Proof. Let A be an algorithm for MinResolving running with polynomial delay $f(n)$ for some function $f: \mathbb{N} \rightarrow \mathbb{N}$, where $n$ is the number of vertices in $G$. We first describe an incremental-polynomial-time algorithm B for Trans-Enum generating the $i^{\text {th }}$ solution in $O\left(i \cdot\left(n m^{2} \cdot f(n)\right)\right)$ time. We start by constructing $G$ as above. Clearly, this can be done in polynomial time in $n+m$. Then, we simulate A on $G$. Each time A produces a set of the form $S=Z \cup T$ with $|T| \geq 2$, we check whether $T$ has already been obtained before by keeping every such $T$ in memory, and output it as a solution for Trans-EnUm if not. This concludes the description of B. Its correctness follows from Lemmas 3.4, 3.5, and 3.6.

Let us analyze the complexity of B. By Lemma 3.4, A generates at most $O\left(\mathrm{~nm}^{2}\right)$ solutions in total time $O\left(n m^{2} \cdot f(n)\right)$ before generating a first solution of the form $Z \cup T$ with $T \in \operatorname{Tr}(\mathcal{H})$. Hence, the first solution of B is obtained in $O\left(n m^{2} \cdot f(n)\right)$ time, as required. Suppose now that B has produced $i$ solutions $T_{1}, \ldots, T_{i} \in \operatorname{Tr}(\mathcal{H})$ in $O\left(i \cdot\left(n m^{2} \cdot f(n)\right)\right)$ time. By Lemmas 3.4 and 3.5 , when B produces the $(i+1)^{\text {th }}$ solution for Trans-EnUm, the simulation of A has generated at most $i \cdot 4 n m+O\left(n m^{2}\right)$ solutions of the form $Z \cup\{e\}$ with $e \in H \cup H^{\prime}$ or $Z \cup T$ for $T \in\left\{T_{1}, \ldots, T_{i}\right\}$. This takes $O\left(\left(i \cdot 4 n m+n m^{2}\right) \cdot f(n)\right)$ time by assumption, after which B produces the next solution. Thus, in total, B has spent $O\left(i \cdot 4 n m \cdot f(n)+n m^{2} \cdot f(n)\right)$ time outputting the $(i+1)^{\text {th }}$ solution of Trans-EnUm as desired.

In the incremental time of B , the dependence on $i$ is linear. Using a folklore trick on regularizing the delay of such algorithms (see, e.g., [CS23, Proposition 3]), we can regularize algorithm B to polynomial-delay by keeping each new set $T$ in a queue, and pulling a new set from the queue every $O\left(n m^{2} \cdot f(n)\right)$ steps.

The space needed for the reduction of Theorem 3.7 to hold is potentially exponential, as every obtained minimal transversal is stored in a queue. However, using another folklore trick (see, e.g., [BDMN20, Section 3.3]) on checking whether solutions have already been obtained by running the same algorithm on the same number of steps minus one, the reduction could preserve incremental-polynomial time and polynomial space at the cost of a worse dependence on the number of solutions. We end this section by dealing with MinStrongResolving.

Theorem 3.8. MinStrongResolving can be solved with polynomial delay.
Proof. It is known that, given a graph $G$, another graph $G^{\prime}$ such that the vertex covers of $G^{\prime}$ are exactly the strong resolving sets of $G$ can be constructed in polynomial time [OP07, Theorem 2.1]. Moreover, the size of $G^{\prime}$ is polynomial in the size of
$G$, namely it satisfies $V\left(G^{\prime}\right)=V(G)$. As the vertex covers of a graph are the complements of its independent sets, we deduce a polynomial-delay algorithm for MinStrongResolving by the algorithm of Tsukiyama et al. [TIAS77].

## 4 Geodetic sets

In this section, we prove that Trans-Enum and MinGeodetic on split graphs are equivalent, and that our reductions preserve polynomial delay. As for the general case, we show it to be a particular case of enumerating all the minimal flats of the graphic matroid associated to $K_{n}$ that are transversals of a given $n$-vertex hypergraph, whose complexity status is unsettled to date.

We first deal with the reduction from Trans-Enum. Let $\mathcal{H}$ be a hypergraph on vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ and edge set $\left\{E_{1}, \ldots, E_{m}\right\}$. We furthermore assume that $n, m \geq 1$ and that no vertex of $\mathcal{H}$ appears in every edge. Note that these assumptions can be conducted without loss of generality. In particular, if a vertex $v$ appears in every edge, then $\operatorname{Tr}(\mathcal{H})$ consists of $\{v\}$ and the minimal transversals of $\mathcal{H}^{\prime}:=$ $\{E \backslash\{v\}: E \in \mathcal{H}\}$, and so, solving Trans-Enum on $\mathcal{H}$ is essentially equivalent to solving it on $\mathcal{H}^{\prime}$, and thus, we can recursively remove such vertices.

We describe the construction of a split graph $G$ on $O(n+m)$ and $O\left(n^{2} m^{2}\right)$ edges whose set of minimal geodetic sets is partitioned into two families where the first has size $O(m)$ and the second is in bijection with the set of minimal transversals of $\mathcal{H}$. See Figure 2 for an illustration of the construction. We start from the non-incidence bipartite graph of $\mathcal{H}$ with bipartition $V:=\left\{v_{1}, \ldots, v_{n}\right\}$ and $H:=\left\{e_{1}, \ldots, e_{m}\right\}$, to which we add a set of vertices $U:=\left\{u_{1}, \ldots, u_{m}\right\}$ with $u_{j}$ only adjacent to $e_{j}$ for each $j \in[m]$. We then complete $U \cup V$ into a clique and add a vertex $e^{*}$ adjacent to every vertex in $V$. Finally, we add a vertex $u^{*}$ adjacent to every vertex in $G$. This completes the construction. We note that $G$ is a split graph with clique $K:=U \cup V \cup\left\{u^{*}\right\}$ and independent set $I:=H \cup\left\{e^{*}\right\}$.

Since $u^{*}$ is a universal vertex of $G$, the diameter of $G$ is at most 2 , and we may reformulate $x$ being on a shortest $a-b$ path with $a \neq x \neq b$ as $x$ being the middle vertex of a $P_{3}$ in $G$ (as an induced subgraph). We derive easy observations.

Lemma 4.1. The set $I$ is contained in every geodetic set of $G$.
Proof. This holds since no vertex in $I$ is the middle vertex of a $P_{3}$ in $G$.
Lemma 4.2. Only the vertices in $U$ are not covered by the pairs of vertices in $I$.
Proof. Clearly, all the vertices of $I$ are self-covered. Recall that $\mathcal{H}$ is assumed to contain at least one edge, and no vertex of $\mathcal{H}$ appears in every edge. Thus, if


Figure 2: Illustration of the reduction from Trans-Enum to MinGeodetic with $\mathcal{H}$ consisting of $E_{1}=\left\{v_{1}, v_{2}\right\}, E_{2}=\left\{v_{2}, v_{3}, v_{4}\right\}, E_{3}=\left\{v_{3}, v_{5}\right\}$, and $E_{4}=\left\{v_{4}, v_{5}, v_{6}\right\}$. Dashed lines represent non-edges and the bold lines incident to $u^{*}$ and $e^{*}$ mean these two vertices are complete to $I$ and $V$, respectively. For legibility, we do not represent the edges of the clique $K$. The square vertices belong to any geodetic set. The set of white vertices is a minimal geodetic set obtained from the minimal transversal $\left\{v_{1}, v_{3}, v_{5}\right\}$ of $\mathcal{H}$.
$x \in V \cup\left\{u^{*}\right\}$, then there exists $e \in H$ adjacent to $x$ and the pair $e, e^{*}$ covers it. Now, since no $P_{3}$ having its endpoints in $I$ contains a vertex of $U$, we conclude that only the vertices in $U$ are not covered by the pairs of vertices in $I$, as desired.

Lemma 4.3. The set $I \cup\{u\}$ is a minimal geodetic set of $G$ for every $u \in U$.
Proof. This follows by Lemmas 4.1 and 4.2 by observing that, for any $u^{\prime} \in U$ with $u^{\prime} \neq u$, we have a $P_{3} e u^{\prime} u$ for $e$ the unique neighbor of $u^{\prime}$ in $H$.

We may now characterize minimal geodetic sets that are of interest as far as the transversality of $\mathcal{H}$ is concerned.

Lemma 4.4. Let $S$ be a minimal geodetic set of $G$ such that $S \cap U=\emptyset$. Then, $S \cap K$ is a minimal transversal of $\mathcal{H}$.

Proof. By Lemmas 4.1 and 4.2, we have that $I \subseteq S$, and that only the elements in $U$ are not covered by the pairs of vertices in $I$. Let $T:=S \cap K$. Since $S \cap U=\emptyset$ and $u^{*}$ is adjacent to every vertex in $G$, we derive that $T \subseteq V$. Now, in order to cover $u_{j}$ $(j \in[m])$ it must be that a vertex from $T$ is not adjacent to $e_{j}$, as the only $P_{3}$ having $u_{j}$ as a middle vertex contains $e_{j}$. Hence, $T$ defines a transversal of $\mathcal{H}$ whenever the pairs of vertices in $T$ cover every such $u_{j}$. If $T$ was not minimal, then removing a vertex $v$ from $T$ would still intersect every edge of $\mathcal{H}$, which in turn would still cover every $u \in U$, a contradiction.

Lemma 4.5. If $T$ is a minimal transversal of $\mathcal{H}$, then $T \cup I$ is a minimal geodetic set of $G$.

Proof. By Lemma 4.2, the pairs of vertices in $I$ cover every vertex of $G$ except for those in $U$. Now, since $T$ is a transversal, for every $E_{j} \in \mathcal{H}$, there exists $v \in T$ such that $v \in E_{j}$, and it follows that $v$ is not adjacent to $e_{j}$ and $e_{j} u_{j} v$ defines a $P_{3}$. Thus, every $u_{j}$ is covered and we conclude that $S:=T \cup I$ is a geodetic set. Let us assume that it is not minimal and let $x \in S$ such that $S \backslash\{x\}$ is still a geodetic set. Then, for every $u_{j}(j \in[m])$, there exists a pair $e_{j}, v$ with $v \in S \backslash\{x\}$ such that $e_{j} u_{j} v$ forms a $P_{3}$. Hence, for every $E_{j} \in \mathcal{H}$, there exists $v \in T \backslash\{x\}$ such that $v \in E_{j}$, a contradiction to the minimality of $T$.

Theorem 4.6. There is a polynomial-delay algorithm for Trans-Enum whenever there is one for MinGeodetic on split graphs.

Proof. This is a consequence of the fact that the graph $G$ can be constructed in polynomial time in the size of $\mathcal{H}$, has polynomial size, and that it contains $m$ minimal geodetic sets $I \cup\{u\}$ with $u \in U$. All the other minimal geodetic sets of $G$ are of the form $I \cup T$ where $T$ is a minimal transversal of $\mathcal{H}$. Hence, a polynomial-delay algorithm for MinGeodetic would take at most $m$ times its delay between two consecutive minimal geodetic sets of the form $I \cup T$.

We now argue that a polynomial-delay algorithm for Trans-Enum yields one for MinGeodetic on split graphs. Let $G$ be a split graph of bipartition $(K, I)$ with $K$ the clique and $I$ the independent set. Among all such partitions we consider one that maximizes the size of $I$ and we may furthermore assume that $|I| \geq 2$, as otherwise the instance is trivial. As in Lemma 4.1, let us first note that $I \subseteq S$ for any geodetic set $S$ of $G$ as the neighborhood of every vertex $x \in I$ is a clique. By the maximality of $I$, every vertex $v \in K$ that is not covered by a pair of vertices in $I$ has precisely one neighbor $u \in I$ and the set of vertices at distance two from $u$ contains the full set $I$ as a subset. Indeed, if it was not the case, then $v$ would be covered by the pair $u, w$, where $w \in I$ is a vertex at distance three from $u$. Thus, to cover $v$ we must either pick $v$ or intersect $K \backslash N(u)$ the non-neighborhood of $u$ in $K$. We identify all such vertices $v_{1}, \ldots, v_{k}$ and their only neighbors $u_{1}, \ldots, u_{k}$ in $I$ to construct a hypergraph $\mathcal{H}$ on vertex set $K$ with an edge $E_{i}=\left\{K \backslash N\left(u_{i}\right)\right\} \cup\left\{v_{i}\right\}$ for every $i \in[k]$. We note that possibly $u_{i}=u_{j}$ for distinct $i, j \in[k]$, which is of no concern in the following. Clearly, the construction can be achieved in polynomial time in the size of $G$, and by the above remarks we obtain a bijection between the minimal transversals of $\mathcal{H}$ and the minimal geodetic sets of $G$. This yields the next theorem.

Theorem 4.7. There is a polynomial-delay algorithm for MinGeodetic on split graphs whenever there is one for Trans-Enum.

We now end the section by showing that the general case of MinGeodetic reduces to enumerating all the minimal flats of the graphic matroid associated to the clique $K_{n}$ that are transversals of a given $n$-vertex hypergraph.

Let us start with the construction. We consider a graph $G$ and construct a hypergraph $\mathcal{H}$ whose vertices are (unordered) pairs of distinct vertices of $G$, denoted $u v$ instead of $\{u, v\}$ for convenience, and where every vertex $v$ of $G$ gives rise to an edge $E_{v}:=\{x y: v$ is on a shortest $x-y$ path $\}$ in $\mathcal{H}$. To avoid ambiguity, we shall refer to the vertices of $\mathcal{H}$ as nodes, and use variables $r, s, t$ for nodes in the following. Then, $\mathcal{H}$ has $O\left(n^{2}\right)$ nodes and $O(n)$ edges. Clearly, every transversal $T$ of $\mathcal{H}$ induces a geodetic set $\bigcup_{t \in T} t$ of $G$, as every $E_{v}$ is hit by a pair of $t$ in $T$, and that pair covers $v$ in $G$. Unfortunately, minimal transversals of $\mathcal{H}$ do not necessarily define minimal geodetic sets of $G$ in that way, and not every minimal geodetic set of $G$ defines a minimal transversal of $\mathcal{H}$ by considering all the pairs of elements contained in it. Consider for example the graph $G$ obtained from a triangle $a b c$ by adding a pendent vertex $d$ adjacent to $c$. Then, $\{a, b, d\}$ is the only minimal geodetic set of $G$, while $\{a b, a d, b d\}$ is easily verified to be a transversal of $\mathcal{H}$ that is not minimal as it contains the transversal $\{a d, b d\}$ as a subset. On the other hand, $\{a c, b d\}$ can be checked to be a minimal transversal of $\mathcal{H}$, while $\{a, b, c, d\}$ is not a minimal geodetic set of $G$. We nevertheless show that consistent sets that are transversals of $\mathcal{H}$ are in bijection with the geodetic sets of $G$ for an appropriate notion of consistency.

In the following, we call a subset $U$ of nodes of $\mathcal{H}$ consistent if, whenever two distinct nodes $r, s \in U$ are such that $r \cap s \neq \emptyset$, then the unique other node $t$ such that $r \cup s=s \cup t=r \cup t$ is also part of $U$. As an example, a subset $U$ containing $a b$ and $b c$ but not $a c$ is not consistent, while the set $U=\{a b, a d, b d\}$ or the set of all nodes of $\mathcal{H}$ are consistent. More generally, the family of all pairs of a given set is consistent. The aforementioned correspondence is the following.

Theorem 4.8. There is a bijection between the minimal geodetic sets of $G$ and the minimal consistent subsets of nodes that are transversals of $\mathcal{H}$.

Proof. Let $S$ be a minimal geodetic set of $G$ and consider the set $T$ of all pairs of vertices in $S$. Since every vertex $v$ in $G$ is covered by a pair of vertices in $S$, every edge $E_{v}$ in $\mathcal{H}$ is hit by a pair of $T$. As $T$ is consistent by construction, we conclude that it is a consistent transversal of $\mathcal{H}$. Let us assume toward a contradiction that it is not minimal with that property, and let $T^{\prime}$ be a minimal consistent proper subset of $T$ that is a transversal of $\mathcal{H}$. Let $S^{\prime}$ be the union of all pairs in $T^{\prime}$. As $T^{\prime} \subset T$ and both $T$ and $T^{\prime}$ are consistent, $S^{\prime} \subset S$. Then, by the minimality of $S$, there must be a vertex $v$ in $G$ that is not covered by any pair of $S^{\prime}$. As $T^{\prime}$ is only constituted of the pairs of elements in $S^{\prime}$, we conclude that $E_{v}$ is not intersected by $T^{\prime}$, and hence,
that it is not a transversal, a contradiction.
Let $T$ be a minimal consistent transversal of $\mathcal{H}$ and consider the union $S$ of all pairs in $T$. Since every edge $E_{v}$ in $\mathcal{H}$ is hit by a pair $t$ in $T$, then each vertex $v$ in $G$ is covered by a pair of vertices in $S$. Thus, $S$ is a geodetic set of $G$. Let us assume that it is not minimal and let $x$ be such that $S^{\prime}:=S \backslash\{x\}$ is a geodetic set. Consider the family $T^{\prime}$ of pairs of $S^{\prime}$. Since $S^{\prime}$ is a geodetic set, every edge $E_{v}$ in $\mathcal{H}$ is hit by a pair in $T^{\prime}$. However, by the construction of $T^{\prime}$ and as $T$ is consistent, we derive that $T^{\prime} \subset T$, contradicting the minimality of $T$.

We now discuss the implications of Theorem 4.8. Observe that the consistency of a subset of vertices of $\mathcal{H}$ as defined above may also be expressed as satisfying a set of implications $\Sigma:=\{r, s \rightarrow t: r \cup s=s \cup t=r \cup t\}$ in the sense that any subset containing the premise of an implication in $\Sigma$ must contain its conclusion. It is well known that consistent sets in that context are the closed sets of a lattice [Bir40, Wil17]. In the particular case of the rules defined above, the lattice is in fact known to be the lattice of flats (subsets of edges that are maximal with respect to the size of their spanning trees) of the graphic matroid associated to the clique on $n$ vertices, or equivalently, to be the lattice of partitions of a finite $n$-element set [Bir40]. Consequently, listing minimal consistent transversals in our context may be reformulated as the enumeration of the minimal flats of the matroid associated to the clique $K_{n}$ that are transversals of $\mathcal{H}$. To the best of our knowledge, no output-quasi-polynomial-time algorithm is known for that problem. It should however be noted that in the more general setting where $\Sigma$ is allowed to contain any implications with premises of size at most two, the enumeration is intractable as it generalizes the dualization in lattices given by implicational bases of size at most two [DN20].

## 5 Graphs with no long induced paths

In the previous sections, we showed that MinResolving and MinGeodetic are tough problems as they are at least as hard as Trans-Enum, arguably one of the most challenging open problems in algorithmic enumeration to date. Furthermore, these reductions hold for graphs with no long induced paths. Namely, it can be easily checked that Theorem 3.7 holds for $P_{6}$-free graphs, while Theorem 4.6 holds for $P_{5}$-free graphs. This motivates the study of these problems on instances that do not contain long induced paths.

We show MinGeodetic and MinResolving to be tractable on $P_{4}$-free graphs using a variant of Courcelle's theorem for enumeration and clique-width [Cou09].

We assume the reader to be familiar with MSO logic and clique-width, and refer the reader to [CE12] for an introduction.

Theorem 5.1. Both MinGeodetic and MinResolving restricted to $P_{4}$-free graphs admit linear-delay algorithms with a preprocessing using time $O(n \log n)$.

Proof. We argue that our theorem is a consequence of the meta-theorem from [Cou09, Corollary 2] stating that:

- given a monadic second-order formula $\phi\left(X_{1}, \ldots, X_{k}\right)$, and
- a clique-expression of width $p$ expressing a graph $G$,
we can enumerate in linear delay all the tuples $\left(A_{1}, \ldots, A_{k}\right) \in V(G)^{k}$ such that $G \models \phi\left(A_{1}, \ldots, A_{k}\right)$ after a preprocessing using time $O(n \log n)$.

Note that, for each $d \in \mathbb{N}$, there exists a first order formula $\phi_{d}(x, y)$ of size $O\left(d^{2}\right)$ testing whether $\operatorname{dist}(x, y)=d$ by testing whether there exists a path of length $d$ between $x$ and $y$ and none of length at most $d-1$. Hence, for every $\Delta \in \mathbb{N}$, the monadic second-order formula $\psi(X)=\psi^{\prime}(X) \wedge\left(\forall X^{\prime} \subset X \neg \psi^{\prime}(X)\right)$, where

$$
\psi^{\prime}(X):=\forall y, z(y \neq z) \Longrightarrow \exists x \in X \bigvee_{i \in\{0, \ldots, \Delta\}} \phi_{i}(x, y) \wedge \neg \phi_{i}(x, z)
$$

has size $O\left(\Delta^{2}\right)$, and, for any graph $G$ whose connected components have diameter at most $\Delta$ and for every $S \subseteq V(G)$, we have $G \models \phi(S)$ if and only if $S$ is a minimal resolving set of $G$. We obtain a similar monadic second-order formula for minimal geodetic set by replacing $\psi^{\prime}(X)$ by the following:

$$
\forall y \exists x, z \in X \bigvee_{i \in\{0, \ldots, \Delta\}} \phi_{d}(x, z) \wedge \phi_{d}(x, y, z),
$$

where $\phi_{d}(x, y, z)$ of size $O(d)$ tests whether $y$ is in a path of length $d$ between $x$ and $z$. Hence, the meta-theorem from [Cou09, Corollary 2] leads to the next claim.
Claim 5.2. Given a clique-width expression of bounded width that defines a graph $G$ whose connected components have bounded diameter, we can solve MinGEodetic and MinResolving with linear delay after a preprocessing using time $O(n \log n)$.

Now, we observe that $P_{4}$-free graphs-a.k.a. cographs-have clique-width at most 2 [CO00], and that a clique-expression of width at most 2 can be computed in linear time [CPS85]. Moreover, every connected component of a $P_{4}$-free graph has diameter at most 2. Hence, this theorem is a direct consequence of Claim 5.2.

Interestingly, Theorem 5.1 outlines a dichotomy for MinGEODETIC in the sense that the problem is tractable for $P_{k}$-free graphs when $k \leq 4$, and that it is harder than Trans-Enum otherwise. This relates to similar behaviors and a line of research that emerged in $\left[\mathrm{BDH}^{+} 20\right]$ on classifying forbidden induced subgraphs for which the enumeration of minimal dominating sets is tractable or harder than Trans-Enum.

## 6 Perspectives for further research

We investigated a number of problems related to the metric dimension that connect to problems of huge interest in algorithmic enumeration. Except for MinStrongRESOLVING that can be solved with polynomial delay on general graphs, we showed that MinResolving is equivalent to Trans-Enum and that the same holds for MinGeodetic when restricted to split graphs. Moreover, the general case of MinGEODETIC may be seen as an intriguing variant of enumerating the flats of a matroid for which the complexity status is unsettled.

The results presented in this work showed that the difficulty of MinResolving and MinGeodetic is tightly related to the maximum length of an induced path in the graph at hand. This motivates the study of these problems on $P_{k}$-free graphs for small values of $k$. Except for MinGeodetic that we completely characterized with respect to Trans-Enum, the case of MinResolving for $k=5$ is yet to be classified. While it would be interesting to extend our hardness result (with respect to TransEnum) for MinResolving to $P_{5}$-free graphs or even split or co-bipartite graphs, it is challenging as our construction around the sets $H$ and $H^{\prime}$ for the proof of Theorem 3.7 seems impossible to extend to these cases, and thus, a new idea is needed. We note that the case of co-bipartite graphs is also open for MinGeodetic. For these graph classes, we were not able to devise total-polynomial-time algorithms; we however note that the extension problems for MinResolving and MinGeodetic are hard on split and co-bipartite graphs, respectively, which suggests that the generation is non-trivial in those cases, a point that is discussed in Appendix A.

Other open directions are to know whether MinGeodetic admits a total-quasi-polynomial-time algorithm, or how it relates to problems known to be harder than Trans-Enum that admit sub-exponential-time algorithms. Problems of interest include the dualization of products of posets [Elb09] or the dualization in distributive lattices [Elb22].

As for candidates for Question 1.1, it is open for minimal connected dominating sets [KLMN14, CKMU19]. This case was however conjectured not to be equivalent to Trans-Enum by Kanté at the 2015 Lorentz Workshop on enumeration algorithms [BBHK15].
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## A Extension for minimal geodetic sets

Usually when dealing with an enumeration problem $\Pi$ that asks to list subsets of a ground set $\left\{v_{1}, \ldots, v_{n}\right\}$, a naive approach is to check whether the solutions of $\Pi$ can be constructed element by element, deciding at each step whether we include $v_{i}$ ( $i=$ $1, \ldots, n$ ) or not in the partial solution, in a way that each partial solution eventually leads to a solution. This classical approach can be regarded as an efficient particular case of the backtrack search technique [RT75], and is usually referred to as flashlight search [BEG04, KBE $\left.{ }^{+} 07, \mathrm{CS} 23\right]$ as it roughly amounts to looking ahead in the search tree to see whether there are solutions, in order to explore relevant branches only. It has proved to be successful for a wide variety of very structured problems or restricted instances [BEG04, $\mathrm{KBE}^{+} 07, \mathrm{MS} 19$, DN19]. Formally, a problem $\Pi$ is known to admit a polynomial-delay algorithm whenever the following problem, known as the extension problem for $\Pi$, can be solved in polynomial time in the size of the input.

Extension Problem for $\Pi$ (Ехт- $\Pi$ )
Input: Two disjoint subsets $A, B$ of the ground set.
Question: Is there a solution $S$ to $\Pi$ such that $A \subseteq S$ and $S \cap B=\emptyset$.
Most of the time, unfortunately, the extension problem is NP-hard. The case of Ext-Trans-Enum makes no exception to this rule [BGH98], even for $\mathcal{H}$ being the family of closed neighborhoods of restricted graph classes [KLM $\left.{ }^{+} 15, \mathrm{BDH}^{+} 20\right]$. In the following, we will show that the same applies to MinGEODETIC for co-bipartite graphs. This may suggest that generating minimal geodetic sets in that graph class is non-trivial.

Let $(\mathcal{H}, A, B)$ be an instance of Ext-Trans-Enum, where $\mathcal{H}$ is a hypergraph on vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ and edge set $\left\{E_{1}, \ldots, E_{m}\right\}$, and $A$ and $B$ are two disjoint subsets of vertices. We furthermore assume that $n, m \geq 1$ and that $V(\mathcal{H})$ is not a minimal transversal of $\mathcal{H}$. Note that these assumptions can be conducted without loss of generality, as if $V(\mathcal{H})$ is a minimal transversal, then it is the only one and this can be checked in polynomial time. We describe the construction of a graph $G$ on $O(n+m)$ vertices and $O\left(n^{2}+m^{2}\right)$ edges, and two sets $A^{\prime}, B^{\prime} \subseteq V(G)$ such that there exists a minimal geodetic set $S$ with $A^{\prime} \subseteq S$ and $S \cap B^{\prime}=\emptyset$ if and only if there exists a minimal transversal $T$ of $\mathcal{H}$ such that $A \subseteq T$ and $T \cap B=\emptyset$.

We start from the incidence co-bipartite graph of $\mathcal{H}$ with bipartition $V:=$ $\left\{v_{1}, \ldots, v_{n}\right\}$ and $H:=\left\{e_{1}, \ldots, e_{m}\right\}$, to which we add three vertices $a, b, c$ with $a$ complete to $H, b$ complete to $V$ and adjacent to $a$, and $c$ complete to $H \cup V$ and adjacent to $a$. The obtained graph is co-bipartite with bipartition ( $H \cup\{a, c\}, V \cup\{b\}$ ). Then, we set $A^{\prime}:=A \cup\{a, b, c\}$ and $B^{\prime}:=B \cup H$. Note that the diameter of $G$ is


Figure 3: Illustration of the reduction from Ext-Trans-Enum to ExtMinGeodetic with $\mathcal{H}$ consisting of $E_{1}=\left\{v_{1}, v_{2}\right\}, E_{2}=\left\{v_{2}, v_{3}, v_{4}\right\}, E_{3}=\left\{v_{3}, v_{5}\right\}$, and $E_{4}=\left\{v_{4}, v_{5}, v_{6}\right\}$. The bold line between $c$ and $V$ mean that $c$ is complete to $V$. For legibility, we do not represent the edges of the cliques $V \cup\{b\}$ and $H \cup\{a, c\}$.
at most 2. Hence, and as in Section 4, we may reformulate $x$ being on a shortest $s-t$ path in $G$ with $s \neq x \neq t$ as $x$ being the middle vertex of a $P_{3}$.

Lemma A.1. Let $S$ be a minimal geodetic set containing $A^{\prime}$ and avoiding $B^{\prime}$. Then, $S \cap V$ is a minimal transversal of $\mathcal{H}$ containing $A$ and avoiding $B$.

Proof. We have that $S=\{a, b, c\} \cup T$ for some $T \subseteq V$ satisfying $A \subseteq T$ and $T \cap B=\emptyset$. Since the elements $e_{j} \in H$ may only be covered by pairs of the form $a, v$ for some $v \in V$ with $v \in E_{j}$, we conclude that $T$ is a transversal of $\mathcal{H}$. Observe that $T$ is minimal because if $T \backslash\left\{v_{j}\right\}$ is a transversal of $\mathcal{H}$ for some $v_{j} \in T$, then every vertex in $G$ is still covered by the pairs of vertices in $S \backslash\left\{v_{j}\right\}$ (this is proved in the next lemma), which contradicts the minimality of $S$.

Lemma A.2. Let $T$ be a minimal transversal of $\mathcal{H}$ containing $A$ and avoiding $B$. Then, $T \cup\{a, b, c\}$ is a minimal geodetic set of $G$ containing $A^{\prime}$ and avoiding $B^{\prime}$.

Proof. Note that the pairs of vertices in $\{a, b, c\}$ cover every vertex in $V \cup\{a, b, c\}$. Now, since $T$ is a transversal, every $e_{j} \in H$ has a neighbor $v \in V$, and so, it is covered by $a, v$. Hence, $S:=T \cup\{a, b, c\}$ is a geodetic set. We argue that it is minimal. Note that $b$ and $c$ cannot be removed since by assumption $V$ is not a minimal transversal, and hence, there exists some $v \in V \backslash T$ that has to be covered. Indeed, no other $P_{3}$ than $b v c$ has its endpoints not in $H$ and $v$ as its middle vertex. Similarly, $a$ cannot be removed as otherwise the vertices in $H$ are not covered anymore. Suppose that $S \backslash\{v\}$ is a geodetic set for some $v \in V$. Then, every $e_{j} \in H$ is covered by a pair $a, w$ with $w \in T \backslash\{v\}$. We conclude that $T \backslash\{v\}$ is a transversal of $\mathcal{H}$, which contradicts the minimality of $T$.

We conclude to the following theorem by Lemmas A. 1 and A.2.
Theorem A.3. The problem Ext-MinGeodetic is NP-hard on co-bipartite graphs.

As a consequence, MinGEODETIC should not admit a polynomial-delay algorithm using the classical flashlight search approach. We however note that this does not rule out the existence of a polynomial-delay algorithm for the problem as the extension problem is known to be hard for maximal cliques [ $\mathrm{BLL}^{+} 20$ ], yet the problem admits a polynomial-delay algorithm [TIAS77].

## B Extension for minimal resolving sets

In the following, we will show that the extension problem is NP-hard for MinREsolving in split graphs. This may suggest that generating minimal resolving sets in that graph class is non-trivial.

Let $(\mathcal{H}, A, B)$ be an instance of Ext-Trans-Enum, where $\mathcal{H}$ is a hypergraph on vertex set $\left\{v_{1}, \ldots, v_{n}\right\}$ and edge set $\left\{E_{1}, \ldots, E_{m}\right\}$ with $n, m \geq 1$, and $A$ and $B$ are two disjoint subsets of vertices. Since adding a dummy vertex that is contained in exactly one dummy hyperedge of size 1 simply ensures that any minimal transversal of $\mathcal{H}$ contains that vertex and only this dummy hyperedge is hit by this dummy vertex, we may furthermore assume that $\log (n+1)$ and $\log (m+1)$ are integers, and $E_{m}$ consists only of $v_{n}$ with $v_{n} \notin B$. We describe the construction of a graph $G$ on $O(n+m)$ vertices and $O\left(n^{2}+m^{2}+n m\right)$ edges, and two sets $A^{\prime}, B^{\prime} \subseteq V(G)$ such that there exists a minimal resolving set $S$ with $A^{\prime} \subseteq S$ and $S \cap B^{\prime}=\emptyset$ if and only if there exists a minimal transversal $T$ of $\mathcal{H}$ such that $A \subseteq T$ and $T \cap B=\emptyset$.

We start from the non-incidence bipartite graph of $\mathcal{H}$ with bipartition $V:=$ $\left\{v_{1}, \ldots, v_{n}\right\}$ and $H:=\left\{e_{1}, \ldots, e_{m}\right\}$, to which we add a set of vertices $H^{\prime}:=\left\{e_{1}^{\prime}, \ldots, e_{m}^{\prime}\right\}$ that we make complete to $V$. Moreover, we add four additional sets of vertices $U:=\left\{u_{1}, \ldots, u_{\log (n+1)}\right\}, U^{\prime}:=\left\{u_{1}^{\prime}, \ldots, u_{\log (n+1)}^{\prime}\right\}, U^{*}:=\left\{u_{1}^{*}, \ldots, u_{n}^{*}\right\}$, and $W:=$ $\left\{w_{1}, \ldots, w_{\log (m+1)}\right\}$. For an integer $j \in \mathbb{N}$, we shall note $I(j)$ the set of indices (starting from 1) of bits of value 1 in the binary representation of $j$. We connect each $v_{i}$, $i \in\{1, \ldots, n\}$, to the vertices $u_{k}^{\prime}$ for every $k \in I(i)$, each of $e_{j}$ and $e_{j}^{\prime}, j \in\{1, \ldots, m\}$, to the vertices $w_{k}$ for every $k \in I(j)$, and each $u_{i}^{*}, i \in\{1, \ldots, n\}$, to the vertices $u_{k}$ for every $k \in I(i)$. Observe that, by the nature of the binary coding, no element of $V$ is anti-complete to $U^{\prime}$, and the same can be said for $H \cup H^{\prime}$ and $W$, and $U^{*}$ and $U$. For all $\ell \in\{1, \ldots, \log (n+1)\}$, we also add an edge between $u_{\ell}$ and $u_{\ell}^{\prime}$. Finally, we add the necessary edges to make the vertices in $U^{\prime} \cup U^{*} \cup H \cup H^{\prime}$ into a clique. This concludes the construction of our graph $G$. The obtained graph is a split graph with the vertices of $U^{\prime} \cup U^{*} \cup H \cup H^{\prime}$ inducing a clique, and the vertices of $U \cup V \cup W$ inducing an independent set. We set $A^{\prime}:=A \cup U \cup W$ and $B^{\prime}:=B \cup U^{\prime} \cup U^{*} \cup H \cup H^{\prime}$.


Figure 4: Illustration of the reduction from Ext-Trans-Enum to ExtMinResolving with $\mathcal{H}$ consisting of $E_{1}=\left\{v_{1}, v_{2}\right\}, E_{2}=\left\{v_{2}, v_{3}, v_{4}\right\}, E_{3}=\left\{v_{3}, v_{5}\right\}$, and $E_{4}=\left\{v_{4}, v_{5}, v_{6}, v_{7}, v_{8}\right\}$. The bold line represents the biclique between $H^{\prime}$ and $V$. For legibility, we do not represent the edges of the cliques $H \cup H^{\prime} \cup U^{\prime} \cup U^{*}$.

Lemma B.1. Let $P$ be the set of all pairs $\left\{e_{j}, e_{j}^{\prime}\right\}$ with $j \in\{1, \ldots, m-1\}$. Then, $Z=U \cup W \cup\left\{v_{n}\right\}$ distinguishes a pair $a, b$ of distinct vertices in $G$ if and only if $\{a, b\} \notin P$.

Proof. Clearly, if one of $a$ or $b$ belongs to $Z$, then the pair is distinguished. We thus assume $a$ and $b$ to be disjoint from $Z$ in the rest of the case analysis. If $a, b \in U^{\prime}$, then there exists a vertex $u \in U$ such that $\operatorname{dist}(u, a)=1$ and $\operatorname{dist}(u, b)=2$, and hence, $u$ distinguishes the pair $a, b$. If $a, b \in U^{*}(a, b \in V$, resp.), then since $a$ and $b$ do not have the same binary encoding, there exists some vertex in $U$ that is at distance 1 (2, resp.) from one of $a$ and $b$ and distance 2 (3, resp.) from the other, and hence, it distinguishes the pair $a, b$. Analogously, if $a, b \in H \cup H^{\prime}$ and $\{a, b\} \notin P$, then there exists some vertex in $W$ that distinguishes the pair $a, b$.

If $a \in H \cup H$ and $b \in V \cup U^{\prime} \cup U^{*}$, then there exists a vertex $w \in W$ such that $\operatorname{dist}(w, a)=1$ and $\operatorname{dist}(w, b)=2$, and hence, $w$ distinguishes the pair $a, b$. If $a \in U^{*}$ and $b \in U^{\prime}$, then $\operatorname{dist}\left(v_{n}, a\right)=2$ and $\operatorname{dist}\left(v_{n}, b\right)=1$, and hence, $v_{n}$ distinguishes the pair $a, b$. Lastly, if $a \in U^{*}$ and $b \in V$ or $a \in U^{\prime}$ and $b \in V$, then there exists a vertex $u \in U$ such that $\operatorname{dist}(u, a)=1$ and $\operatorname{dist}(u, b) \geq 2$, and hence, $u$ distinguishes the pair $a, b$.

Finally, if $\{a, b\} \in P$, then no vertex in $Z$ can distinguish the pair $a, b$ since every vertex in $U$ is at distance 2 from both $a$ and $b$, $\operatorname{dist}\left(v_{n}, a\right)=\operatorname{dist}\left(v_{n}, b\right)=1$, each
vertex in $W$ that is adjacent to $e_{j}$ is also adjacent to $e_{j}^{\prime}$ for all $j \in\{1, \ldots, m\}$, and each vertex in $W$ is at distance at most 2 from each vertex in $H \cup H^{\prime}$.

Lemma B.2. If $S$ is a minimal resolving set containing $A^{\prime}$ and avoiding $B^{\prime}$, then $S \cap V$ is a minimal transversal of $\mathcal{H}$ containing $A$ and avoiding $B$.

Proof. Since $S$ avoids $B^{\prime}$, we have that $S=U \cup W \cup T$ for some $T \subseteq V$ satisfying $A \subseteq T$ and $T \cap B=\emptyset$. Since by the construction of $G$ and Lemma B.1, among the vertices in $V(G) \backslash B^{\prime}$ that may be in $S$, the pair $e_{j}, e_{j}^{\prime}$ can only be distinguished by a vertex $v \in S \cap V$ with $v \in E_{j}$, we conclude that $T$ is a transversal of $\mathcal{H}$. It is minimal as if every $E_{j} \in \mathcal{H}$ is still intersected by $T \backslash\left\{v_{j}\right\}$ for some $v_{j} \in T$, then the pair $e_{j}, e_{j}^{\prime}$ is still distinguished by a vertex in $S \backslash\left\{v_{j}\right\}$, which contradicts the minimality of $S$ by Lemma B. 1 and the fact that $v_{j} \neq v_{n}$ since $v_{n}$ is necessarily in any minimal transversal of $\mathcal{H}$.

Lemma B.3. If $T$ is a minimal transversal of $\mathcal{H}$ containing $A$ and avoiding $B$, then $T \cup U \cup W$ is a minimal resolving set of $G$ containing $A^{\prime}$ and avoiding $B^{\prime}$.

Proof. By construction, $v_{n} \in T$. For $P$ the set of all pairs $\left\{e_{j}, e_{j}^{\prime}\right\}$ with $j \in$ $\{1, \ldots, m-1\}$, by Lemma B.1, $Z=U \cup W \cup\left\{v_{n}\right\}$ distinguishes every pair $a, b$ of distinct vertices in $G$ with $\{a, b\} \notin P$. Now, since $T$ is a transversal, for each $e_{j} \in H$, there exists a vertex $v \in V$ such that $\operatorname{dist}\left(v, e_{j}\right)=2$ and $\operatorname{dist}\left(v, e_{j}^{\prime}\right)=1$, and so, $v$ distinguishes the pair $e_{j}, e_{j}^{\prime}$. Hence, $S:=T \cup U \cup W$ is a resolving set. We argue that it is minimal. Note that, for any vertex $u \in U(w \in W$, resp.), there exist two vertices in $U^{*}$ ( $H^{\prime}$, resp.) that are distinguished only by $u$ ( $w$, resp.) among all the vertices in $S$ (in particular, they only differ in exactly one bit in their binary representation), and hence, no vertices from $U$ ( $W$, resp.) can be removed from $S$. Suppose that $S \backslash\{v\}$ is a resolving set for some $v \in V$. Then, every pair $e_{j}, e_{j}^{\prime}$ is distinguished by a vertex in $T \backslash\{v\}$ by Lemma B.1. We conclude that $T \backslash\{v\}$ is a transversal, which contradicts the minimality of $T$.

We conclude to the following theorem by Lemmas B. 2 and B.3.
Theorem B.4. The problem Ext-MinResolving is NP-hard on split graphs.
As a consequence, MinResolving should not admit a polynomial-delay algorithm using the classical flashlight search approach.
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[^1]:    ${ }^{1}$ The different notions from enumeration complexity are defined in Section 2.
    ${ }^{2}$ A total-polynomial-time algorithm was claimed in [Wil23], but the proof has a major flaw (Claim (4), Section 3) that, to the best of our knowledge, has not been corrected.
    ${ }^{3}$ An enumeration problem is at least as hard as another enumeration problem if a total-polynomial-time algorithm for the first implies a total-polynomial-time algorithm for the second; the problems are (polynomially) equivalent if the reverse direction also holds.

[^2]:    ${ }^{4}$ As Trans-Enum is in QP and it is believed that NP $\nsubseteq \mathrm{QP}$.

