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Abstract
We perform a spectral decomposition of the Fourier amplitude spectra disseminated along 
with the Engineering Strong Motion (ESM) flat file for Europe and Middle East. We apply 
a non-parametric inversion schema to isolate source, propagation and site effects, introduc-
ing a regionalization for the attenuation model into three domains. The obtained propaga-
tion and source components of the model are parametrized in terms of geometrical spread-
ing, quality factor, seismic moment, and corner frequency assuming a ω2 source model. 
The non-parametric spectral attenuation values show a faster decay for earthquakes in Italy 
than in the other regions. Once described in terms of geometrical spreading and frequency-
dependent quality factor, slopes and breakpoint locations of the piece-wise linear model 
for the geometrical spreading show regional variations, confirming that the non-parametric 
models capture the effects of crustal heterogeneities and differences in the anelastic attenu-
ation. Since they are derived in the framework of a single inversion, the source spectra 
of the largest events which have occurred in Europe in the last decades can be directly 
compared and the scaling of the extracted source parameters evaluated. The Brune stress 
drop varies over about 2 orders of magnitude (the 5th, 50th and 95th percentiles of the ∆σ 
distribution are 0.76, 2.94, and 13.07 MPa, respectively), with large events having larger 
stress drops. In particular, the 5th, 50th and 95th percentiles for M > 5.5 are 2.87, 6.02, 
and 23.5 MPa, respectively whereas, for M < 5.5, the same percentiles are 0.73, 2.84, and 
12.43 MPa. If compared to the residual distributions associated to a ground motion pre-
diction equation previously derived using the same Fourier amplitude spectra, the source 
parameter and the empirical site amplification effects correlate well with the inter-event 
and inter-station residuals, respectively. Finally, we calibrated both non-parametric and 
parametric attenuation models for estimating the stress drop from the ratio between Arias 
intensity and significant duration. The results confirm that computing the Arias stress drop 
is a suitable approach for complementing the seismic moment with information controlling 
the source radiation at high frequencies for rapid response applications.
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1  Introduction

In the context of probabilistic seismic hazard assessment (PSHA), ground motion predic-
tion equations (GMPEs) allow one to compute, for any seismic scenario of interest, the 
probability of exceeding thresholds for parameters of engineering of interest, such as peak 
ground acceleration or elastic response spectral accelerations at different periods (Cornell 
1968; McGuire 1976). GMPEs are usually derived from regression analysis performed 
over observed strong motion data, although outcomes from numerical simulations can con-
tribute to improve the explanatory power of the models (Douglas and Edwards 2016). To 
support the development of GMPEs, parametric tables (also known as ‘flat files’), includ-
ing event and station metadata along with the values of several strong motion parameters of 
engineering interest, have been disseminated in the framework of several projects. Exam-
ples are the NGA-West2 flat file (Ancheta et al. 2014) for the development of GMPEs at 
global scale (i.e., including recordings from multiple regions distributed worldwide) or the 
recent Engineering Strong Motion flat file assembled for Europe and Middle East (Lanzano 
et  al. 2018). The predictions from a GMPE describe a normal distribution characterized 
by the mean value expected for the considered seismic scenario and the standard devia-
tion, which quantifies the spread of the predictions around the mean due to apparent alea-
tory variability. In the framework of GMPE development and application, several topics 
are of particular interest such as the study of the aleatory variability and its decomposi-
tion into event, station, and path specific components; the characterization of the regional 
dependence of ground-motion models; the treatment of the epistemic uncertainty through 
logic tree or back-bone strategies (Douglas 2018). For example, several studies highlighted 
the correlation existing between the event specific component of the residual distribution 
(the so called inter-event or between-event residual distributions) and the variability of the 
stress drop, which is generally estimated from the corner frequency of the source spectra 
(e.g., Bindi et al. 2007, 2019a; Ameri et al. 2017; Baltay et al. 2017; Oth et al. 2017; Trug-
man and Shearer 2017). Although the stress drop is a key source parameter controlling the 
shaking at high frequencies, it is not considered among the explanatory variables of GMPE 
because this would require stress drop models to be provided for the source models used 
in PSHA computations whereas constrained stress drop distributions are available only for 
well monitored regions. Moreover, the possibility to jointly analyze distributions derived 
for different areas is hampered by the strong dependence of the stress drop values on meth-
odological assumptions.

In this study, we exploit the Fourier amplitude spectra disseminated along with the ESM 
flat file to develop seismological models for describing source, propagation and site effects 
using the same data set prepared for the development of GMPEs used to update the PSHA 
in Europe (Weatherill et  al. 2020)., These seismological models can support the GMPE 
developers in deciding the regionalization, in taking decision about the functional form and 
in interpreting the residual distributions; furthermore, these models quantify the variability 
of key seismic parameters, such as the anelastic attenuation and the stress drop, needed 
for the generation of synthetic ground motion through stochastic simulations (Douglas and 
Aochi 2008; Edwards and Fäh 2013; Drouet and Cotton 2015; Bora et al. 2017). This study 
is organized as follows: we first present the dataset used and the methodology applied 
to decompose the Fourier spectra into source, propagation and site effects; then, we dis-
cuss the results in term of non-parametric models, which are later interpreted in terms of 
parametric models introduced to describe the spectral attenuation and the source spectra, 
and we present the scaling of the source parameters with the earthquake size. Finally, the 
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recently proposed approach for estimating the stress drop from the Arias intensity (Baltay 
et al. 2019) is investigated, generalizing the approach used for correcting attenuation and 
site effects.

2 � Data set

The Engineering Strong Motion flat file (ESM-ff) is a parametric table including infor-
mation of interest for engineering seismology, relevant to earthquakes occurred in Europe 
and Middle East since 1970s (Lanzano et al. 2018). ESM-ff mainly includes events with 
moment magnitude larger than 4 (in the following written using the notation M4 +), 
although few earthquakes with magnitude in the range M3–4 are also considered (Lanzano 
et al. 2019). Since moment magnitudes from different catalogs are available in ESM-ff, in 
the reminder of this article we always refer to the EMEC moment magnitude (Grünthal 
and Wahlström 2012) which is available for all considered earthquakes. Along with sev-
eral intensity measures, such as peak parameters, integral parameters, spectral accelera-
tions, Fourier amplitudes, ESM-ff provides station and event metadata needed to derive, for 
example, ground motion models for seismic hazard assessment.

Figure 1 exemplifies few selected ESM-ff characteristics of interest for this study, con-
sidering events shallower than 50 km. The left panel shows the magnitude versus distance 
scatter plot relevant to 20,026 recordings generated by 1372 earthquakes recorded by at 
least 2 stations; in the central panel, the scaling with distance of Fourier amplitudes com-
puted for earthquakes with M4.5 (± 0.1) and M6 (± 0.1) are compared; in the right panel, 
the cumulative number of recordings per event and per station are shown. About 20% of 
stations and 30% of events have one recording whereas 60% of the stations and 50% of 
the events has at least three recordings. In this study, we analyze the geometrical mean of 
the two horizontal spectra; in ESM-ff, the FAS are computed considering the whole time 
histories and we assume that they are mainly representing the contribution of S-waves. 
A detailed description of ESM-ff is available in Lanzano et  al. (2019) and Bindi et  al. 

Fig. 1   Left: moment magnitude versus distance scatter plot of earthquakes shallower than 50  km and 
recorded by at least two stations. Middle: Fourier amplitude spectra versus distance of recordings for 
moment magnitude in the range 4.5 ± 0.1 (white dots) and 6 ± 0.1 (black dots). Right: empirical cumulative 
density function for the number of recordings available either per station (black) or per event (gray)
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(2019b). From ESM-ff, subsets suitable for the spectral analysis developed in this study are 
extracted, as explained in the following sections.

3 � Spectral decomposition

We apply a spectral decomposition approach to isolate source, attenuation and site amplifi-
cation contributions to the measured spectral amplitudes. We implement the so-called Gen-
eralized Inversion Technique (GIT) (e.g. Castro et al. 1990; Edwards et al. 2008; Oth et al. 
2011) following a non-parametric approach where the redundancy in the data set (i.e., the 
same event recorded at different distances by different stations and each stations recording 
several events) allows us to estimate, in a least-squares sense, source, propagation and site 
terms without imposing to them any a priori functional form. Under the assumption of lin-
ear system, the GIT approach is based on the following convolution model:

where logFASij(f) is the logarithm in base 10 of the spectral amplitude at frequency f of 
event i recorded by a station j located at an hypocentral distance equal to R. We discretize 
the distance ranges from 1 to 100 km, from 100 to 200 km and from 200 to 300 km into 
equal spaced bins 5, 10, and 20 km wide, respectively. In Eq. (1), Rn are the nodes separat-
ing the distance bins and n is selected such that Rn ≤ R<Rn+1; Sk(f) and Zk(f) are the source 
and site spectral amplitudes at frequency f, respectively, and δik, δjk are Kroneker’s deltas 
used to select the correct source and site for the record i, j when constructing the linear 
system. The spectral attenuation Aregion(f;Rn) is a non-parametric model (i.e. provided in 
tabular form) evaluated at nodes Rn, being the model region dependent. A linear inter-
polation is applied between the nodes by setting an = (Rn+1 − R)/∆R, ∆R = (Rn+1 − Rn), 
an+1=1 − an. The linear system in Eq. (1) is solved in least-squares sense (Koenker and Ng 
2017).

(1)

logFASij(R;f ) =

Nevent
∑

k=1

�iklogSk(f ) + anlogA
region

(

f ;Rn

)

+ an+1logA
region

(

f ;Rn+1

)

+

Nstation
∑

k=1

�jklogZk(f )

Fig. 2   Polygons defining the three regions considered to derive the attenuation models: IT (cyan), GT 
(green) and RE (red). The epicenter (white circles) and station (blue triangle) locations are shown as well, 
considering only those with at least two (left) or five (right) recordings
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Previous studies highlighted significant variations in attenuation models derived across 
Europe (e.g., Kuehn and Scherbaum 2016; Kotha et al. 2017; Bindi et al. 2019c). There-
fore, taking into consideration the distribution of data analyzed in this study, we estimate 
different attenuation spectral models Aregion(f;Rn) for three regions: the first one (hereinaf-
ter referred to as IT) is including mainly Italy; the second region (named GT) encompasses 
the Aegean and Anatolia regions; the third region (named RE) includes the rest of Europe, 
but with data mostly located in the Balkans and in Romania (Fig. 2). The three non-para-
metric attenuation models are jointly derived by solving Eq. (1). It is worth noting that any 
model based on the linear combination of three terms as in model (1) is inherently affected 
by trade-offs among the three different solution blocks, since there are two unresolved 
degrees of freedom. Therefore, we add two a priori constraints to Eq. (1). Considering that 
we follow a non parametric approach and we cannot constrain parameters associated to 
physical models, we require that the attenuation for all regions is 1 at the reference distance 
Rref = 10 km (i.e. the source spectra are scaled at 10 km) and we set to zero the logarithmic 
average of the site effects computed for a set of reference stations. It is worth remembering 
that the trade-off between source and site terms are expected not to affect the attenuation 
model (Oth et al. 2011) allowing to get the same attenuation models for different choices of 
the reference site conditions. Finally, in order to smooth the attenuation models, we require 
that the second derivative of the attenuation curves is small (Castro et al. 1990).

We run the GIT inversion twice; in the first inversion, we retrieve the spectral attenua-
tion with distance whereas, in the second inversion, we estimate the source spectra and the 
site amplifications. The second step solves the following system of equations:

where

that is, the attenuation models estimated in the first inversion are used to correct the spectra 
(Eq. 3) which are, in turn, used to split the source and site contributions (Eq. 2). To remove 
the trade-off between source and site, in the second inversion we constrain to zero the loga-
rithm of the average site amplification of a subset of stations, where set of reference sta-
tions is selected during the analysis. Inversions (1) and (2) are performed by assuming dif-
ferent reference site conditions and by performing different data selection, as detailed in 
the next paragraphs.

4 � Results: spectral attenuation models

To solve Eq.  (1), we select stations and events with at least 5 recordings (Fig.  2). The 
obtained spectral attenuation curves are shown in Fig.  3 and provided in Tables from 
ESM1 to ESM3 of the online Resources.

The attenuation in the three regions is characterized by different rates of attenuation and 
by different dependencies on frequency. For example, the spectral attenuation curves for 
region RE show in the first 35 km a narrower spread than for the other two regions. Moreo-
ver, the attenuation in the three regions show different changes in slope, reflecting different 

(2)logF̃ASij(R;f ) =

Nevent
∑

k=1

�iklogSk(f ) +

Nstation
∑

k=1

�jklogZk(f )

(3)logF̃ASij(R;f ) = logFASij(R;f ) − anlogA
region

(

f ;Rn

)

− an+1logA
region

(

f ;Rn+1

)
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contribution of later arrivals controlled by the crustal structure and hypocentral depths. To 
quantify the differences among the three regions, a parametric model composed by geo-
metrical spreading and anelastic attenuation terms is fit to the non-parametric solutions:

where the geometrical spreading G(R) is assumed to be frequency independent and U(f, R) 
accounts for the anelastic attenuation. Considering the transformation d = log(R/Rref), the 
geometrical spreading model is described by a piece-wise linear function with two break-
points d1 and d2 and three different slopes s1, s2, s3, that is:

The anelastic attenuation is modeled in term of quality factor Q(f) = Qofα, that is:

where we fix the path-average shear-wave velocity β to 3.6 km/s and Rref to 10 km.
A multiple steps procedure is followed to calibrate G(R) and U(f, R). Since the geo-

metrical spreading is assumed to be frequency independent, we first consider the spec-
tral attenuation at 1  Hz to determine G(R) through a breakpoint regression (Muggeo 
2003, 2008). To make more robust the assessment, the average over 4 spectral attenua-
tion curves between 0.9 and 1.15 Hz is used to represent the non-parametric attenuation 
at 1  Hz. A preliminary fit is performed by considering a geometrical spreading term 
without breakpoints multiplied by an exponential term given by Eq.  (6) evaluated at 
1 Hz. The obtained Q0 is used to correct the data for the anelastic attenuation effects 
at 1  Hz and then a breakpoint regression is performed over the Q0-corrected spectral 
values, considering the geometrical spreading model as in Eq. (5). Finally, the spectral 
attenuation curves corrected for the piece-wise linear geometrical spreading are used to 

(4)logA(f ,R) = logG(R) + logU(f ,R)

(5)logG(d) =

⎧

⎪

⎨

⎪

⎩

s1d for d ⩽ d1
s1d1 + s2

�

d − d1
�

for d1 < d ⩽ d2
s1d1 + s2

�

d2 − d1
�

+ s3
�

d − d2
�

for d > d2

(6)logU(f ;R) =
−�f 1−�

(

R − Rref

)

Q0�ln(10)

Fig. 3   Non-parametric attenuation with hypocentral distance for regions RE, IT, and GT (from left to right, 
respectively). The attenuation curves for frequencies between 0.2 and 30 Hz are shown in gray whereas the 
curves in color are the spectral attenuation curves averaged over selected frequency intervals as indicated in 
the legends. The 1/R and 1/R2 attenuation rates are also shown for comparison



2587Bulletin of Earthquake Engineering (2020) 18:2581–2606	

1 3

assess Q(f) over the frequency range from 1 to 20 Hz. The obtained parameters of mod-
els in Eqs. (5) and (6) are listed in Tables 1, 2 and 3.

The comparison between non-parametric and parametric models is exemplified in 
Fig. 4, for three selected frequencies (i.e., f = 2, 8, and 15 Hz). A general good agree-
ment is observed at low frequencies whereas, at high frequencies, the parametric models 
fail in describing the spectral attenuation for distances above 120 km. For region RE, 
the parametric model attenuates more than the non-parametric at distances shorter than 
35 km. The parametric models are summarized in Fig. 5 in terms of geometrical spread-
ing and frequency-dependent quality factors.

Table 1   Slopes of the piece-wise 
linear geometrical spreading term 
(see Eq. 5) obtained for the three 
considered regions (RE, IT, and 
GT; see Fig. 2)

The estimated value (value), its standard error (SE), the lower (CI95.l) 
and upper (CI95.u) bounds of the 95% confidence interval are listed

Region Parameter Value SE CI95.l CI95.u

RE s1 − 1.34110 0.026142 − 1.39470 − 1.28760
RE s2 − 0.90875 0.038090 − 0.98677 − 0.83072
RE s3 − 1.55870 0.053819 − 1.66900 − 1.44850
IT s1 − 1.35700 0.011277 − 1.38010 − 1.33390
IT s2 − 0.57776 0.072305 − 0.72587 − 0.42965
IT s3 − 1.53670 0.022468 − 1.58280 − 1.49070
GT s1 − 1.03480 0.026055 − 1.08820 − 0.98145
GT s2 − 0.57393 0.037963 − 0.65169 − 0.49616
GT s3 − 1.21310 0.053639 − 1.32300 − 1.10320

Table 2   Location of the 
breakpoints for the geometrical 
spreading models (see Eq. 5)

The distance d is normalized to the reference distance of 10 km (i.e., 
d = log(R/10), where R is the hypocentral distance)

Region Parameter Value SE 10d+1 (km)

RE d1 0.7235992 0.03133054 53
RE d2 1.1751256 0.02100668 150
IT d1 0.8490797 0.01236214 71
IT d2 1.0742048 0.01130047 119
GT d1 0.7183523 0.02939620 52
GT d2 1.1663940 0.02138759 147

Table 3   Coefficients of the 
anelastic attenuation model in 
Eq. (6), for three different regions

Region Parameter Value SE

RE QO 348.5 7.2
RE α 0.26 0.01
IT QO 250.4 3.3
IT α 0.29 0.01
GT QO 182.4 2.9
GT α 0.36 0.01
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Region GT is characterized by the weakest geometrical attenuation with distance but 
coupled with the strongest anelastic attenuation; regions IT and RE show similar geomet-
ric spreading rates, although with breakpoints located at different distances, with stronger 
anelastic attenuation for IT (see also Tables 1, 2, 3). It is worth remembering that the geo-
metrical spreading and anelastic attenuation models are affected by strong mutual trade-off 

Fig. 4   Comparison between 
parametric (thick lines) and non-
parametric (thin lines) attenu-
ation curve at 2, 8 and 15 Hz. 
Red, green and blue indicate the 
results for regions RE, GT and 
IT, respectively (see also Fig. 2)

Fig. 5   Summary of the paramet-
ric attenuation models for the 
three regions shown in Fig. 2 
(RE: red; IT: blue; GT: green). 
Left: geometrical spreading 
attenuation term; right: quality 
factor Q(f)
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and they should be always considered as two components of the same attenuation model. 
Moreover, the standard errors listed in Tables 1, 2, and 3 are conditional on model assump-
tions that allowed to obtain the non-parametric attenuation curves.

In conclusion, the parametric models are based on strong simplifications and they 
should be considered as first order approximation of the non-parametric results. In par-
ticular, the parametric models derived in this study should not be used for simulating the 
ground motion at high frequencies (i.e. above 10 Hz) at distances larger than 120 km; in 
order to capture the high frequency attenuation at longer distances, Fig.  4 suggests that 
spectral decomposition methods based on parametric approaches should implement more 
complex parametrizations.

5 � Results: non‑parametric source and site spectral models

The source and site spectra are extracted from the FAS corrected for the attenuation mod-
els logAregion(f, R) (Eqs. 2, 3). Since there are groups of stations and events that are weakly 
connected when the data set is analyzed as a whole, in order to get stable solutions we 
split the data set into two subsets, the first covering mainly Italy (hereinafter referred to as 
DS1) and the second one including the Aegean sea and western Anatolia (DS2). After trial 
regressions, for DS1 we select stations with at least 4 recordings and events recorded by at 
least 3 stations whereas, for DS2, we analyze events and stations with at least 5 recordings. 
The source-station geometries for D1 and D2 are shown in Fig. 6.

In solving Eq. (2), we remove the trade-off between source and site by constraining to 
one the average site amplification for a group of stations for both DS1 and DS2. In order 
to select the set of reference stations, for each data set we run a preliminary inversion by 
constraining the average amplification over all stations to one. Then, we evaluate the per-
centiles of the distribution of the spectral amplifications for each station (Fig. 7) and we 
select those stations satisfying the following conditions: p50 < 0.9, p95 < 1, p05 > 0.1, 
|p95–p05| < 0.4 where p95, p50, and p05 are the 95th, 50th and the 5th percentiles of the 

Fig. 6   Data sets used to isolate source and site contributions using the attenuation corrected Fourier ampli-
tude spectra (see Eqs. 2, 3). For the DS1 (left) and DS2 (right) data sets, black lines connect stations (trian-
gles) and epicenters of recorded events (white circles). Red triangles indicate the locations of stations used 
for defining the reference site conditions
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site amplifications. In this way, we select stations with almost flat amplification and with 
amplification on average smaller than the network average.

We identify 18 and 22 reference stations for D1 and D2, respectively, indicated with 
red triangles in Fig.  7. Only for few stations vs30 derived from seismic measurements 
is known: stations IT_BZZ (vs30 = 679  m/s), IT_MVB (vs30 = 1046  m/s), AC_KBN 
(vs30 = 742 m/s), TK_4101 (vs30 = 827 m/s) and AC_SRN (vs30 = 1521 m/s). Anyway, an 
inspection of the station locations and the estimate of vs30 derived from the topographic 
slope (Wald and Allen 2007) suggest that most of the selected stations are installed on stiff 
or rock sites (the average vs30 from topography is 805 m/s and 706 m/s for DS1 and DS2, 

Fig. 7   Selection of stations used for the reference site conditions applied to remove the trade-off between 
source and site spectral models. For each station, the blue bars indicate the range between the 5th and the 
95th percentiles of the site amplifications, whereas the median is indicated with a white circle. Red bars 
indicate which stations are selected for the reference site condition

Fig. 8   Non-parametric site amplification functions obtained for DS1 (left) and DS2 (right). Black lines indi-
cate the results for those stations used to define the reference site condition (i.e., the average of the black 
curves is constrained to 1). For DS1, the amplification functions for few selected stations are highlighted 
with colors
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respectively). The obtained site amplifications and source spectra are shown in Figs. 8 and 
9, respectively.

As expected, the amplifications of stations contributing to the reference site condition 
(black curves) are almost flat with amplitudes within a factor 2 from their ensemble aver-
age. Regarding the source spectra, since they are derived within the same spectral decom-
position, it is possible to compare directly the results of the largest events. Since the moni-
toring networks developed over the last decades, the large earthquakes occurring earlier 
than 2000 were recorded by a number of analog stations operating on trigger mode smaller 
than the number of digital recordings available for the more recent events. For example, the 
number of recordings that we selected from ESM-ff to analyze the M6.4, 1976 Friuli and 
M6.9, 1980 Irpinia earthquakes are 6 and 4, respectively; for the 1999 Izmit and Düzce 
earthquakes, the number of analyzed records are 12 and 9, respectively, whereas for the 
more recent 2009 L’Aquila and 2016 Norcia earthquakes, we used 50 and 175 records, 
respectively.

6 � Source parameters and source scaling

To extract the source parameters, a source model is fit to the non-parametric source spec-
tra. For the acceleration spectra, we consider the following ω2 model (Brune 1970, 1971)

where Mo and fc are, respectively, the seismic moment and the corner frequency defin-
ing the ω2 model; Rθϕ is the S-wave radiation pattern (fixed to 0.55); F is the free sur-
face amplification factor (fixed to 2); ρ is density (fixed to 2700 kg m−3); β is the shear-
wave velocity (fixed to 3200 m/s considering the average velocity at the events hypocentral 
depths and the tomographic model derived by Yang et al. 2018). In Eq. (7), the exponential 
term accounts for deviations of a flat acceleration source spectra at high frequencies as 
predicted by the ω2 model. Whereas relative variation of the slope ksource among different 
earthquakes account both for energy radiation effects at high frequency and attenuation 

(7)
Source(f ) =

R��F

4���3Rref

M0(2�f )
2 1

1 +
(

f

fc

)2
exp −

[

�ksource
(

f − fk
)]

Fig. 9   Non-parametric acceleration source spectra obtained for DS1 (left) and DS2 (right) regions (see 
Fig. 2). The spectra for selected large events are shown in color
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effects close to the fault, the average slope of the source spectra can be ascribed to the 
site constraint applied to the linear system since a near surface attenuation effect common 
to all reference stations not accounted for by the reference site condition is transferred to 
the source spectra (e.g., Oth et  al. 2011; Bindi et  al. 2018). In Eq.  (7), fk indicates the 
frequency from which the exponential is applied. Therefore, ksource is set to zero for f < fk, 
while determining fk during the fit.

The reference site condition applied to solve Eq.  (2) influences also the average source 
spectral amplitude, which is in trade-off with the a priori fixed average site amplification. 
Therefore, in order to get seismic moments compatible with the EMEC moment magnitude, 
we run a preliminary fit to estimate the average bias of the seismic moments with respect to 
EMEC. It is worth remembering that within EMEC, complex hierarchical regional-schemes 
are implemented to convert values from other magnitude scales to Mw when the seismic 
moment is not available. Therefore, we anchor on average the source spectra to EMEC and 
then we estimate the seismic moment of each earthquake by performing a spectral fitting. The 
average bias is computed considering earthquakes in the range M3.8–5.5, to avoid band-lim-
ited effects. An average offsets of 0.11 magnitude units obtained for DS1 is applied to both 
DS1 and D2S source spectra. The offset compensated spectra are fit again, constraining the 
seismic moment of events with M5.5 + to the EMEC values.

To mitigate the effect of trade-offs existing among different source parameters, the fit is 
performed through the following steps: (1) the first fit is performed for the displacement spec-
tra in order to emphasize the contribution to the misfit of the low frequencies (seismic moment 
controlled) with respect to the high frequencies (ksource controlled); (2) in the second step, the 
fit is repeated but integrating the spectra to velocity and constraining the seismic moment to 
the value provided by the fit in displacement; (3) for the last step, the spectra are integrated 
to acceleration to determine fk and ksource, with both seismic moment and corner frequency 
fixed to the values obtained in the previous steps. The value of fk is fixed to 0 and 10 Hz in 
the first two fits whereas a grid search procedure is applied for the fit in acceleration, selecting 
the value of fk > fc which corresponds to the minimum misfit solution. For earthquakes with 
EMEC magnitude larger than 5.5, the seismic moment is fixed to the value corresponding 
to the EMEC moment magnitude and the displacement fit is skipped. For M5.5 +, fk in the 
velocity fit is fixed to 5 Hz. Figure 10 exemplifies the fitting procedure showing the results 
obtained for three different earthquakes.

Fig. 10   Example of fit for three earthquakes with moment magnitude 3.25, 5, and 6.5. From left to right, 
the fit is performed in displacement, velocity and acceleration, respectively. Black curves are the source 
spectra retrieved from the GIT inversion, the red curves are the best fitting models
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The obtained Mo and fc are used to compute the stress drop ∆σ assuming a circular rupture 
model with uniform stress drop (Eshelby 1957)

where the rupture radius is given by

Figure 11 shows the source parameters obtained for the analyzed earthquakes: in the left 
panel, the moment magnitudes derived from the seismic moment are compared to EMEC 
whereas the overall scaling of the seismic moment versus corner frequency is shown in 
the right panel(and the individual source parameters are reported in Table ESM4 of the 
online Resources). It is worth noting that the assumption of a circular model could lead to 
an overestimation of the stress drop for the largest events. For example, for the 1999, M7.4 
Izmit earthquake we obtain a source radius r = 12.26 km which, using Eq. (8), corresponds 
to ∆σ = 37.59 MPa. Using the empirical relationships of Thingbaijam et al. (2017) for a 
strike slip event with M7.4, we obtain average fault length and width equal to L = 124 km 
and W = 24 km, respectively. Since the length scales controlling Δσ for the actual rupture 
are expected to be shorter than the length or width of the entire rupture, following Mai 
and Beroza (2000) we apply a reduction factor of 0.75 and 0.9 for L and W, respectively. 
Assuming an elliptical slip distribution with semi-axis a = L/2 and b = W/2, the stress drop 
is given by (e.g., Denolle and Shearer 2016):

where η is a function of the Poisson’s modulus η (here assumed equal to 0.25), of the aspect 
ratio a/b and of the complete elliptic integrals of first and second kind (Eshelby 1957, 
Eq. 5.3; Denolle and Shearer 2016, equation B.8). Using Eq. (10), we get ∆σ = 9.05 MPa 
whereas considering an elongated rectangular rupture area (Aki 1972; Denolle and Shearer 
2016, equation B12), we obtain ∆σ = 8.33 MPa. These ∆σ values are about 4 or 5 times 
smaller than the value obtained considering the circular model, suggesting a possible 
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Fig. 11   Left. Comparison 
between the moment magnitude 
Mw derived in this study and 
the EMEC ones for earthquakes 
in DS1 (white circles) and 
DS2 (gray circles); the seismic 
moment values of earthquakes 
above 5.5 have been constrained 
to those derived from EMEC. 
Right. Scaling of seismic 
moment versus corner frequency
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over-estimation of the latter. We can perform similar computations also for the other large 
events, for example for the M7.1, 1999 Düzce event we obtain L = 78 km, W = 20.4 km, 
∆σ = 7.54  MPa for the elliptical model, ∆σ = 6.79  MPa for the rectangular fault model 
whereas for the circular model we got r = 11.54  km and ∆σ = 15.99  MPa. Using the 
empirical scaling models for normal faulting event, for the 1980, M6.9 Irpinia event, we 
obtain L = 38.1 km, W = 23.5 km, ∆σ = 4.9 MPa (for the elliptical model), ∆σ = 3.9 MPa 
(for the rectangular model), whereas for the circular model we obtained r = 10.75 km and 
∆σ = 7.26 MPa; for the M6.5, 2016 Norcia earthquake, we have L = 26.7 km, W = 18.6 km, 
∆σ = 3.87 MPa (for the elliptical model), Ds = 3.04 MPa (for the rectangular model), and 
r = 7.73 km, ∆σ = 6.70 MPa for the circular model. Despite that the stress drop results for 
M6.5 + earthquakes shown in Fig. 11 could be biased toward higher values, it is worth to 
remember that simulation studies using stochastic approaches implement source models 
often based on the circular rupture assumption.

6.1 � Arias stress drop

Baltay et al. (2019) proposed to estimate the stress drop from the Arias intensity Ia. Since 
Ia is computed from the squared acceleration integrated over the significant duration, it 
is related to the root mean square acceleration and therefore it can be connected to the 
stress drop (Hanks 1979; Hanks and McGuire 1981). We use the estimates of Ia and of the 
5–95% Arias intensity duration T90 provided by ESM-ff (see Baltay et al. 2019 for a discus-
sion about the effect of considering different duration estimates). The stress drop derived 
from Ia (hereinafter referred to as ∆σarias) is computed as the average, over the recording 
stations, of the station-specific estimates obtained after correction for propagation effects, 
that is

where i is the event index, j the station index, < > j indicates the average over the set of 
stations that recorded the event i, Rij is the rupture (for M5.5 + events) or hypocentral dis-
tance. The quantity Yij measured at station j for event i is given by (Baltay et al. 2019):

where the distance dependence of Yij is carried out by the scaling with distance of the Arias 
intensity to duration ratio. In Eq.  (12), we fix β = 3.2 km/s, ρ = 2800 km/m3, Rθϕ = 0.55, 
fmax = 25  Hz, whereas Mo is the seismic moment. In this study, we test three different 
choices for the propagation term P(Rij) in Eq. (11), that is:

Approach 1—Baltay et  al. (2019) corrected Yij for the geometrical spreading term, 
neglecting both the contribution of anelastic absorption and the site amplifications. They 
used a geometrical spreading equal to the inverse of the distance, which correspond to 
P(R) = R6/5. The authors showed that for large magnitude events (i.e., M6 +), the distance 
dependent ratio (Ia/T90)3/5 scaled similarly to R−1.2. To support their assumptions also for 
smaller events, they applied a strict data selection considering M4.5 + ; setting the maxi-
mum distance Rmax to 20 km for magnitudes up to 5.5, Rmax = 100 km above M6.5, and lin-
early increasing from 20 to 100 km for M5.5–6.5; using a minimum distance equal to half 
of the Boore and Thompson (2014) finite fault factor h. We apply the same correction but, 
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in order to slightly enlarge the data set, we consider M4 + and Rmax = 140 km for M7 + , 
keeping the linear increase of Rmax from 20 to 140 km for M increasing from 4.5 to 7.

Approach 2—In order to account for the anelastic attenuation and for site effects, and 
to avoid the application of a strict data selection, we calibrate a non-parametric attenuation 
model for Yij by solving the following system of equations:

which is similar to (1). In Eq. (13), the unknown are the attenuation table logAarias(Rn;Rref), 
where the attenuation is set to 1 at the reference distance Rref = 10 km and Rn are the dis-
crete distances from 5 to 300 km, with step 3 km; the non-parametric station corrections 
Znp for each station j with j = 1, …, Nstation; the source parameters Δ�̃k for each earthquake 
k with k = 1, …, Nevent. The average of the station corrections Znp is constrained to zero. 
Given Δ�̃k from (13), we compute the Arias stress drop ∆σarias as follow:

The non-parametric model logAarias(Rn;Rref) is provided in Table ESM5 of the online 
Resources.

Approach 3—Similar to approach (2), we calibrate an attenuation model for Yij but 
we consider a parametric model based on a functional form which includes a magnitude-
dependent attenuation term, that is:

where Zp are the parametric station corrections for the Arias stress drop (constrained to 
have a zero average over the stations) and (c1, c2, c3) are the coefficients defining the para-
metric attenuation model, being c3 the coefficient controlling the magnitude dependent geo-
metrical spreading. The obtained coefficients are c1 = (3.86 ± 0.06) c2 = (0.0027 ± 0.0001) 
c3 = (0.37 ± 0.01).

Figure  12 compares the non-parametric attenuation model of Eq.  (13) (green curve) 
with the parametric attenuation model of Eq. (15) evaluated for M5 and M7 (red curves), 
and with the geometrical spreading term (10/R)6/5 (dashed curve). Figure 12 also shows the 
GIT non-parametric spectral attenuation (from Eq. 1) of region IT for 1 and 10 Hz (black 
curves), and the piece-wise linear geometrical spreading (blue curve). From Fig.  12 we 
observe that the Arias intensity for moderate events (M5) attenuates as the high frequency 
spectral amplitudes whereas the Arias attenuation for large events (M7) is closer to the 
GIT attenuation model obtained for low frequencies; the non-parametric Arias attenuation 
model (magnitude independent) better describes the high frequency attenuation which is 
typical of moderate size events. Regarding the geometrical spreading, it underestimates 
both the non-parametric and parametric attenuation models.

Figure 13 compares ∆σarias obtained considering the three above mentioned approaches 
with the stress drop ∆σ computed from the corner frequency analysis (Eq.  8). ∆σ and 
∆σarias show a moderate correlation, being the Pearson correlation coefficient (Davis 1986) 
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computed between log(∆σ) and log(∆σarias) equal to 0.78, considering the parametric 
approach of Eq. (15) and M6.5-. The strongest correlation is observed for the parametric 
model (Eq. 15) (panel a) whereas the non-parametric approach (panel b) generates larger 
∆σarias for the largest events, as expected by the behavior of the attenuation models shown 
in Fig.  13 (i.e. the non-parametric model for Arias is magnitude independent and better 
describe the attenuation of moderate events). The Arias stress drop computed correcting 
for the inverse of the distance (panel c) shows a similar pattern to the parametric model but 
the applied data selection reduces the number of events significantly. The bottom panels 
of Fig.  13 show the magnitude dependence of the ratio γ = ∆σarias/∆σ. Whereas for the 
parametric model (panel d) γ is on average negative (being the mean ratio equal to 0.96), 
the ratio computed for the non-parametric model (panel e) shows a positive trend for M5.7- 
and an almost constant positive average ratio equal to 1.06 for larger magnitudes. The scal-
ing with seismic moment of the parametric ∆σarias is shown in Fig. 14 (top panel). Below 
M5.5, ∆σarias values shows a large scatter with an average positive trend with seismic 
moment; above Mw 5.5, ∆σarias values are constant, on average (∆σarias = 6.6 ± 0.2 MPa). 
Finally, the bottom panel of Fig.  14 shows that the Arias station corrections obtained 
through the parametric and non-parametric calibrations (Znp and Zp in Eqs. (13) and (15), 
respectively) are in very good agreement and, for several stations, the station correction to 
log(∆σarias) is large (e.g., the standard deviation of Zp is 0.43).

Fig. 12   Comparison between 
the spectral attenuation at 1 and 
10 Hz (black curves), and the 
attenuation models for the Arias 
stress drop (parametric in red, 
non-parametric in green). The 
piece-wise geometrical spreading 
model and the inverse of distance 
geometrical spreading (see Eq. 5) 
are also shown
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7 � Discussion

In the framework of engineering seismology, it is common practice to compile paramet-
ric tables (referred to as flat files) to disseminate information about earthquakes, record-
ing sites, and strong motion parameters of engineering interest. Examples are the flat file 
for the development of the Next-Generation ground motion models disseminated by PEER 
(Ancheta et  al. 2014), or the flat files compiled for Japan (Dawood et  al. 2016) and for 
Chile (Bastías and Montalva 2016). In this study, we focused on the Engineering Strong 
Motion flat file (ESM-ff) disseminated for hazard studies in Europe (Lanzano et al. 2018). 
The flat files are generally compiled for spectral ordinates but ESM-ff is also disseminating 
Fourier Amplitude Spectra (FAS), allowing us to derive spectral models for source, propa-
gation and site amplifications using the same data used to develop GMPEs for the PSHA 
update in Europe (Weatherill et al. 2020). We applied a spectral decomposition approach 
to isolate the three terms without assuming a priori parametric models, letting the data to 
shape the source and site amplification spectra and to determine the frequency and distance 
dependent scaling. The advantage is that the solutions are not bounded to specific trends 
prescribed by the parametric models and alternative parametric models can be tested to 
describe any non-parametric component obtained after the spectral decomposition without 
impacting on the others two.

Fig. 13   Top: Comparison between the Brune stress drop and the Arias stress drop obtained considering the 
geometrical spreading correction (right), the non-parametric model of Eq. (13) (middle) and the parametric 
attenuation model of Eq. (15) (left). The error bars represent the 95% confidence interval, computed for the 
t-distribution and considering the number of stations that recorded each event to compute the degrees of 
freedom (i.e., < x> ± tα,df σ/sqrt(N), with α = (1 − 0.95)/2 and df = N − 1). Bottom: magnitude dependency 
of the stress drop residuals
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Following previous study, such as the spectral decompositions performed for the Vran-
cea subduction (Oth et al. 2008) or for Japan (Oth et al. 2011), we introduced a regionaliza-
tion of the attenuation, considering three different domains. The results confirm previous 
findings obtained for Europe by analyzing either response spectra (Kotha et al. 2016) or 
high-pass filtered peak displacement for local magnitude calibration (Bindi et al. 2019c): 
all studies found that the attenuation for the region including Italy is stronger than for the 
rest of Europe. Moreover, the non-parametric attenuation models capture the modulation of 
the attenuation with distance and frequency related to the contribution of later arrivals gen-
erated by crustal discontinuities, such as the effect of critical reflections from Moho previ-
ously highlighted for northern Italy (Bragato and Tento 2005) and northwestern Turkey 
(Baumbach et  al. 2003; Bindi et  al. 2006). We described the non-parametric attenuation 
in terms of parametric models including both geometrical spreading and anelastic attenu-
ation. We allowed the geometrical spreading to change slopes at two breakpoints located 
at different distances for the different regions, and we moved the frequency dependency to 
the anelastic term. It is worth remembering that the frequency dependency of Q is still a 
topic of debate (Mitchell 2010) and frequency-independent but depth-dependent Q models 

Fig. 14   Top. Arias stress 
drop obtained following the 
parametric approach (Eq. 15) 
versus seismic moment. Bottom. 
Station corrections for the Arias 
stress drop using the parametric 
approach of Eq. (15) (on vertical 
axis) and the non-parametric 
approach of Eq. (13) (horizontal 
axis)
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could, in some cases, describe the observations as well (Zollo et al. 2014). The best fit par-
ametric models provide a good first order description of the spectral attenuation that can be 
used for different tasks such as to develop stochastic simulations. Anyway, the parametric 
model cannot capture the full range of features shown by the non-parametric curves (e.g., 
the weak frequency dependence of the attenuation in region RE for distances shorter than 
35 km) and tend to over-estimates the attenuation at high frequencies for distances above 
120 km.

The spectra corrected for propagation effects were inverted to isolate the source 
contribution from the local site amplification effects. Since the data set includes sta-
tions installed over a wide spectrum of geological conditions, several stations show 
large amplifications over different frequency ranges. Figure 8 shows that amplifications 
exceeding 5, or even 10, at both low (e.g. station RTI, Rieti) and high (e.g., station 
NCR2, Nocera Umbra) frequencies. Considering the cases highlighted in Fig. 8, station 
GBP (Gubbio Piana, vs30 = 224  m/s) is installed in the middle of the Gubbio basin, 
a northwest-southeast 20  km long and 6  km wide basin in central Apennines, filled 
by fluvial lacustrine sediments with a thickness reaching 600 m. In the Gubbio basin, 
2D–3D site effects generate large amplifications over a broad frequency range, starting 
from about 0.3  Hz and affecting both the horizontal and vertical components (Bindi 
et al. 2009). Station CLF (Colfiorito, vs30 = 145 m/s) is installed in the Colfiorito basin, 
another intermontane basin located in central Apennines, with an extension of about 
3 km and a complex bedrock topography. The amplifications at 1 Hz are connected to 
edge diffracted surface (Love) waves generated by a 180 m deep depression (Di Giulio 
et  al. 2003). Amplifications at station NCR2 (vs30 = 555  m/s, class E of Eurocode8; 
CEN 2004) are controlled by a buried wedge of weathered rock (Rovelli et  al. 2002) 

Fig. 15   Top. Comparison between station-specific random effects (i.e., inter-station residuals, black points) 
and site amplifications (gray lines) obtained through the spectral decomposition for 3 stations (NOR, CLF, 
NCR), using the results for station BZZ as normalization factor. Bottom. Comparison between inter-event 
residuals δBe at three frequencies (0.3, 7, 20 Hz) and the Brune stress drop. The inter-station and inter-
event residuals are taken from Bindi et al. (2019b)
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whereas station NOR (Norcia Castellina, vs30 = 423  m/s) is installed in the Norcia 
basin, a 3 by 3  km closed shape basin in central Apennines where amplifications are 
related to both the presence of deep sediments and to 2D/3D effects (Bindi et al. 2011; 
Luzi et al. 2018). In all cases, the site amplifications obtained in this study are in good 
agreement with outcomes from earlier studies that investigated site amplification effects 
in Central Italy (Luzi et  al. 2005). Therefore, the site amplifications obtained through 
the non-parametric GIT inversion can be used to validate (and interpret) the site specific 
amplification terms obtained when developing GMPEs. Figure 15 (top panels) compares 
the GIT site amplifications at three stations (NOR, CLF, and NCR) with the site-specific 
residuals δS2S associated to the GMPE developed for Fourier amplitudes by Bindi et al. 
(2019b) to perform a sanity check of ESM-ff. Since the δS2S distribution and the GIT 
site terms are relative to different reference site conditions, in Fig.  15 both δS2S and 
the GIT amplifications have been normalized to the result for station BZZ (Bazzano, 
vs30 = 679 m/s), one of the stations used for defining the GIT reference site condition. 
The good agreement shown in Fig. 15 confirms that GIT amplifications can be used as 
empirical site amplifications for site specific (partially non-ergodic) hazard studies, after 
normalizing both the GMPE median and the empirical site amplification to a common 
reference level.

The last component of the spectral model corresponds to the source spectra. The pos-
sibility to analyze simultaneously the largest events occurred in Europe in the last decades 
allowed us to get consistent source spectra and, in turn, to compare directly their source 
parameters. For example, the spectra shown in Fig.  9 for DS1 (Italy) highlight that the 
M6.4, 1976 Friuli earthquake has the highest spectral content at high frequencies. The 
source parameters of the Friuli earthquake have been studied by several authors. For exam-
ple, Cocco and Rovelli (1989) estimated for the Friuli mainshock a (Brune) stress drop of 
78 MPa and an average apparent stress (Wyss 1970) of 20 MPa; Castro et al. (1997) esti-
mated a Brune stress drop of 7.14 MPa and an apparent stress drop of 19.3 MPa, and high-
lighted the complexity of the source spectra which were better described by a double cor-
ner frequency model. Rovelli et al. (1991) found an average stress drop of 30 MPa for the 
aftershocks sequence. The Brune stress drop found in this study for the Friuli mainshock 
is ∆σ = (37.6 ± 6.5) MPa. The differences among these ∆σ estimates are primarily due to 
differences in the estimated corner frequencies (fc = 0.47, 0.10, and 0.29 Hz for Cocco and 
Rovelli 1989; Castro et al. 1997, and this study, respectively) and, to a lesser extent, to dif-
ferent values used for the seismic moments (Mo = 2.9, 4.0 and 5.95 1018 Nm for Cocco and 
Rovelli 1989; Castro et al. 1997, and this study, respectively). Despite the large spread in 
the estimates, the higher stress drop obtained in this study with respect, for example, the 
Mw 6.5, 2016 Norcia earthquake (∆σ = 6.7 ± 0.8 MPa) is in agreement with the outcomes 
of previous studies investigating the difference of the reverse fault earthquakes in the Fri-
uli region with respect to the normal faulting earthquakes typical of central Italy (Cocco 
and Rovelli 1989). For the other large normal faulting earthquakes in central and southern 
Apennines, we obtained values similar to the value for Norcia (i.e., ∆σ = (6.2 ± 0.9) MPa 
and ∆σ = (7.3 ± 1.5) MPa, for the 2016, M6.2 Amatrice and the 1980 M6.8 Irpinia earth-
quakes, respectively) whereas for the 2009, M6.3 L’Aquila earthquake we found a smaller 
stress drop, i.e. ∆σ = (3.4 ± 0.6) MPa. A factor almost 2 between the stress drop of the Nor-
cia or Amatrice earthquakes and the L’Aquila one is in agreement with the results of a 
recent regional study focusing on the scaling of source parameters in central Italy, using 
a large data set of about 1400 earthquakes and analysing both weak and strong motion 
data (Bindi et al. 2018). The ∆σ of L’Aquila is similar to the value obtained for the larg-
est shocks of the 1997–1998 Umbria-Marche sequence, which occurred along a segment 
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of the Apennines northern than the area struck by the 2016–2017 sequence (Chiaraluce 
et al. 2003). For the first (26/09/2016 at 00:32, M5.7), the second (26/09/2016 at 09:40, 
M6.0) and third (14/10/2016 at 15:23, M5.6) shocks we obtained ∆σ = (3.7 ± 0.5) MPa, 
(3.6 ± 0.6) MPa, and (3.2 ± 0.5) MPa, respectively. The values for other earthquakes are 
shown in Table ESM4 of the online Resources. Therefore, ∆σ for normal faulting earth-
quakes that occurred along the Apennines varies from 3 to 7 MPa, being the largest ones 
those of the 2016–2017 sequence and of the 1980 Irpinia earthquake.

Regarding DS2, ∆σ of the M6.8, 2014 Aegean earthquake is (15.9 ± 3.2) MPa, whereas 
∆σ for the M7.4 Izmit and 7.1 Düzce earthquakes are (37.6 ± 7.2) MPa and (16.0 ± 2.9)
MPa, respectively, in agreement with earlier estimates from Edwards and Fäh (2013). 
Although the absolute values of these estimates could be biased by the usage of a circular 
rupture model, they suggest a relative high stress drop for the Izmit earthquake and similar 
stress drops for the 2014 Aegean and 1999 Düzce earthquakes, differently from early sug-
gestions of low stress drop for the 2014 Aegean event (Konca et al. 2018).

The stress drop plays a strong role in driving the level of ground shaking at high fre-
quencies (e.g., Baltay et al. 2019). Considering GMPEs developed for the moment magni-
tude, which is a static measure of the earthquake size, several studies showed that there is 
a strong correlation between event-specific residuals computed for high frequency strong 
motion parameters and the stress drop variability (e.g., Bindi et  al. 2007, 2019a; Baltay 
et al. 2017; Oth et al. 2017; Trugman and Shearer 2017 ). Figure 15 (bottom raw) com-
pares the event specific residuals δBe (inter-event or between event residuals) with ∆σ at 
three frequencies (0.3, 7, and 20 Hz). The correlation, quantified in terms of Pearson cor-
relation coefficient (cP) (Davis 1986), is strongest at 7  Hz (cP = 0.75), weaker at higher 
frequencies (cP = 0.56), and no correlation at low frequencies (cP = 0.37). This result 
agrees with the trend of cP with frequency observed in central Italy (Bindi et al. 2019a) 
that found a strongest correlation for frequencies close to the corner frequency fc (Eq. 7) 
whereas the correlation was stronger with ksource (Eq.  7) at high frequencies. Therefore, 
either considering magnitude scales more representative of the earthquake strength and its 
shaking potential, such as the energy magnitude (Bormann and Di Giacomo 2011), or the 
rapid assessment of ∆σ could be of relevance for rapid response applications. Recently, 
Baltay et al. (2019) proposed to determine stable estimate of the stress drop using the Arias 
intensity (∆σarias). In order to extend the distance range of applicability when moderate 
size events are considered, we derived attenuation models to capture the anelastic attenua-
tion effects and to calibrate station-specific adjustments. The parametric model confirmed 
the significant magnitude dependency of the attenuation of the Arias intensity to duration 
ratio. For large magnitudes (M7), the attenuation is closer to the expected 6/5 power of the 
geometrical spreading term whereas for small magnitudes (M5) the attenuation is much 
stronger and similar to the spectral attenuation obtained for high frequencies (f = 10 Hz). 
Contrary to the results obtained by Baltay et al. (2019) for the NGA2 data, we found that 
∆σarias increases with magnitude for M5.5-, whereas it is almost constant for larger events. 
The calibrated attenuation models confirm that the ratio between Arias intensity and dura-
tion for large magnitude events (M7 +) attenuates similarly to the low frequency (< 1 Hz) 
spectral attenuation whereas, as expected, the effect of anelastic attenuation is stronger for 
small magnitudes (M5) that attenuate faster, with an attenuation rate close to the spec-
tral attenuation obtained for high frequencies (> 5 Hz). Since a large variability of local 
site amplification effects are expected at intermediate and high frequencies controlling the 
Arias intensity, the attenuation models calibrated for computing ∆σarias include also sta-
tion corrections in a similar fashion as the station corrections considered when calibrating, 
for example, a local magnitude scale. Several studies showed that the magnitude station 
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corrections allow to reduce the variance of the distribution of the station magnitudes, lead-
ing to more precise event magnitudes (e.g., Baumbach et  al. 2003). Also for ∆σarias, the 
station corrections turned to be significant, with a standard deviation (for the logarithm of 
∆σarias in base 10) of about 0.4.

8 � Conclusion

In this study, we derived spectral models for source, propagation and site effects for Europe 
and Middle East by analyzing Fourier amplitude spectra (FAS) of M4 + earthquakes 
occurred since 1970s. We considered the FAS disseminated along with the flat file extracted 
from the Engineering Strong Motion data base. We showed that the non-parametric inver-
sion schemes allow to capture regional attributes of the spectral attenuation controlled by 
heterogeneity at the crustal spatial scale (e.g. changed in the apparent rate of attenuation 
due to post-critical reflections at strong interfaces) and by differences in the anelastic atten-
uation. Attenuation models have been derived simultaneously for three different regions, 
the first two including mainly Italy and the Aegean-western Anatolia regions, and the third 
the rest of Europe. The attenuation is stronger for Italy, in particular at low-intermediate 
frequencies. Once parametrized in terms of geometrical spreading and anelastic attenua-
tion, lower frequency dependent Q values are obtained for the Aegean-western Anatolia 
region, coupled to a piece-wise linear geometrical spreading showing smaller slopes and 
the first breakpoint located at shorter distances than for Italy. The non-parametric spectral 
decomposition provided source spectra for the largest events occurred in Europe in the last 
decade that is, derived following the same procedure, allowing for the first time to compare 
them directly. The Brune stress drop varies over about 2 orders of magnitude (the 5th, 50th 
and 95th percentiles of the ∆σ distribution are 0.76, 2.94, and 13.07 MPa, respectively), 
with larger events having larger stress drops. In particular, the 5th, 50th and 95th percen-
tiles for M5.5 + are 2.87, 6.02, and 23.5 MPa, respectively; for M5.5-, the same percentiles 
are 0.73, 2.84, and 12.43 MPa. The comparison of the source spectra confirmed the large 
spectral content at high frequencies of the M6.4, 1976 Friuli earthquake, occurring over a 
thrust fault. Once interpreted in terms of Brune model, the correspond a stress drop ∆σ is 
(37.6 ± 6.5) MPa, larger than the stress drop values obtained for the normal faulting main-
shocks occurred in the central and southern sectors of the Apennines (i.e., ∆σ in the range 
3.2–7.3 MPa). Finally, following a recent study (Baltay et al. 2019), we considered the esti-
mate of the stress drop from the Arias intensity and we derived attenuation models includ-
ing station corrections to evaluate the stress drop starting from the Arias intensity and the 
significant duration. The results confirmed the high potential of this approach for real time 
and rapid response applications since a rapid evaluation of the stress drop would improve 
the assessment of the earthquake shaking and damage potential with respect considering 
the moment magnitude alone.

9 � Data and resources

The ESM flat file is available at https​://esm.mi.ingv.it//flatf​ile-2018/. We used the R soft-
ware (R Core Team 2018) to perform the analysis; in particular, we used the libraries lme4 
(Bates et al. 2015), dplyr (Wickham et al. 2018), ggplot2 (Wickham 2016), ggmap (Kahle 

https://esm.mi.ingv.it//flatfile-2018/
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and Wickham 2013), sf (Pebesma 2018), Segmented (Muggeo 2008), viridis (Garnier 
2018), data.table (Dowle and Srinivasan 2019), moments (Komsta and Novomestky 2015) 
and sparseM (Koenker and Ng 2017).

Acknowledgements  Open Access funding provided by Projekt DEAL. This study has been partially funded 
by the H2020 project SERA (Seismology and Earthquake Engineering Research Infrastructure Alliance for 
Europe). We are grateful to the Editor J. Douglas and to the reviewers B. Edwards and S. Bora for comments 
that helped to improve the quality of the manuscript.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, 
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other third party material in this article 
are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly 
from the copyright holder. To view a copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.

References

Aki K (1972) Earthquake Mechanisms. In: Ritsema AR (ed) The upper mantle tectonophysics. Elsevier, 
New York, pp 423–446

Ameri G, Drouet S, Traversa P, Bindi D, Cotton F (2017) Toward an empirical ground motion prediction 
equation for France: accounting for regional differences in the source stress parameter. Bull Earthq 
Eng 15:4681–4717

Ancheta TD, Darragh RB, Stewart JP, Seyhan E, Silva WJ, Chiou BS-J, Wooddell KE, Graves RW, Kottke 
AR, Boore DM, Kishida T, Donahue JL (2014) NGA-West2 database. Earthq Spectra 30(3):989–1005

Baltay AS, Hanks TC, Abrahamson NA (2017) Uncertainty, variability, and earthquake physics in ground-
motion prediction equations. Bull Seismol Soc Am. https​://doi.org/10.1785/01201​60164​

Baltay AS, Hanks TC, Abrahamson NA (2019) Earthquake stress drop and Arias intensity. J Geophys Res 
Solid Earth 124:3838–3852. https​://doi.org/10.1029/2018J​B0167​53

Bastías N, Montalva GA (2016) Chile strong ground motion flatfile. Earthq Spectra 32(4):2549–2566. https​
://doi.org/10.1193/10271​5EQS1​58DP

Bates D, Mächler M, Bolker B, Walker S (2015) Fitting linear mixed-effects models using lme4. J Stat 
Softw 67:1–48

Baumbach M, Bindi D, Grosser H, Milkereit C, Parolai S, Wang R, Karakisa S, Zünbül S, Zschau J (2003) 
Calibration of an ML scale in Northwestern Turkey from 1999 Izmit aftershocks. Bull Seism Soc Am 
93(5):2289–2295

Bindi D, Parolai S, Grosser H, Milkereit C, Karakisa S (2006) Crustal attenuation in northwestern Turkey in 
the range from 1 to 10 Hz. Bull Seism Soc Am 96:200–214

Bindi D, Parolai S, Grosser H, Milkereit C, Durukal E (2007) Empirical ground-motion prediction equa-
tions for northwestern Turkey using the aftershocks of the 1999 Kocaeli earthquake. Geophys Res Lett 
34:L08305. https​://doi.org/10.1029/2007G​L0292​22

Bindi D, Parolai S, Cara F, Di Giulio G, Ferretti G, Luzi L, Monachesi G, Pacor F, Rovelli A (2009) Site 
amplifications observed in the Gubbio basin (Central Italy): hints for lateral propagation effects. Bull 
Seismol Soc Am 99(2A):741–760

Bindi D, Luzi L, Parolai S, Di Giacomo D, Monachesi G (2011) Site effects observed in alluvial basins: 
the case of Norcia (Central Italy). Bull Earthq Eng 9(6):1941–1959. https​://doi.org/10.1007/s1051​
8-011-9273-3

Bindi D, Spallarossa D, Picozzi M, Scafidi D, Cotton F (2018) Impact of magnitude selection on aleatory 
variability associated with ground-motion prediction equations: Part I—local, energy, and moment 
magnitude calibration and stress-drop variability in Central Italy. Bull Seismol Soc Am 108(3A):1427–
1442. https​://doi.org/10.1785/01201​70356​

Bindi D, Picozzi M, Spallarossa D, Cotton F, Kotha SR (2019a) Impact of magnitude selection on aleatory 
variability associated with ground motion prediction equations: part II—analysis of the between-event 
distribution in central Italy. Bull Seism Soc Am. https​://doi.org/10.1785/01201​80239​

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1785/0120160164
https://doi.org/10.1029/2018JB016753
https://doi.org/10.1193/102715EQS158DP
https://doi.org/10.1193/102715EQS158DP
https://doi.org/10.1029/2007GL029222
https://doi.org/10.1007/s10518-011-9273-3
https://doi.org/10.1007/s10518-011-9273-3
https://doi.org/10.1785/0120170356
https://doi.org/10.1785/0120180239


2604	 Bulletin of Earthquake Engineering (2020) 18:2581–2606

1 3

Bindi D, Kotha S-R, Weatherill G, Lanzano G, Luzi L, Cotton F (2019b) The pan-European engineering 
strong motion (ESM) flatfile: consistency check via residual analysis. Bull Earthq Eng 17:583–602. 
https​://doi.org/10.1007/s1051​8-018-0466-x

Bindi D, Zaccarelli R, Strollo A, Di Giacomo D (2019c) Harmonized local magnitude attenuation function 
for Europe using the European Integrated Data Archive (EIDA). Geophys J Int 218(1):519–533

Boore DM, Thompson EM (2014) Path durations for use in the stochastic-method simulation of ground 
motions. Bull Seismol Soc Am 104(5):2541–2552. https​://doi.org/10.1785/01201​40058​

Bora SS, Cotton F, Scherbaum F, Edwards B, Traversa P (2017) Stochastic source, path and site attenua-
tion parameters and associated variabilities for shallow crustal European earthquakes. Bull Earth Eng 
15(11):4531–4561. https​://doi.org/10.1007/s1051​8-017-0167-x

Bormann P, Di Giacomo D (2011) The moment magnitude Mw and the energy magnitude Me: common 
roots and differences. J Seismol 15:411–427

Bragato PL, Tento A (2005) Local magnitude in Northeastern Italy. Bull Seismol Soc Am 95:579–591
Brune JN (1970) Tectonic stress and the spectra of shear waves from earthquakes. J Geophys Res 

75:4997–5009
Brune JN (1971) Correction. J Geophys Res 76(20):5002
Castro RR, Anderson JG, Singh SK (1990) Site response, attenuation and source spectra of S waves along 

the Guerrero, Mexico, subduction zone. Bull Seismol Soc Am 80:1481–1503
Castro RR, Pacor F, Petrungaro C (1997) Determination of S-wave energy release of earthquakes in the 

region of Friuli, Italy. Geophys J Int 128:399–408
CEN (2004) Eurocode 8: Design of structures for earthquake resistance part 1: general rules, seismic actions 

and rules for buildings. European Norm, European Committee for Standardization, Brussels, April, p 
2004

Chiaraluce L, Ellsworth WL, Chiarabba C, Cocco M (2003) Imaging the complexity of an active normal 
fault system: the 1997 Colfiorito (central Italy) case study. J Geophys Res 108(B6):2294. https​://doi.
org/10.1029/2002J​B0021​66

Cocco M, Rovelli A (1989) Evidence for the variation of stress drop between normal and thrust faulting 
earthquakes in Italy. J Geophys Res Solid Earth 94:9399–9416

Cornell CA (1968) Engineering seismic risk analysis. Bull Seismol Soc Am 58(5):1583–1606
Davis JC (1986) Statistics and Data Analysis in Geology, 2nd edn. Wiley, Toronto, p 646
Dawood HM, Rodriguez-Marek A, Bayless J, Goulet C, Thompson E (2016) A flatfile for the KiK-net data-

base processed using an automated protocol. Earthq Spectra 32:1281–1302
Denolle MA, Shearer PM (2016) New perspectives on self-similarity for shallow thrust earthquakes. J Geo-

phys Res Solid Earth 121:6533–6565. https​://doi.org/10.1002/2016J​B0113​105
Di Giulio G, Rovelli A, Cara F, Azzara RM, Marra F, Basili R, Caserta A (2003) Long-duration asynchro-

nous ground motions in the Colfiorito plain, central Italy, observed on a two-dimensional dense array. J 
Geophys Res 108(B10):2486. https​://doi.org/10.1029/2002j​b0023​67

Douglas J (2018) Calibrating the backbone approach for the development of earthquake ground motion 
models. Paper presented at best practice in physics-based fault rupture models for seismic hazard 
assessment of nuclear installations: issues and challenges towards full seismic risk analysis, Cadarache, 
France

Douglas J, Aochi H (2008) A survey of techniques for predicting earthquake ground motions for engineer-
ing purposes. Surv Geophys 29(3):187–220

Douglas J, Edwards B (2016) Recent and future developments in earthquake ground motion estimation. 
Earth Sci Rev 160:203–219. https​://doi.org/10.1016/j.earsc​irev.2016.07.005

Dowle M, Srinivasan A (2019) data.table: extension of ‘data.frame’. R package version 1.12.2. https​://
CRAN.R-proje​ct.org/packa​ge=data.table​

Drouet S, Cotton F (2015) Regional stochastic GMPEs in low-seismicity areas: scaling and aleatory vari-
ability analysis—application to the French Alps. Bull Seismol Soc Am 105:1883–1902

Edwards B, Fäh D (2013) A stochastic ground-motion model for Switzerland. Bull Seism Soc Am 103:78–
98. https​://doi.org/10.1785/01201​10331​

Edwards B, Rietbrock A, Bommer JJ, Baptie B (2008) The acquisition of source, path, and site effects from 
microearthquake recordings using Q tomography: application to the United Kingdom. Bull Seismol 
Soc Am 98:1915–1935

Eshelby JD (1957) The determination of the elastic field of an ellipsoidal inclusion, and related problems. 
Proc R Soc A 241:376–396

Garnier S (2018) viridis: default color maps from ‘matplotlib’. R package version 0.5.1. https​://CRAN.R-
proje​ct.org/packa​ge=virid​is

Grünthal G, Wahlström R (2012) The European-Mediterranean earthquake catalogue (EMEC) for the last 
millennium. J Seismol. https​://doi.org/10.2312/gfz.emec

https://doi.org/10.1007/s10518-018-0466-x
https://doi.org/10.1785/0120140058
https://doi.org/10.1007/s10518-017-0167-x
https://doi.org/10.1029/2002JB002166
https://doi.org/10.1029/2002JB002166
https://doi.org/10.1002/2016JB0113105
https://doi.org/10.1029/2002jb002367
https://doi.org/10.1016/j.earscirev.2016.07.005
https://CRAN.R-project.org/package%3ddata.table
https://CRAN.R-project.org/package%3ddata.table
https://doi.org/10.1785/0120110331
https://CRAN.R-project.org/package%3dviridis
https://CRAN.R-project.org/package%3dviridis
https://doi.org/10.2312/gfz.emec


2605Bulletin of Earthquake Engineering (2020) 18:2581–2606	

1 3

Hanks TC (1979) b values and ω − γ seismic source models: implications for tectonic stress variations along 
active crustal fault zones and the estimation of high-frequency strong ground motion. J Geophys Res 
84(B5):2235–2242. https​://doi.org/10.1029/JB084​iB05p​02235​

Hanks TC, McGuire RK (1981) The character of high-frequency strong ground motion. Bull Seismol Soc 
Am 71:2071–2095

Kahle D, Wickham H (2013) ggmap: spatial visualization with ggplot2. R J 5:144–161
Koenker R, Ng P (2017) SparseM: sparse linear algebra, R package version 1.77. https​://CRAN.R-proje​

ct.org/packa​ge=Spars​eM
Komsta L, Novomestky F (2015) moments: moments, cumulants, skewness, kurtosis and related tests. R 

package version 0.14. https​://CRAN.R-proje​ct.org/packa​ge=momen​ts
Konca AO, Cetin S, Karabulut H, Reilinger R, Dogan U, Ergintav S, Cakir Z, Tari E (2018) The 2014, 

MW6.9 North Aegean earthquake: seismic and geodetic evidence for coseismic slip on persistent 
asperities. Geophys J Int 213:1113–1120. https​://doi.org/10.1093/gji/ggy04​9

Kotha SR, Bindi D, Cotton F (2016) Partially non-ergodic region specific GMPE for Europe and Middle-
East. Bull Earthq Eng 14(4):1245–1263

Kotha SR, Bindi D, Cotton F (2017) From ergodic to region-and site-specific probabilistic seismic hazard 
assessment: method development and application at European and Middle Eastern sites. Earthq Spec-
tra 33:1433–1453

Kuehn NM, Scherbaum F (2016) A partially non-ergodic ground-motion prediction equation for Europe and 
the Middle East. Bull Earthq Eng 14:2629–2642

Lanzano G, Sgobba S, Luzi L, Puglia R, Pacor F, Felicetta C, D’Amico M, Cotton F, Bindi D (2019) The 
pan-European Engineering Strong Motion (ESM) flatfile: compilation criteria and data statistics. Bull 
Earthq Eng 17:561–582

Luzi L, Bindi D, Franceschina G, Pacor F, Castro RR (2005) Geotechnical site characterisation in the 
Umbria Marche area and evaluation of earthquake site-response. Pure appl Geophys 162:2133–2161

Luzi L, D’Amico M, Massa M, Puglia R (2018) Site effects observed in the Norcia intermountain basin 
(Central Italy) exploiting a 20-year monitoring. Bull Earthq Eng. https​://doi.org/10.1007/s1051​
8-018-0444-3

Mai PM, Beroza GC (2000) Source scaling properties from finite-fault-rupture models. Bull Seismol Soc 
Am 90:604–615

McGuire RK (1976) FORTRAN computer program for seismic risk analysis. Open-file report 76-67. 
Department of the Interior Geological Survey, United States

Mitchell B (2010) Prologue and Invitation to Participate in a Forum on the Frequency Dependence of Seis-
mic Q. Pure appl Geophys 167:1129. https​://doi.org/10.1007/s0002​4-010-0180-3

Muggeo VMR (2003) Estimating regression models with unknown break-points. Stat Med 22:3055–3071
Muggeo VMR (2008) Segmented: an R package to fit regression models with broken-line relationships. R 

News, 8/1, 20–25. https​://cran.r-proje​ct.org/doc/Rnews​/
Oth A, Bindi D, Parolai S, Wenzel F (2008) S-wave attenuation characteristics beneath the Vrancea 

Region in Romania: new Insights from the Inversion of Ground-Motion Spectra. Bull Seism Soc Am 
98(5):2482–2497. https​://doi.org/10.1785/01200​80106​

Oth A, Bindi D, Parolai S, Giacomo DD (2011) Spectral analysis of K-NET and KIK-net data in Japan. Part 
II: on attenuation characteristics, source spectra, and site response of borehole and surface stations. 
Bull Seismol Soc Am 101(2):667–687

Oth A, Miyake H, Bindi D (2017) On the relation of earthquake stress drop and ground motion variability. J 
Geophys Res 122:5474–5492. https​://doi.org/10.1002/2017J​B0140​26

Lanzano G, Puglia R, Russo E, Luzi L, Bindi D, Cotton F, D’Amico M, Felicetta C, Pacor F, ORFEUS 
WG5 (2018) ESM strong-motion flat-file 2018. Istituto Nazionale di Geofisica e Vulcanologia (INGV), 
Helmholtz-Zentrum Potsdam Deutsches GeoForschungsZentrum (GFZ), Observatories and Research 
Facilities for European Seismology (ORFEUS)

Pebesma E (2018) sf: simple features for R, R package version 0.6-3. https​://CRAN.R-proje​ct.org/packa​
ge=sf

R Core Team (2018) R: a language and environment for statistical computing, R Foundation for Statistical 
Computing, Vienna, Austria. https​://www.r-proje​ct.org/. Accessed June 2018

Rovelli A, Cocco M, Console R, Alessandrini B, Mazza S (1991) Ground motion waveforms and source 
spectral scaling from close-distance accelerograms in a compressional regime area (Friuli, northeast-
ern Italy). Bull Seismol Soc Am 81:57–80

Rovelli A, Caserta A, Marra F, Ruggiero V (2002) Can seismic waves be trapped inside an inactive fault 
zone? The case study of Nocera Umbra, Central Italy. Bull Seismol Soc Am 92:2217–2232

Thingbaijam KKS, Mai P, Goda K (2017) New empirical earthquake source-scaling laws. Bull Seism Soc 
Am 107:2225–2246. https​://doi.org/10.1785/01201​70017​

https://doi.org/10.1029/JB084iB05p02235
https://CRAN.R-project.org/package%3dSparseM
https://CRAN.R-project.org/package%3dSparseM
https://CRAN.R-project.org/package%3dmoments
https://doi.org/10.1093/gji/ggy049
https://doi.org/10.1007/s10518-018-0444-3
https://doi.org/10.1007/s10518-018-0444-3
https://doi.org/10.1007/s00024-010-0180-3
https://cran.r-project.org/doc/Rnews/
https://doi.org/10.1785/0120080106
https://doi.org/10.1002/2017JB014026
https://CRAN.R-project.org/package%3dsf
https://CRAN.R-project.org/package%3dsf
https://www.r-project.org/
https://doi.org/10.1785/0120170017


2606	 Bulletin of Earthquake Engineering (2020) 18:2581–2606

1 3

Trugman DT, Shearer PM (2017) Strong correlation between stress drop and peak ground acceleration for 
recent M 1–4 earthquakes in the San Francisco Bay area. Bull Seismol Soc Am 108:929–945

Wald DJ, Allen TI (2007) Topographic slope as a proxy for seismic site conditions and amplification. Bull 
Seism Soc Am 97(5):1379–1395

Weatherill G, Kotha SR, Cotton F, Bindi D, Danciu L (2020) Updated GMPE logic tree and rock/soil 
parameterisation for ESHM18 vol Deliverable 25.4. Seismology and Earthquake Engineering Research 
Infrastructure Alliance for Europe (SERA)

Wickham H (2016) ggplot2: elegant graphics for data analysis. Springer, Berlin. ISBN: 978-3-319-24277-4
Wickham H, François R, Henry L, Müller K (2018) dplyr: a grammar of data manipulation. R package ver-

sion 0.7.6. https​://CRAN.R-proje​ct.org/packa​ge=dplyr​
Wyss M (1970) Stressestimate for South American shallow and deep earthquakes. J. Res. 75:1520–1544
Yang L, Stehly L, Paul A, AlpArray Working Group (2018) High-resolution surface wave tomography of 

the European crust and uppermost mantle from ambient seismic noise. Geophys J Int 214:1136–1150. 
https​://doi.org/10.1093/gji/ggy18​8

Zollo A, Orefice A, Convertito V (2014) Source parameter scaling and radiation efficiency of microearth-
quakes along the Irpinia fault zone in southern Apennines, Italy. J Geophys Res Solid Earth 119:3256–
3275. https​://doi.org/10.1002/2013J​B0101​16

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Affiliations

D. Bindi1   · S. R. Kotha1,2

 *	 D. Bindi 
	 bindi@gfz‑potsdam.de

1	 GFZ German Research for Geosciences, Telegrafenberg, 14473 Potsdam, Germany
2	 Univ. Grenoble Alpes, Univ. Savoie Mont Blanc, CNRS, IRD, IFSTTAR, ISTerre, 

38000 Grenoble, France

https://CRAN.R-project.org/package%3ddplyr
https://doi.org/10.1093/gji/ggy188
https://doi.org/10.1002/2013JB010116
http://orcid.org/0000-0002-8619-2220

	Spectral decomposition of the Engineering Strong Motion (ESM) flat file: regional attenuation, source scaling and Arias stress drop
	Abstract
	1 Introduction
	2 Data set
	3 Spectral decomposition
	4 Results: spectral attenuation models
	5 Results: non-parametric source and site spectral models
	6 Source parameters and source scaling
	6.1 Arias stress drop

	7 Discussion
	8 Conclusion
	9 Data and resources
	Acknowledgements 
	References




