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Abstract—The heavy impacts of Covid19 pandemic triggered signifi-
cant research efforts to monitor the virus transmission. Several strategies
were devised to estimate the reproduction number, quantifying the
pandemic intensity, jointly along time and across territories while being
robust to the limited quality of the reported Covid19 infection counts.
However, because the true evolution of the pandemic intensity is unknown
(lack of ground truth) estimation performance assessments and compar-
isons are impaired. The first contribution of this work is thus to design
an original graph-based regularization strategy for the construction of
spatially correlated synthetic ground truth reproduction number time
series, further enabling the synthesis of realistic spatiotemporal infection
counts. A second contribution consists in using such synthetic counts to
compare the performance of several state-of-the-art reproduction number
estimators, showing the superiority of multivariate estimation strategies
compared to univariate procedures.

I. INTRODUCTION

Context. The Covid19 pandemic resulted in a major sanitary cri-
sis and still constitutes a significant threat. Devising efficient and
balanced public health measures during epidemic outbreak requires
real-time monitoring of the pathogen transmissibility, robust to lim-
ited quality data, triggering massive research efforts worldwide in
computational epidemiology [1]–[8]. Recent works [5], [9] extended
state-of-the-art epidemiological tools to monitor the pathogen trans-
missibility dynamics simultaneously on different territories, providing
useful insight on the spatial dynamics of the pandemic1.
Related work. During pandemic outbreaks, the intensity of the
virus propagation is quantified through the instantaneous reproduction
number Rt, defined as the expected number of infections generated by
an individual infected on day t [2], [3], [10]. Standard reproduction
number estimators [3] show severe accuracy drop when processing
low quality new infection counts time series, such as the Covid19
incidence data, collected by national health authorities of 200+
countries and made available by Johns Hopkins University2. Indeed,
Covid19 infection counts are corrupted by missing or outlier samples
and pseudo-seasonalities. The imperious need for accurate, robust,
real-time monitoring tools thus motivated the design of several
regularized estimation procedures [5], [7]–[9], [11], [12], capable of
estimating the reproduction number either independently per territory
(e.g., for a country) or jointly for related territories (e.g., for counties
or states of a same country).
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1https://www.covidatlas.eu/World/
2https://coronavirus.jhu.edu/

However the assessment and comparison of their performance are
impaired by the lack of knowledge of the true evolution of the
pandemic intensity. A natural way to circumvent this issue consists
in designing Covid19 synthetic reproduction number time series
and resulting synthetic infection counts. This, however, raises two
major difficulties. First, given a ground truth reproduction number,
generating realistic infection counts requires to account for errors in
the reporting process [9]. Second, designing synthetic reproduction
number time series consistent with Covid19 pandemic is still an open
problem in epidemiology. Agent-based models [13]–[16] simulate
contacts and resulting infections between individuals; thus they
require to specify the precise characteristics of the population and of
the contagion process by fine calibration on consolidated data, which
restricts their use to very restricted territory and time period [13],
[14], [17]. Although compartmental models describe the epidemic
at a coarser level [6], [18], their ability to produce realistic infection
counts also depends decisively on fine calibration of their parameters.
In contrast, the recent innovative procedure introduced in [19] relies
only on the epidemiological model of [3] and on the corrupted
counts model proposed in [9] to produce realistic synthetic infection
counts accompanied with their ground truth reproduction number.
Most attempts remained limited to a single territory, while pandemic
monitoring naturally calls for multiple territories (or multivariate)
synthesis and estimation, an issue addressed in the present work.
Goals, contributions and outline. The double aim of the present
work is: i) to propose a methodology for the design of realistic
infection counts on a set of connected territories, characterized
by their multivariate reproduction number ground truth, and ii) to
leverage these annotated synthetic counts to compare the accuracy
of several state-of-the-art, univariate or multivariate, reproduction
number estimators. Section II recalls the definition and illustrates
the compared reproduction number estimators. Section III is devoted
to the first contribution of this work: the generation of spatiotem-
poral synthetic infection counts, with a careful design of ground
truth multivariate reproduction numbers encapsulating correlations
between the epidemic temporal dynamics in connected territories. The
second contribution of this work is reported in Section IV, where the
designed annotated synthetic incidence data are leveraged to perform
quantitative comparisons of the state-of-the-art reproduction number
estimators performance, under several inter-territory connectivity
structures and levels of correlation. Monte Carlo based simulations
demonstrate the significant superiority of the multivariate strategy
when epidemic dynamics are correlated amongst territories.



II. REPRODUCTION NUMBER ESTIMATION PROCEDURES

A. Daily new infection count models and univariate estimators

Epidemiological model. The seminal model for viral epidemics
proposed in [3] states that, conditionally to past daily new infection
counts Z1,Z2, . . . ,Zt−1, the new infection count at day t, Zt, follows
a Poisson distribution, driven by a time-dependent intensity, pt,
yielding the following univariate log-likelihood:

lnP(Zt|Z1, . . . ,Zt−1; pt) = Zt ln (pt)− pt − ln(Zt!). (1)

The intensity pt = RtΦ
Z
t is the product of the reproduction number

Rt and a weighted sum of past counts ΦZ
t =

∑τϕ
s=1 ϕ(s)Zt−s. The

serial interval function ϕ, accounting for the random delay between
primary and secondary infections, is well-modeled, for Covid19 pan-
demic, by a Gamma distribution with mean (resp. standard deviation)
of 6.6 (resp. 3.5) days [20], [21], vanishing after τϕ = 26 days.
Maximum likelihood estimator. Independent maximization of (1)
for each t yields the Maximum Likelihood Estimator:

R̂MLE
t = Zt/Φ

Z
t . (2)

By design, R̂MLE
t (gray curve in Fig. 1, bottom plot), irrelevantly

follows the high irregularities of the reported counts Zt (black curve,
top plot), and thus highly deviates from the smooth and slow temporal
evolution expected from an epidemic intensity index [5], [9].
Bayesian estimator. To improve estimation accuracy, it was proposed
in [3] to enhance temporal consistency by estimating the reproduction
number Rt as if it were constant during the past τ days. Under a
Gamma prior on Rt with shape and scale parameters a = 1 and
b = 5 [3], the a posteriori mean estimator expresses as:

R̂Γ
τ,t =

⟨Z⟩τ,t + a

⟨ΦZ⟩τ,t + 1/b
, where ⟨Z⟩τ,t =

τ−1∑
s=0

Zt−s. (3)

R̂Γ
τ,t for τ = 15 days estimated from Covid19 infection counts for

France is displayed in green in Fig. 1 (bottom). While showing a
smoother temporal behavior compared to RMLE

t (in blue), R̂Γ
τ,t still

suffers from under-reported counts on week-ends.
Time-regularized variational estimation. Along another line, it has
been proposed in [5], [9] to ensure smooth and slow time evolution
of the estimated Rt by augmenting the log-likelihood (1) with a
regularization term favoring piecewise linearity in time, yielding the
univariate variational estimator:

R̂
U
= argmin

R∈RT
+

DKL(Z|p) + λU
L ∥LR∥1, pt = RtΦ

Z
t (4)

with DKL(Z|p) = −
∑T

t=1 lnP(Zt|Z1, . . . ,Zt−1; pt) the opposite of
the log-likelihood of the epidemiological model (1), L the discrete
second-order differential operator, ∥·∥1 the ℓ1-norm favoring sparsity
and λU

L > 0 an hyperparameter controlling the level of enforced time
regularity. The estimate R̂U

t (blue curve in Fig. 1, bottom plot) shows
a regular and slowly-varying time evolution, far more realistic from
an epidemiological viewpoint than the fast fluctuations observed on
R̂MLE
t , and to a lesser extent on R̂Γ

t .

B. Spatio-temporal counts and multivariate estimation

Space-time pandemic intensity evolution. While univariate esti-
mation on a per country basis is relevant in epidemiology, notably
during lockdown periods, the variation in space of the pandemic
intensity, for instance across territories (states, counties of a same
country) ruled by the same sanitary policy is also of interest. Yet,
the joint space and time evolution of the pandemic intensity has
mostly been considered in very constrained situations [16]. A highly
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Fig. 1: Covid19 pandemic in France from Nov. 2021 to Aug. 2022.
(top) Infection counts collected by National Health Authorities and
made available by Johns Hopkins University.2 (bottom) Univariate
estimates of the reproduction number.

flexible extension of the univariate model [3] was proposed in [5], [9],
considering that infection counts in different territories, referred to
as counties in the following, are independent random variables, each
following the univariate model [3], hence assuming a multivariate
intensity, pc,t = Rc,tΦ

Z
c,t, ΦZ

c,t =
∑τϕ

s=1 ϕ(s)Zc,t−s, with c labeling
the multiple counties. Importantly, the serial interval function is
considered unchanged across counties.
Multivariate estimators. To estimate the multivariate R ∈ RC×T

+

during T days jointly in C counties from multivariate infection counts
Z ∈ NC×T , the regularizing functional of (4) has been augmented
with a spatial regularization term, enforcing consistency between
the estimated reproduction numbers in connected counties [5], [9],
yielding the multivariate variational estimator :

R̂
M
= argmin

R∈RC×T
+

DKL(Z|p) + λM
L ∥LR⊤∥1 + λM

G ∥GR∥1, (5)

where L computes the time second-order derivative independently on
each time series, G encodes the connectivity between counties, and
λM
L , λ

M
G > 0 are hyperparameters controlling the level of regularity

in time and space enforced. In [5], [9], the counties are the French
metropolitan departments, and the graph-based regularization reads

∥GR∥1 =

T∑
t=1

∑
c∼c′

|Rc,t − Rc′,t| (6)

where c ∼ c′ if counties c and c′ share a terrestrial border. Other
connectivity patterns can be encoded designing different operators G.

III. SYNTHESIS OF MULTIVARIATE INFECTION COUNTS

Principle. Quantitative assessment and comparison of univariate and
multivariate reproduction number estimators crucially relies on the
access to an evaluation dataset consisting of (multivariate) infection
counts accompanied with their (multivariate) reproduction number
ground truth. Recently, an efficient procedure to generate realistic
synthetic Covid19 counts has been proposed [19].3 First, an univariate
reproduction number consistent with the Covid19 pandemic dynamics
is constructed (Fig. 2, bottom); then it is used as ground truth to
generate synthetic univariate infection counts under Model (1) (Fig. 2,
top plot) through an original strategy specifically devised to reproduce
the low quality of real-world Covid19 counts (Fig. 1, top plot).

The present work proposes to generate multivariate synthetic in-
fection counts by, first, designing synthetic multivariate reproduction

3https://github.com/juliana-du/Covid-R-estim (in english)
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Fig. 2: Synthetic univariate Covid19 data from [19]. (top) Realistic
synthetic infection counts under Model (1). (bottom) Ground truth
piecewise linear underlying reproduction number.

numbers encapsulating correlations in the pandemic temporal dynam-
ics between connected territories, and then leveraging the synthesis
procedure from [19] to synthesize resulting realistic multivariate
infection counts. The major bottleneck lies in the construction of
synthetic multivariate reproduction numbers properly implementing
correlations between connected territories while remaining consistent
with a Covid19 pandemic-like temporal dynamic.
Synthetic multivariate reproduction numbers. To generate syn-
thetic Covid19 data along T consecutive days, in C territories,
abstractly representing connected counties, the present work proceeds
in two steps. First, C synthetic reproduction number time series, con-
sistent with Covid19 pandemic temporal dynamics, are independently
constructed following [19] and concatenated into a C×T matrix R†.
Second, correlations between connected counties are implemented by
regularizing these raw synthetic multivariate reproduction numbers
across counties through

R⋆(R†; δ) = argmin
R∈RC×T

∥R† − R∥22 + δ∥GR∥22 (7)

where G encodes the pairwise differences between connected coun-
ties, and δ > 0 controls the level of regularization. In the limit δ → 0,
the raw reproduction numbers remain unchanged though (7), while
as δ → ∞, the components of the resulting multivariate reproduction
numbers tends to be all equal. Interpreting the counties as vertices and
connections between them as edges, the minimization (7) amounts to
perform a Tikhonov graph-smoothing procedure [22], widely used in
graph signal processing [23]. Problem (7) has an explicit solution [22]

R⋆(R†; δ) = (Id + 2δG)−1R†. (8)

Further, G acting separately on each time t, (8) reduces to the
resolution of T linear systems and can thus be solved very efficiently.
Evaluation dataset construction. Considering T = 120 days and
C = 5 counties, assumed to follow the Line graph connectivity
structure (cf. Fig. 3, left), consistent raw synthetic multivariate repro-
duction numbers are first built using [19],3 and displayed in Fig. 5
(leftmost plot). Then, the proposed inter-county regularization (7)
is applied with four logarithmically spaced smoothing parameters
from δI = 0.01 (low inter-county correlation, Fig. 5, second plot)
to δIV = 1.49 (high inter-county correlation, Fig. 5, rightmost plot).

The level of correlation enforced is monitored through the magni-
tude of the inter-county regularization term in (7), ∥GR⋆∥22, displayed
for a wide range of δ in Fig. 4. The regularization term decreases
smoothly from its maximal value, corresponding to independent raw
reproduction numbers, to zero for multivariate reproduction numbers
with all components equal. The four regularization parameters δI, δII,
δIII, δIV are chosen to span regularly increasing levels of correlation.

Fig. 5 shows that, first, for the four inter-county correlation levels,
the temporal dynamics of the synthetic multivariate reproduction
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Fig. 3: Graph-encoding of connectivity structure. (left) Line
graph and (right) Hub graph.
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Fig. 4: Inter-county correlation level. The vertical lines indicates
the correlation levels illustrated in Fig. 5 and explored in Sec. IV.

numbers are consistent with Covid19 pandemic: for each county, the
reproduction number is varying slowly in time, in a piecewise linear
manner reflecting the sudden changes in the virus spread observed
during the outbreak of the pandemic, e.g., at the beginning of an epi-
demic wave. Second, the reproduction numbers in connected counties
tend to synchronize as the enforced correlation level increases (Fig. 5,
from left to right). The procedure provides similar results for counties
following the Hub graph connectivity pattern (cf. Fig. 3, right plot).

The designed synthetic multivariate reproduction numbers can then
be used as ground truth to generate multiple realizations of realistic
synthetic infection counts via the procedure proposed in [19], con-
stituting a rich evaluation dataset leveraged in Sec. IV to assess and
compare univariate and multivariate reproduction number estimators.

IV. COMPARED ESTIMATION PERFORMANCE

A. Experiment set up

Performance assessment. The accuracy of the univariate and mul-
tivariate reproduction number estimators presented in Sec. II is
measured through the averaged normalized Mean Square Error:

MSE :=
1

C

C∑
c=1

∑T
t=1

(
R̂c,t − R⋆

c,t

)2

∑T
t=1

(
R⋆
c,t

)2 (9)

where R̂c,t (resp. R⋆
c,t) denotes the estimated (resp. ground truth)

reproduction number in county c at day t. It consists of the average
over the C considered counties of the univariate normalized quadratic
errors along the T consecutive days.

The performance of the four estimators are assessed and compared
over the evaluation datasets of Sec. III, considering both a sparse
connectivity structure, encoded in the Line graph (cf. Fig. 3, left),
and a dense connectivity structure, encoded in the Hub graph (cf.
Fig. 3, right). For each connectivity structure, the four levels of inter-
county correlation described in Sec. III are considered, together with
the case of independent counties corresponding to δ = 0.

Finally, for each reproduction number ground truth, characterized
by a connectivity structure and an inter-county correlation level,
performance are computed over N = 15 independent realizations
of synthetic infection counts and mean MSE accompanied with 95%
Gaussian confidence intervals are reported.
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Fig. 5: Synthetic multivariate reproduction numbers with different inter-county correlation levels. Five abstract counties are considered,
along 120 days; the enforced connectivity structure is encoded in the Line graph (Fig. 3, left). According to (7), the level of correlation is
controlled by δ, ranging from δ = 0 (no correlation) to δIV = 1.49 (high correlation). Intermediate correlation levels are indicated in Fig. 4.
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Fig. 6: Comparison of univariate and multivariate variational estimators. Illustration for the Line connectivity structure, for independent
(first row) and highly correlated (second and third rows) counties. (first and second rows) Univariate (o-mark, faded color) and multivariate
(x-mark, dark color) reproduction number estimates compared to ground truth (plain line, faded color). (third row) Absolute error w.r.t.
ground truth of the univariate (x-mark, faded color) and multivariate (o-mark, dark color) estimates for high correlation level.

Optimization. The minimization problems defining the regularized
univariate (4) and multivariate (5) estimators are solved using the
Chambolle-Pock primal-dual scheme [24], which handles nonsmooth
convex objective functions by resorting to proximity operators [25].
Following [5], descent steps are chosen so as to saturate the conver-
gence condition. Further, convergence is monitored using the robust
criterion proposed in [19], consisting in smoothed normalized incre-
ments of the reproduction number iterates; the algorithm is stopped
whenever these increments fall below the precision ϵ = 10−7, or
when the total number of iterations reaches Kmax = 7 · 105. The
authors have made publicly available a PYTHON implementation of
both the univariate and multivariate reproduction number estimators,
including the robust iterate increment-based stopping criterion.4

Estimator hyperparameter selection. The accuracy of the estima-
tors described in Sec. II crucially relies on the fine-tuning of their
hyperparameters. For each estimator, each connectivity structure and
each inter-county correlation level, the reported MSE corresponds to
the optimal hyperparameter choice, i.e., the hyperparameter setting
reaching the smallest MSE. In practice, the integer parameter τ
involved in the Bayesian estimator (3) is optimized over 20 regularly
spaced integers ranging from 1 to 50. The regularization parameter(s)
λU
L > 0 (resp. λM

L , λ
M
G > 0) of the univariate (resp. multivariate)

estimator (4) (resp. (5)) are selected minimizing the MSE over a
logarithmic grid of 20 (resp. 20× 20) parameters.

4https://github.com/juliana-du/Covid-R-estim

B. Results

Table I shows that, whatever the connectivity structure and inter-
county correlation level, the regularized univariate and multivariate
estimates (third and fourth columns) significantly outperform the
MLE and Bayesian estimators (first and second columns) reaching
MSEs smaller by one order of magnitude. This supports the empirical
observations drawn from real Covid19 data in Sec. II (cf. Fig. 1)
and demonstrates that regularization is key to accurately estimating
epidemiological indicators from low quality Covid19 incidence data.

While for low inter-county correlation levels, the univariate and
multivariate estimators achieve equivalent performance (cf. Tab. I,
third, fourth, tenth, eleventh rows), for medium to high correlation
levels, the multivariate estimate yields more accurate reproduction
number estimates (cf. Tab. I, fifth, sixth, twelfth, thirteenth rows).
The superiority of the multivariate estimator is illustrated in Fig. 6
for the Line graph. On the first row, for independent counties,
the univariate (x-mark, fade color) and multivariate (o-mark, dark
color) estimates perfectly coincide and approach equally closely the
ground truth (plain line, faded color). In contrast, for highly correlated
counties, in Fig. 6 second and third rows, the multivariate estimate (o-
mark, dark color) better fits the ground truth (plain line, faded color)
than the univariate estimate (o-mark, faded color). Tab. I and Fig. 6
demonstrate the significant advantage of the multivariate estimator,
leveraging the known connectivity structure, w.r.t. unvariate strategies
as soon as the inter-county correlation reaches a medium level.



R̂
MLE

R̂
Γ

R̂
U

R̂
M

Line connectivity structure
δ = 0 19.44± 0.49 2.66± 0.03 0.40± 0.01 0.39± 0.01∗

δI 19.34± 0.51 2.63± 0.04 0.41± 0.02 0.40± 0.02∗

δII 21.29± 1.08 2.62± 0.05 0.47± 0.02 0.38± 0.01∗

δIII 25.59± 0.74 2.70± 0.05 0.48± 0.01 0.29± 0.01∗

δIV 27.43± 0.96 2.74± 0.05 0.47± 0.01 0.24± 0.01∗

Hub connectivity structure
δ = 0 19.50± 0.52 2.67± 0.03 0.41± 0.02 0.38± 0.01∗

δI 19.52± 0.39 2.67± 0.03 0.40± 0.02 0.37± 0.02∗

δII 19.80± 0.66 2.61± 0.03 0.42± 0.02 0.37± 0.02∗

δIII 22.94± 0.84 2.61± 0.04 0.48± 0.01 0.34± 0.01∗

δIV 24.55± 0.61 2.64± 0.03 0.48± 0.01 0.29± 0.00∗

TABLE I: Compared MSE estimation performance. For the sake
of readability the reported figures correspond to 102 × MSE. Two
connectivity structures (cf. Fig. 3), Line (top rows) and Hub (bottom
rows), are explored, and, for each, five inter-county correlation levels
are considered. Performance are averaged over N = 15 realizations
of synthetic infection counts and accompanied with 95% Gaussian
confidence intervals. ∗confidence interval of order 10−3.

V. CONCLUSIONS AND PERSPECTIVES

A procedure has been designed permitting the joint synthesis of
realistic multivariate Covid19 data on connected territories, consisting
in multivariate synthetic infection counts accompanied with their
multivariate reproduction ground truth. Correlations in the epidemio-
logical temporal dynamics between connected territories are enforced
through a Tikhonov graph-smoothing regularization, allowing signif-
icant versatility in both the choice of a connectivity structure and
of epidemiological dynamics. The obtained evaluation datasets are
then leveraged to compare quantitatively several univariate and mul-
tivariate state-of-the-art reproduction number estimators via intensive
Monte Carlo simulations, demonstrating the superiority in terms of
MSE of the multivariate graph-regularized estimator, jointly assessing
time and space pandemics dynamics.

The realistic epidemiological evaluation datasets will further permit
the assessment of advanced estimators, explicitly accounting for the
low quality of Covid19 data [9]. It also paves the way toward the
design of a procedure simultaneously estimating the multivariate re-
production number and the inter-territory connectivity structure [26].

A new release of the companion toolbox of [19] is publicly
available,5 including the generation of multivariate synthetic Covid19
data and the graph-regularized reproduction number estimator.
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