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1 Introduction

Recent advancements in technology, such as cloud computing and the Internet of Things
(IoT), have enabled the efficient management of data and information sharing. These tech-
nological developments have given rise to a new industrial era known as Industry 4.0
(I4.0)(Chen et al. 2018). I4.0 introduces Cyber-Physical Systems (CPS) that monitor phys-
ical processes and enable the development of smart factories, including automated schedul-
ing (Serranoruiz et al. 2021). In this paper, we focus on Zero-Defect Manufacturing (ZDM),
a quality improvement approach grounded in data-driven methods. Specifically, we delve
into a process-oriented variant of ZDM that incorporates the health status of production
machines into scheduling decisions. For instance, ZDM can alleviate a machine’s workload
if it predicts an impending failure or, if maintenance is required, it can reschedule tasks
accordingly. In essence, this approach involves the intertwining of maintenance issues with
scheduling.

The ZDM framework can be represented as a bilevel optimization problem. In this
setup, the leader manages system health and global scheduling, while the followers are
responsible for multiple CPSs. The leader makes decisions first and hands over a subset
of jobs to the followers, each one scheduling the tasks it has been assigned. Notably, both
the leader and followers can only evaluate their objective function when both have taken
their decisions. This bilevel optimization structure introduces complexities as the leader
and followers may have distinct conflicting objectives (Dempe et al. 2015). Notably, the
followers’ problem can have multiple optimal solutions, leading to two categories of bilevel
problems: optimistic and pessimistic (Dempe 2003). In the optimistic scenario, the follower
selects, among its optimal solutions the one that leads to the smallest value of the leader’s
objective function, whereas in the pessimistic case, the follower chooses the one that is the
worst for the leader.

Lately, to the best of our knowledge, the literature on bilevel scheduling is relatively
limited (T’kindt et al. 2023).

This study focuses on a scenario with one leader and one follower (CPS) composed of
parallel uniform machines where scheduling decisions occur periodically. The problem is
introduced in Section 2, while complexity results and solution approaches are sketched in
Section 3.
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2 Optimistic bilevel parallel uniform machines scheduling

Assume we are given a set J of N jobs, each job j being characterized by its processing
time pj , weight wj and due date dj . We have a leader that manages the system health and
global scheduling and a CPS, composed of parallel uniform machines, which schedules the
jobs given by the leader. The leader aims to minimize the number of weighted tardy jobs
while the follower aims to minimize the total completion time. We consider the optimistic
case, i.e. the follower returns the schedule that leads to the minimum number of weighted
tardy jobs among schedules optimal for the total completion time. So, the bilevel problem
can be defined as:

min
I⊂J
|I|=n

∑
j∈σ∗

wjU
L
j

st.
σ∗ = argmin

σ∈SI

Lex

∑
j∈σ

CF
j ,

∑
j∈σ

wjU
L
j

 (1)

where:

• SI is the set of schedules form of all jobs in I.
• CF

j is the completion times of the job j.

• UL
j =

{
1 if CF

j > dj

0 otherwise

• Lex
(∑

j∈σ C
F
j ,

∑
j∈σ wjU

L
j

)
stands for minimizing the first criterion

∑
j∈σ C

F
j first,

then the second criterion
∑

j∈σ wjU
L
j if there is a tie in the first criterion.

We assume that the leader periodically makes scheduling decisions every T units of
time. Prior to each period, the leader receives data from the shop floor. Using this data,
the leader faces three cases and makes related decisions:

• If one or more machines are not defective, the leader sets the machine speed to the
maximum, i.e. Vmax.

• If one or more machines are predicted to be defective, the leader reduces the machine
speeds to the minimal speed V0 to minimize the risk of breakdowns.

• If one or more machines are confirmed to be defective, the leader removes those ma-
chines from the follower for maintenance. The follower can no longer assign jobs to
these machines for the scheduling period.

Next, the leader selects a subset I ⊂ J of n jobs and assigns them to the follower. In
the follower’s problem, there is a lexicographical objective function. Initially, the follower
minimizes the total completion time and subsequently minimizes the number of weighted
tardy jobs.

Correspondingly, following the three-field classification (Graham et al. 1979), we denote
this bilevel problem as Q|Vi ∈ {V0, Vmax}, OPT − n|

∑
j C

F
j ,

∑
j wjU

L
j , while the related

follower problem is denoted as Q|Vi ∈ {V0, Vmax}|Lex
(∑

j C
F
j ,

∑
j wjU

L
j

)
.

3 Complexity and solution approaches

We show in the following section several complexity results (proofs are omitted and will
be presented at the time of the conference). With respect to the complexity of problem
Q|Vi ∈ {V0, Vmax}|Lex

(∑
j C

F
j ,

∑
j wjU

L
j

)
, the following theorem holds.
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Theorem 1. The problem Q|Vi ∈ {V0, Vmax}|Lex
(∑

j C
F
j ,

∑
j wjU

L
j

)
(and correspond-

ingly of problem Q|Vi ∈ {V0, Vmax}, OPT − n|
∑

j C
F
j ,

∑
j wjU

L
j ) is NP-hard in strong

sense by reduction from the numerical 3-dimensional matching (NUM − 3DM).

The answer to the NUM − 3DM problem is true iff all jobs can be scheduled on time
(
∑

j wjUj = 0), as a consequence, the problem is not approximable in polynomial or pseudo-
polynomial time unless P = NP.

When the number of machines m is not part of the input, we can already show that
problem P2||Lex

(∑
j C

F
j ,

∑
j U

L
j

)
is NP-hard by reduction from the well known even-odd

partition problem. To complete the complexity analysis, we can even prove the following
theorem by providing a dynamic programming pseudo-polynomial algorithm.

Theorem 2. Qm|Vi ∈ {V0, Vmax}|Lex
(∑

j C
F
j ,

∑
j wjU

L
j

)
with m constant are NP-hard

in the ordinary sense.

We remark, first, that problem Q||
∑

j Cj is polynomial (Conway, Maxwell, Miller 1967)
and that the algorithm we propose is based on a characterization of the set of solutions of
the problem Q|Vi ∈ {Vmax, V0}|

∑
j Cj .

Assume we have a set J of n jobs, let Nmax (respectively N0) be the number of machines
with high-speed Vmax (respectively, with low speed V0). Assume that V0 divide Vmax. We
can show that an optimal schedule of the problem Q|Vi ∈ {Vmax, V0}|

∑
j Cj is given by

the repetition of patterns. In Figure 3, an illustration depicts a pattern consisting of α− 1
blocks on high-speed machines and one block on low-speed and high-speed machines. Jobs
within the blue-dashed group signify their membership to a block and can subsequently
undergo permutation without change the value of

∑
j Cj . Let us define Bh a block that

can be assigned to high-speed machines or low-speed machines.

M1

M2

...

MN0

V0

M1

M2

...

MNmax

Vmax

Blocks B1B2
. . .Bα−1Bα

. . . αNmax + 1

. . . αNmax + 2

. . . ...

. . . αNmax + N0

1

2

...

Nmax

. . . αNmax + N0 + 1 (α − 1)Nmax + 1 . . . Nmax + 1

. . . αNmax + N0 + 2 (α − 1)Nmax + 2 . . . Nmax + 2

. . . ...
...

. . . ...

. . . (α + 1)Nmax + N0 αNmax . . . 2Nmax

Shift on left

Fig. 1. Scheduling pattern with block structure for the optimal solution of Q|Vi ∈
{Vmax, V0}|

∑
j Cj

Hence, we know for all jobs j on which block Bh it is scheduled. Using this character-
ization, by extending the approach on parallel machines scheduling proposed in (Hall et
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al. 2001) to the considered problem, a dynamic programming recursion can be formulated
to solve Q|Vi ∈ {V0, Vmax}, OPT − n|

∑
j C

F
j ,

∑
j wjU

L
j by means of function OPT .

OPT (A⃗0, ⃗Amax, C⃗0, ⃗Cmax, j, n′) (2)

where:

• j is the job to add to the schedule under construction
• n′ the number of jobs that already scheduled
• C⃗α is the vector of completion times for the machines with the speed α
• A⃗α is the vector indicating at the current recursion the available machines with speed
α.

For each machine i we have A⃗α
i =


True if the job j can be schedule on the machine i

with the speed Vα

False otherwise

Here, OPT returns the minimal value of
∑n

k=1 wkUk when jobs {1, . . . , j} have been
scheduled and machines complete at times C⃗0 and ⃗Cmax. By computing
OPT ( ⃗True, ⃗True, C⃗0, ⃗Cmax, n) for all relevant C⃗0 and ⃗Cmax, the following lemma holds.

Lemma 1. A dynamic programing algorithm find an optimal solution for the problem
Q|Vi ∈ {V0, Vmax}, OPT − n|

∑
j C

F
j ,

∑
j wjU

L
j with the time complexity

O
(
4m

(∑
j pj

)m

×N × n2log(n)
)

In addition, a MIP can be formulated for the bilevel problem that will be presented in
details at the time of the conference.
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