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Abstract

We consider three kinds of discrete-time arrival processes: transient, intermediate and
recurrent, characterized by a finite, possibly finite and infinite number of events, respec-
tively. In this context, we study renewal processes which are stopped at the first event
of a further independent renewal process whose inter-arrival time distribution can be de-
fective. If this is the case, the resulting arrival process is of an intermediate nature. For
non-defective absorbing times, the resulting arrival process is transient, i.e. stopped al-
most surely. For these processes we derive finite time and asymptotic properties. We
apply these results to biased and unbiased random walks on the d-dimensional infinite
lattice and as a special case on the two-dimensional triangular lattice. We study the
spatial propagator of the walker and its large time asymptotics. In particular, we observe
the emergence of a superdiffusive (ballistic) behavior in the case of biased walks. For
geometrically distributed stopping times, the propagator converges to a stationary non-
equilibrium steady state (NESS), which is universal in the sense that it is independent of
the stopped process. In dimension one, for both light- and heavy-tailed step distributions,
the NESS has an integral representation involving alpha-stable distributions.

MSC2020: 60G50, 60K05, 60K15, 05C81
Keywords: Defective random variables; transient renewal processes; random walks; non-
equilibrium steady state; discrete-time semi Markov processes.
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1 Introduction

The concept of renewal process provides a simple and powerful model to describe the oc-
currence in time of random sequences of events. The basic assumption is that the random
time intervals between the events (also known as waiting times) are independent and iden-
tically distributed (IID). The simplest models consider waiting times that are exponentially
or geometrically distributed in the continuous- and discrete-time setting, respectively. These
models are in fact the classical homogeneous Poisson process and the Bernoulli process, both
characterized by the Markov property. Already in the mid-twentieth century, the Markov
property was relaxed by considering IID non-exponentially distributed waiting times, gener-
ating semi-Markov analogs of the above processes (see e.g. [10]). Given the vastness of the
relative literature it would be futile to aim at being exhaustive. Hence, we limit ourselves to
recalling some recent related papers: [6, 7, 18, 19, 24, 32, 33].
On the other hand, the very much related concept of continuous-time random walks (CTRWs),
in fact a subclass of continuous-time semi-Markov processes, was introduced in the fundamen-
tal work by Montroll and Weiss [39]. Since then, it has been extensively developed in different
directions. Among the many papers on the topic we refer to the following: [23, 29, 30, 31].
Remarkably, as described in the previously cited papers, models of random motions based
on CTRWs proved to be able to explain anomalous diffusion phenomena, for instance, by
assuming asymptotically power-law waiting times with fat-tails.
Similarly to the theory in continuous time, semi-Markov generalizations of discrete-time pro-
cesses and in general semi-Markov chains have been developed as well: see for instance
[2, 27, 40], or the semi-Markov generalizations of the discrete-time telegrapher’s process, see
[36, 37, 12], to cite a few.
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The works mentioned above consider recurrent renewal processes with IID continuous or
discrete waiting times, that is they comprise infinitely many events almost surely. There are,
however, classes of arrival processes (processes modeling the occurrence of events) that are
transient, that is where only a finite number of events occur almost surely in an infinitely
long observation time span. Such processes may sometimes arise as renewal processes which
are stopped by an external event independent of the renewal process itself.
Transient arrival processes are ubiquitous in nature. Real-world examples include the annual
migrations of birds or droves which are suddenly stopped or modified by the occurrence of
natural catastrophes (collapse or destruction of food resources due to climate change, storms,
wildfires, earthquakes, volcanic eruptions, etc.) [8]. Indeed, the occurrence of catastrophic
events may force species to change regular habits (such as the recurrent annual migration for
foraging) and have been identified as major driving forces that boost evolution [20]. Further-
more, transient processes are also appropriate models in other fields: in population dynamics
[22], or in finance and gambling where a sequence of independent probabilistic trials, or games,
are externally stopped by random or deterministic events (for instance by a stopping rule)
[11, 27].
Although transient arrival processes are widespread phenomena, their appearance in the liter-
ature is relatively rare compared to their recurrent counterparts, for which a well established
framework exists [16, 26, 40]. In particular, a model for transient Markov processes appears
in the paper by Latouche et al. [25] in terms of a random walk model on a two-dimensional
infinite graph. The authors derived expressions for the distributions of the absorbing state
and time in which the arrival process is stopped. A further model on the distributions of
stopping times in compound and renewal processes has been studied by Zacks et al. [50]. The
authors derive explicit expressions in the case in which a standard Poisson process crosses an
upper boundary, and introduce an approach for a series of similar problems for compound
Poisson processes.
In this work we analyze discrete-time arrival processes which we classify as transient, recurrent
or intermediate, based on having finitely many events with probability one, zero or belonging
to (0, 1), respectively. For instance, a discrete-time renewal process with defective IID waiting
times is transient. We also consider the class of recurrent discrete-time renewal processes
which are stopped (or absorbed) in the state visited at the first event of a further independent
renewal process of transient or recurrent type. In the former case, the resulting process is of
intermediate type, whilst, in the latter, it is transient. In particular, for the cases of defective
and non defective geometrically-distributed absorbing time we perform a thorough analysis
by deriving the discrete probability density function of the resulting processes, their moments
together with their asymptotic behavior. A similar analysis is done in the case of stopping
times drawn from a discrete version of completely monotone distributions. To this end, we
evoke a discrete variant of Bernstein’s theorem. As a byproduct, we show that if a Bernoulli
process is stopped by a further independent, possibly defective, Bernoulli process, then the
resulting dynamics is non-Markovian, and so is the associated time-changed random walk.
Indeed, we make use of such a construction to define some related biased and unbiased
random walks in the d-dimensional infinite lattice. Properties of recurrent, transient, and
intermediate arrival processes are inherited by these random walks via stochastic time-change.
For them, we deduce the basic properties, such as the spatial probability density function of
the position of the walker. Particular attention is given to the intermediate random walks
where the stopping time follows a Bernoulli process with defective waiting times. If this
walk is biased we observe the emergence of an asymptotic superdiffusive-ballistic diffusion
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whose fluctuations reach their maximum when the defect equals 1/2. If, instead, the walk is
unbiased the long-time asymptotics is of a diffusive nature. We further derive a stationary
infinite-time propagator (the NESS) which emerges in a well-scaled continuous space limit as
long as the defectivity vanishes. Recall, the concept of NESS frequently arises in the context
of stochastic resetting [4, 13, 14, 46]. Here, the interpretation of the NESS is that it represents
the spatial PDF of the rescaled end point of the eventually stopped sample path. This NESS
is universal in the sense that it is of the same kind, irrespectively of the underlying stopped
process. These results hold true for both biased and unbiased walks with light- or heavy-tailed
step distributions. In particular, in dimension one, the NESS has an integral representation
involving alpha-stable distributions.
The paper is organized as follows. In Section 2 we recall some basic properties of discrete-time
renewal processes and of defective distributions. Further, we introduce a classification of the
arrival processes investigated in this paper. Section 3 is devoted to the analysis of discrete-time
renewal processes stopped at a random time instant. The stopping time is independent of the
renewal process and it is possibly defective. In particular, Section 3.2.2 deals with intermediate
arrival processes which emerge in case of a defective Bernoulli stopping time. Random walks
governed by all the three kinds of the considered arrival processes are addressed in Section 4.
We focus on general biased and unbiased random walks in d-dimensional lattices. We explore
the classes of random walks whose features are a direct consequence of the classification
we introduced in Section 2.2. In this regard, the explicit results of Section 3.2.2 allow the
discussion on biased and unbiased random walks in triangular lattices. Finally, Section 4.3
is devoted to walks generated by an arbitrary recurrent renewal process with non-defective
geometrically distributed stopping time and to the behavior of its NESS.

2 Preliminaries

2.1 Discrete-time renewal processes

Let us briefly recall the notion of discrete-time renewal (counting) processes R(t) ∈ N0 =
{0, 1, . . . } (see e.g. [2, 35, 40]). First consider the renewal chain process

Jn =
n
∑

j=1

∆tj, n ∈ N = {1, 2, . . . }, J0 = 0, (1)

where the increments ∆tj ∈ N (‘interarrival times’ or ‘waiting times’ in the renewal picture)
are IID copies of ∆t characterized by the probability density function (PDF)1

P[∆t = k] = ψ(k), k ∈ N. (2)

Now define
R(t) = max(n ≥ 0 : Jn ≤ t), R(0) = 0, t ∈ N0. (3)

The process (3), inverse to (1), counts the events up to and including time t. It is useful to
introduce the generating function (GF) of the waiting time density:

Eu∆t = ψ̄(u) =
∞
∑

t=1

ψ(t)ut, |u| ≤ 1. (4)

1We also use the term ‘waiting time density’ and employ these terms for discrete-and continuous times.
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Note that ψ̄(u)
∣

∣

u=1
= 1 reflects the normalization of the PDF (2). Recall also that ψ̄(u)

∣

∣

u=0
=

ψ(0) = 0 due to the strict positivity of the waiting times ∆t.
In the following we will denote the GF (or discrete Laplace transform if u = e−s) of a discrete
density f(t) (t ∈ N0) by f̄(u) =

∑∞
t=0 f(t)ut with suitable |u| within the radius of convergence.

For discrete convolutions of two causal functions (we call a function f(r) causal if f(r) = 0
for r < 0), say a(t), b(t), supported on t ∈ N0 we will use the equivalence

(a ⋆ b)(t) = (b ⋆ a)(t) =:
t
∑

r=0

a(r)b(t − r) =
1

t!

dt

dut
[ā(u)b̄(u)]

∣

∣

u=0
. (5)

Further, we will denote the discrete convolution powers with (a⋆)n = (a ⋆ . . . ⋆ a)(t). The
discrete Heaviside unit step function defined on r ∈ Z is such that

Θ(r) =
r
∑

k=−∞
δ0,k =











1, r ≥ 0

0, r < 0
(r ∈ Z). (6)

Note in particular that Θ(0) = 1. Finally, we will use δr,k = δr k as equivalent notations for
the Kronecker symbol.
Let us now consider the product

ψF (t) = ψ(t)F(t), t ∈ N (7)

where F(t) ∈ [0, 1] for every t ∈ N0 with at least one t1 ∈ N such that F(t1) > 0 and
F(∞) = 0. The PDF ψ(t) is of the form (2). The GF of (7) then reads

ψ̄F (u) = Eu∆tF(∆t) =
∞
∑

t=1

F(t)ψ(t)ut, (8)

converging at least for |u| ≤ 1, and contains ψ̄(u) as a special case (F(t) = 1 for every t ∈ N0).
Clearly we have

ψ̄F (u)

∣

∣

∣

∣

u=1

= Q ∈ (0, 1], (9)

where ψF (t) = F(t)ψ(t) is not a proper PDF if Q < 1.

Definition 2.1. We call random variables with PDF (7) and Q < 1 as ‘incomplete’ or
‘defective’ random variables. Accordingly, if Q = 1 we refer to ‘complete’ or ‘non-defective’
random variables.

With an abuse of terminology we will also talk of ‘defective’ and ‘non-defective’ distribu-
tions. We will consider defective distributions subsequently in more details (Section 3). A
straightforward defective case is represented by F(t) = Q t

0, with Q0 < 1 for which the GFs

ψ̄F (u) = ψ̄(Q0u) and ψ̄F (u)
∣

∣

∣

u=1
= ψ̄(Q0) = Q.

Let R(t) be the counting process defined similarly to (3) but with a renewal chain (Jm)m∈N0

with IID increments having PDF (7). Consider the probability that R(t) exceeds a certain
value n0 at time t

Fn0(t) = P[R(t) > n0] = EΘ(t− Jn0+1). (10)
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Hence, (10) has GF

F̄n0(u) = E

∞
∑

t=Jn0+1

ut =
[ψ̄F (u)]n0+1

1 − u
. (11)

Note that we used the IID property so that EuJm = [ψ̄F (u)]m. This GF in fact contains the
large-time limit of Fn0(t). Namely,

Fn0(∞) = P[R(∞) > n0] = [ψ̄F (u)]n0+1

∣

∣

∣

∣

u=1

= Qn0+1 (12)

i.e. Fn0(∞) = 1 if F(t) = 1 for all t (non-defective). Note that the number of arrivals
almost surely exceeds any finite number. On the contrary, if ψF is defective (Q < 1) we have
limn0→∞ P[R(∞) > n0] = 0.
In Appendices A.1 and A.2 we derive some essential features of type I variants of Sibuya and
Bernoulli renewal processes, respectively which we use in some parts of our paper.
Sometimes we evoke in our paper the picture of a renewal process (RP) as a sequence of
possibly dependent trials performed at integer time instants. If the outcome of a trial is a
’success’ this corresponds to an event in the renewal picture, whereas if the outcome is a
’fail’ the time instant is uneventful. For our convenience we introduce the boolean random
indicator variable which is telling us the outcomes, i.e. Zt = {0, 1} where Zt = 1 (success) if
t is eventful, and Zt = 0 (fail) if t is uneventful. We fix Z0 = 0 almost surely. The counting
variable (3) thus writes

R(t) =
t
∑

r=1

Zr, (13)

indicating the number of events occurred up to and including time t.

2.2 Classification of arrival processes

More in general we consider simple counting processes N (t), i.e. integer-valued stochastic
processes with non-decreasing sample paths and such that, with probability 1, there is no
time at which two or more events occur simultaneously. In analogy with [25] we refer to N (t)
as an arrival process (AP). In the present paper we consider distinct classes of APs:

Transient arrival processes – (Type I AP): P[N (∞) < ∞] = 1, corresponding to
an almost surely finite number of events with waiting times that can be infinite with
strictly positive probability. This class contains the discrete-time renewal processes with
defective inter-arrival distribution (‘defective RP’ for simplicity), introduced above.

Recurrent arrival processes – (Type II AP): P[N (∞) = ∞] = 1, corresponding to an
infinite number of events with almost surely finite waiting times. This class contains
discrete-time renewal processes with non-defective inter-arrival distribution.

Intermediate arrival processes (IAPs): P[N (∞) < ∞] = Q, Q ∈ (0, 1). IAPs are in
a sense between type I and type II.

Let P (n0, t) = P[N (t) > n0] and define the limiting quantity

Λ = lim
n0→∞

lim
t→∞

P (n0, t) = lim
n0→∞

P (n0,∞), (14)
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where with the first limit (t → ∞) we record all sample paths which ever occur with more than
n0 events. The second one (n0 → ∞) gives the probability whether among them there are
sample paths exceeding a sufficiently large number n0 of events. We identify Λ = P[N (∞) =
∞] with the probability that AP N (t) never stops and the complementary probability with
P[N (∞) < ∞] = 1 − Λ.

Remark 2.2. Note that

• (i) Type I APs have Λ = 0: N (t) stops a.s.

• (ii) Λ = 1 refers to type II APs: N (t) never stops a.s.

• (iii) Λ = 1 − Q ∈ (0, 1) characterizes IAPs: N (t) stops with probability 1 − Λ.

In case (i) the number of events which ever occur almost surely does not exceed a sufficiently
large n0. As a consequence, N (t) is almost surely stopped. In case (ii) we can choose n0

as large as we want; there are still infinitely many sample paths with more than n0 events.
The interpretation is that N (t) never stops almost surely. Finally, in case (iii), there is a
probability Λ ∈ (0, 1) that N (t) never stops.

3 Externally stopped arrival processes

3.1 Non-defective absorbing time

Consider now a non-defective RP (that is a renewal type II AP) NII(t) which is ’externally’
stopped at the random time instant, independent of NII(t), defined as ∆T = inf(r ∈ N :
NS(r) ≥ 1), i.e. at the first arrival time of another type II RP, say NS(t), independent of
NII(t). Recall NII(0) = NS(0) = 0 and let ∆T with non-defective PDF P[∆T = t] = ψS(t).
We denote by JIIn the renewal times of NII(t). Consider now the AP M(t) ∈ N0, t ∈ N0, such
that

M(t) = Θ(∆T − 1 − t)NII(t) + Θ(t− ∆T )NII(∆T ), M(0) = 0, ∆T ∈ N. (15)

The main goal of this section is to explore the properties of M(t).
We observe that M(t) behaves as NII(t) for t < ∆T and it is randomly stopped at ∆T ∈ N,
the ‘stopping time’ (we will also use the term ‘absorbing time’). After the stopping, the
process keeps the value M(∆T ) = NII(∆T ) forever. The contribution Θ(∆T − 1 − t)NII(t)
can be seen as a resetting term: it behaves as NII(t) for t < ∆T and it is set to zero at the
absorbing time instant t = ∆T . For what follows, it is convenient to introduce the indicator
function

Θ(a, t, b) = Θ(t− a) − Θ(t − b)

=
b−1
∑

r=a

δt,r =











1, for a ≤ t ≤ b− 1

0, otherwise
(a, b, t ∈ N0, a < b). (16)

In particular, we have Θ(JIIn , t, J
II
n+1) = 1 when NII(t) = n and zero otherwise (consult also

[36] for some details). Then, we can represent NII(t) as

NII(t) =
∞
∑

ℓ=1

Θ(t− J
(II)
ℓ ), (17)
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where the summation starts at ℓ = 1 to ensure that NII(0) = 0.

Proposition 3.1. Let PII(v, t) = EvNII(t) be the state polynomial of NII(t) . Then its GF
P̄II(v, u) is

P̄II(v, u) =
1 − ψ̄II(u)

1 − u

1

1 − vψ̄II(u)
, |v| ≤ 1, |u| < 1. (18)

Proof. By definition of the state polynomial (consult [35, 36, 37] for details and applications)

PII(v, t) =
∞
∑

n=0

P[NII(t) = n]vn, |v| ≤ 1 (19)

where P[NII(t) = n] = Φ
(n)
II (t) = EΘ(JIIn , t, J

II
n+1) are the state probabilities. The series in

(19) stops at n = t as NII(t) ≤ t almost surely, which makes it a polynomial of degree t. The
state probabilities have then the GFs

Φ̄
(n)
II (u) = E

JII
n+1−1
∑

t=JII
n

ut = EuJ
II
n

∆tn+1−1
∑

r=0

ur

=
1 − Eu∆tn+1

1 − u

n
∏

j=1

Eu∆tj = [ψ̄II(u)]n
1 − ψ̄II(u)

1 − u
|u| < 1, n ∈ N0

(20)

where Eu∆tj = ψ̄II(u) (∀j ∈ N) and we have used JIIn+1 = JIIn + ∆tn+1 and that the ∆tj are
IID. The GF of the state polynomial (19) then is

P̄II(v, u) =
∞
∑

n=0

Φ̄
(n)
II (u)vn

=
1 − ψ̄II(u)

1 − u

∞
∑

n=0

vn[ψ̄II(u)]n

=
1 − ψ̄II(u)

1 − u

1

1 − vψ̄II(u)
, |v| ≤ 1, |u| < 1,

(21)

which converges absolutely as ψ̄II(u) < 1 for |u| < 1.

Proposition 3.2. The GF of the expected number of arrivals ENII(t) writes

ENII(u) =
ψ̄II(u)

(1 − u)(1 − ψ̄II(u))
, |u| < 1. (22)

Proof. The GF of the expected number of arrivals ENII(t) can be written as (see (17))

ENII(u) =
∞
∑

t=0

utENII(t), |u| < 1

= E

∞
∑

ℓ=1

∞
∑

t=J
(II)
ℓ

ut = E

∞
∑

ℓ=1

u∆t1+···+∆tℓ
∞
∑

t′=0

ut
′

=
1

1 − u

∞
∑

ℓ=1

[ψ̄II(u)]ℓ =
ψ̄II(u)

(1 − u)(1 − ψ̄II(u))
=

∂

∂v
P̄II(v, u)

∣

∣

∣

∣

v=1

.

(23)
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Further of interest for later use is the GF of the second moment.

Proposition 3.3. We have

EN2
II(u) =

ψ̄II(u)[1 + ψ̄II(u)]

(1 − u)[1 − ψ̄II(u)]2
, |u| < 1. (24)

Proof.

EN2
II(u) =

∞
∑

t=0

utEN2
II(t) =

∞
∑

n=0

Φ̄
(n)
II (u)n2 =

∞
∑

n=0

Φ̄
(n)
II (u)n(n− 1) +

∞
∑

n=0

Φ̄
(n)
II (u)n

=

[

∂2

∂v2
+

∂

∂v

]

P̄II(v, u)

∣

∣

∣

∣

v=1

=
ψ̄II(u)[1 + ψ̄II(u)]

(1 − u)[1 − ψ̄II(u)]2
.

(25)

The following representation of (15)

M(t) = Θ(∆T − 1 − t)
∞
∑

ℓ=1

Θ(t− J
(II)
ℓ ) + Θ(t − ∆T )

∞
∑

ℓ=1

Θ(∆T − J
(II)
ℓ ) (26)

will be useful in the next theorem that gives the state probabilities of M(t).

Theorem 3.4. Let M(t) be defined as in (15), and NS(t), NII(t) be independent RPs of type
II. The PDF of M(t) reads

Pm(t) := P[M(t) = m] = Φ
(0)
S (t)Φ

(m)
II (t) +

t
∑

r=1

ψS(r)Φ
(m)
II (r)

=
∞
∑

r=1

ψS(r)
(

Φ
(m)
II (t)Θ(r − t− 1) + Φ

(m)
II (r)Θ(t− r)

)

(27)

where m ∈ N0, Φ
(m)
II (r) = P[NII(r) = m] and Φ

(0)
S (t) = P[NS(t) = 0].

Proof. First consider that

Pn(t) = P[M(t) = n,NS(t) = 0] + P[M(t) = n,NS(t) ≥ 1], (28)

with n, t ∈ N0 and initial condition Pn(t)
∣

∣

t=0
= δn,0. In this relation the event {M(t) = n}

may occur either if NII(t) = n and is not stopped yet (first term), or when it is stopped and
NII(∆T ) = n (second term). Hence, the first term writes

P[NII(t) = n,NS(t) = 0] = E1{NII(t)=n}1{NS(t)=0} = EΘ(JIIn , t, J
II
n+1)EΘ(∆T − 1 − t) (29)

by the independence of NII(t) and NS(t). Here the probability

P[NII(t) = n] = EΘ(JIIn , t, J
II
n+1) = P[M(t) = n|t ≤ ∆T − 1] (30)

9



is in fact the conditional probability that {M(t) = n} given {t ≤ ∆T − 1}. Further,

EΘ(∆T − 1 − t) = P[NS(t) = 0] = Φ
(0)
S (t) = P[t < ∆T ] = 1 −

t
∑

r=1

ψS(r) (31)

is the (survival) probability ∆T − 1 evaluated at t.
The second term in (28) is the joint probability that the process is absorbed and counts n
events, namely

Hn(t) := P[M(t) = n,NS(t) ≥ 1] = EΘ(JIIn ,∆T, J
II
n+1)Θ(t− ∆T )

=
t
∑

r=1

P[∆T = r]P[NII(r) = n] =
t
∑

r=1

ψS(r)Φ
(n)
II (r)

(32)

where we interpret Φ
(n)
II (r) = P[M(t) = n|∆T = r], t ≥ r, as the conditional probability that

M(t) counts n events given that ∆T = r. All the terms together complete the proof.

Corollary 3.5. Consider now the state probabilities (27), then we have the following normal-
ization condition

∞
∑

m=0

Pm(t) =
∞
∑

r=1

ψS(r) = 1. (33)

Proof. The result follows necessarily observing that Φ
(m)
II (t)Θ(r − t− 1) + Φ

(m)
II (r)Θ(t− r) <

1.

We observe that Pm(t) = 0 for m > t inheriting this feature from NII(t) and the initial

condition Pm(t)
∣

∣

t=0
= Φ

(m)
II (t))

∣

∣

t=0
= δm,0. Then we can define the GF (state polynomial of

M(t) which is of degree t)

PM (v, t) =: EvM(t) =
t
∑

m=0

Pm(t)vm

=
∞
∑

r=1

ψS(r) {PII(v, t)Θ(r − t− 1) + PII(v, r)Θ(t − r)} .

(34)

From the state polynomial we obtain all the moments of M(t). In particular, recalling Propo-
sition 3.2, the expected number of arrivals at time t is

EM(t) = EΘ(∆T − 1 − t)ENII(t) + EΘ(t− ∆T )NII(∆T )

=
∂

∂v
EvM(t)

∣

∣

∣

∣

v=1

=
∞
∑

r=1

ψS(r) {Θ(r − t− 1)ENII(t) + Θ(t− r)ENII(r)} .
(35)

Analogously, from Proposition 3.3, we deduce the second moment as

EM2(t) =

(

∂2

∂v2
+

∂

∂v

)

EvM(t)

∣

∣

∣

∣

v=1

=
∞
∑

r=1

ψS(r)
{

Θ(r − t− 1)EN2
II(t) + Θ(t− r)EN2

II(r)
}

.

(36)
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For the moments of order ℓ ∈ N we can write

EM ℓ(t) = EΘ(∆T − 1 − t)EN ℓ
II(t) + EΘ(t− ∆T )N ℓ

II(∆T ) (37)

as a consequence of representation (15) and by using the properties of the indicator functions.
We point out that the results of this section, in particular Theorem 3.4, hold if NS(t) is of
type II. It is interesting to extend the result to the case in which NS(t) is of type I. We devote
Section 3.2 to this issue and classify the types of M(t). Especially, we prove there that M(t)
is a type I arrival process if NS(t) is of type II.

3.1.1 Asymptotic behavior

It is useful to consider now the GF of the probability Hn(t) defined in (32) which writes

H̄n(u) =
∞
∑

r=1

ψS(r)Φ
(n)
II (r)

∞
∑

t=r

ut =
1

1 − u

∞
∑

r=1

ψS(r)Φ
(n)
II (r)ur. (38)

This relation involves χn(t) = ψS(t)Φ
(n)
II (t) which is a defective PDF with respect to t and

also with respect to n, see (9). The large time limit Hn(∞) gives the probability to observe
a given number n of events in the almost surely absorbed process. From this we can get the
large time limit of the expected number of arrivals in the almost surely absorbed process as

EM(∞) =
∞
∑

m=0

mHm(∞). (39)

A sufficient condition for the finiteness of (39) is given in the following proposition.

Proposition 3.6. Let E∆T < ∞. Then

EM(t) ≤ C ′t−ν−1t+
t
∑

r=1

rψS(r), (40)

and EM(∞) < ∞.

Proof. From (35),

EM(t) = Φ
(0)
S (t)ENII(t) +

t
∑

r=1

ψS(r)ENII(r). (41)

By hypothesis, ∆T has a finite mean. Hence, the PDF ψS(t) tends to zero at least as2

ψS(t) ∼ Ct−2−ν, ν ∈ (0, 1), and the survival probability at least as Φ
(0)
S (t) ∼ C ′t−1−ν where

C,C ′ > 0 are constants. Thus we have, for large values of t,

EM(t) ≤ C ′t−ν−1t+
t
∑

r=1

rψS(r), (42)

where we have used that ENII(r) ≤ t, for every r ≤ t. Hence,

C ′t−ν−1t+
t
∑

r=1

rψS(r) ∼ C ′t−ν + E∆T. (43)

2We denote with ∼ asymptotic equality.
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Moreover,

EM(∞) = ENII(∆T ) =
∞
∑

r=1

ψS(r)ENII(r) < ∞. (44)

Remark 3.7. For E∆T to be finite, NS(t) needs to be of type II with the resetting term

decaying at least as Φ
(0)
S (t)ENII(t) ∼ C ′t−ν for large values of t.

Corollary 3.8. Under the hypotheses of Proposition 3.6, M(t) is of type I.

Now, we look for conditions on NS(t) such that the large time limit of the moments (37) of
any order of M(t) remains finite. Indeed,

EM ℓ(∞) = lim
t→∞

{

ΦS(t)EN ℓ
II(t) +

t
∑

r=1

ψS(r)EN ℓ
II(r)

}

≤ lim
t→∞

tℓΦS(t) +
∞
∑

r=1

rℓψS(r), ∀ℓ ∈ N

(45)

where we have used NII(t) ≤ t almost surely. Formula (45) is finite if E∆T ℓ is finite which,
in turn, implies tℓΦS(t) → 0 as t → ∞, i.e. ΦS(t) → 0 at least geometrically.

Remark 3.9. If the stopped process NII(t) is Bernoulli of parameter p we have the relations
(see (45))

EM(∞) =
∞
∑

r=1

ψS(r)pr = pE∆T, EM2(∞) = p2
E∆T 2 + pqE∆T. (46)

3.1.2 Geometric absorbing time

We discuss now the case when M(t) is of type I with geometric absorbing time, i.e. NS(t) is
the type II standard Bernoulli process of parameter p on N, that is with pdf ψS(t) = pqt−1,
t ∈ N. Recall the expected stopping time E∆T = 1/p. Concerning the applications on
random walks described in Section 4 we are interested in the following large time limit of the
state probabilities (27). Let q ∈ (0, 1),

Pm(∞) = lim
t→∞

(

qtΦ
(m)
II (t) +

t
∑

r=1

pqr−1Φ
(m)
II (r)

)

=
p

q

(

−δm,0 +
∞
∑

r=0

qrΦ
(m)
II (r)

)

=



























q − ψ̄II(q)

q
, m = 0

1 − ψ̄II(q)

q
[ψ̄II(q)]

m, m > 0.

(47)
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Let us consider the case m = 0 more closely. We denote here with ∆tII the arrival time of
the first event of NII(t). We have that

P0(∞) = P[∆T < ∆tII ]

=
∞
∑

k=1

P[∆tII = k]P[∆T < k]

=
∞
∑

k=2

ψII(k)
k−1
∑

r=1

ψS(r)

=
∞
∑

k=1

ψII(k)[1 − qk−1] =
q − ψ̄II(q)

q
,

(48)

where P[∆T < 1] = 0. The type I nature of the process is also confirmed by

ΛM = lim
m0→∞

P[M(∞) > m0] = lim
m0→∞

∞
∑

m=m0+1

Pm(∞) = lim
m0→∞

[ψ̄II(q)]
m0+1

q
= 0. (49)

The case q → 1− represents the type II limit (ΛM = 1) where NII(t) is almost surely never
stopped. On the other hand in the case q → 0+ the process is immediately killed at t = 1. In

this case P0(∞) = 1 − α1, P1(∞) = α1, Pm(∞) = 0, m ≥ 2, for some α1 = ψII(t)

∣

∣

∣

∣

t=1

∈ [0, 1].

From (47) we evaluate the moment GF

Π(e−λ,∞) = Ee−λNII(∆TB) =
∞
∑

m=0

e−λmPm(∞) = −p

q
+

1 − ψ̄II(q)

q[1 − e−λ ψ̄II(q)]
, λ ≥ 0 (50)

with Π(e−λ,∞)

∣

∣

∣

∣

λ=0

= 1 reflecting the normalization of the Pm(∞).

Let us now consider the large time limit of the moments (45) by using the relation

EM ℓ(∞) = (−1)ℓ
dℓ

dλℓ
Π(e−λ,∞)

∣

∣

∣

∣

λ=0

=
p

q

∞
∑

t=0

EN ℓ
II(t)u

t

∣

∣

∣

∣

u=q

(51)

where we observe the GFs of the moments of NII(t) come into play. For ℓ = 1 we get the
following explicit relation for the expected number of events (44):

EM(∞) =
p

q
ENII(u)

∣

∣

∣

∣

u=q

=
ψ̄II(q)

q[1 − ψ̄II(q)]
. (52)

For the second moments we get (cf. (24) and (51))

EM2(∞) =
1

q

ψ̄II(q)[1 + ψ̄II(q)]

[1 − ψ̄II(q)]2
= EM(∞)

1 + ψ̄II(q)

1 − ψ̄II(q)
. (53)

The asymptotic variance of M(∞) thus reads

VarM(∞) =
ψ̄II(q)(q − pψ̄II(q))

q2[1 − ψ̄II(q)]2
. (54)

Note that the non-negativity of (54) follows from ψ̄II(q) ≤ q for every q ∈ [0, 1].
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If p → 1− (i.e. NS(t) = t is the trivial counting process) then M(t) is immediately stopped
at t = 1 with M(t) = NII(1) for all t ≥ 1. Hence, necessarily,

lim
p→1−

EM(∞) = lim
p→1−

EM2(∞) = α1 (55)

lim
p→1−

VarM(∞) = α1(1 − α1). (56)

Now recall the state probabilities (27) which take the form

Pm(t) = P[M(t) = m] = qtΦ
(m)
II (t) +

p

q

t
∑

r=1

qrΦ
(m)
II (r) (57)

and it is useful to evaluate their GF:

P̄m(u) =
∞
∑

t=0

Φ
(m)
II (t)(qu)t +

p

q

∞
∑

t=0

ut
(

−δm,0 +
t
∑

r=0

qrΦ
(m)
II (r)

)

= Φ̄
(m)
II (qu) +

p

q(1 − u)

(

−δm,0 + Φ̄
(m)
II (qu)

)

=
1

q

1 − ψ̄II(qu)

(1 − u)
[ψ̄II(qu)]m − p

q(1 − u)
δm,0.

(58)

Note that in (58) we have

Φ̄
(m)
Rq

(u) =
1 − ψ̄II(qu)

(1 − u)
[ψ̄II(qu)]m =

∞
∑

m=0

∞
∑

t=0

utP[Rq(t) = m], (59)

that is the GF of the state probabilities of an auxiliary type I renewal process, say Rq(t),
with defective waiting time PDF ψq(t) = qtψII(t). The state probabilities of Rq(t) are such
that

P[Rq(∞) = m] = lim
u→1−

(1 − u)Φ̄
(m)
Rq

(u) = [1 − ψ̄II(q)][ψ̄II(q)]
m = PQm, m ∈ N0, (60)

with Q = ψ̄II(q) which is indeed a geometric distribution supported on N0. From (58) we
immediately retrieve Pm(∞) = lim

u→1−
(1 − u)P̄m(u) given in (47). The GF of (58) then writes

Π̄(v, u) =
∞
∑

m=0

vmP̄m(u) =
1

q
Π̄Rq (v, u) − p

q(1 − u)
=

1

q

1 − ψ̄II(qu)

(1 − u)[1 − vψ̄II(qu)]
− p

q(1 − u)
. (61)

We retrieve the limit lim
u→1−

(1 − u)Π̄(e−λ, u) = Π(e−λ,∞) of expression (50). One further

verifies that Π̄(v, u)
∣

∣

v=1
= 1

1−u , that is the normalization of the state probabilities, and that

Π̄(v, u)
∣

∣

u=0
= 1, consistent with M(0) = 0 almost surely. Note that in (61) Π̄Rq (v, u) =

1−ψ̄II (qu)

(1−u)[1−vψ̄II (qu)]
is the GF of the state polynomial of the renewal process Rq(t). What is

the connection between M(t) and the renewal process Rq(t)? To see this, consider the link
between their state polynomials:

ΠRq (v, t) = p+ qΠ(v, t). (62)
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The renewal structure of Rq(t) is evident as ΠRq (v, t) satisfies the renewal equation

ΠRq (v, t) = P[Rq(t) = 0] + v
t
∑

r=1

qrψII(r)ΠRq (v, t− r). (63)

Conversely, the state polynomial Π(v, t) of M(t) does not fulfill a corresponding renewal
equation. This suggests that M(t) in fact is not a renewal process (see Appendix A.3 for
further discussion).
Consider now a few examples.

(i) Bernoulli stops Sibuya (NII(t) is a Sibuya process and NS(t) is a Bernoulli process)

Let p and q be respectively the success and failure probabilities of NS(t) and let µ ∈ (0, 1) be
the parameter of the Sibuya distribution, which has the form

ψSib(t) = (−1)t−1

(

µ

t

)

, t ∈ N, (64)

(see Appendix A.2). We consider here the Sibuya process being stopped by a type II Bernoulli
process. Taking into account (A.10) with Q = 1 we have

EM(∞) =
1 − pµ

qpµ
, EM2(∞) =

(1 − pµ)(2 − pµ)

qp2µ
, VarM(∞) =

(1 − pµ)(q − p+ pµ+1)

q2p2µ
,

(65)
from which the limit p → 1− with α1 = µ is immediately retrieved (see equations (55), (56)).
We depict the large time asymptotic values (65) versus p in Fig. 1. One can see that these
quantities decrease monotonically with respect to the success probability p of the Bernoulli
process NS(t). The limit p → 0+ represents the type II limit where the Sibuya process does
not get stopped almost surely.

(ii) Bernoulli stops Bernoulli (both NII(t) and NS(t) are Bernoulli processes)

Let here pS be the success probability of NS(t), and p that of NII(t). For this AP, which is
clearly of type I for pS > 0, we have, considering (A.1) for Q = 1, that

EM(∞) =
p

pS
, EM2(∞) =

p[1 + qS(p− q)]

p2
S

VarM(∞) =
p[q + qS(p− q)]

p2
S

. (66)

We depict the behavior of these quantities in Fig. 2.
The curves in Fig. 2 look rather similar as those in Fig. 1 with monotonous decay for increasing
values of pS and the singularity at the type II limit for pS → 0+. Be aware that the values
in Fig. 1 are much smaller than those in Fig. 2. This can be understood by considering the
fact that, due to the long waiting times, the Sibuya process produces fewer events than a
Bernoulli process until the stopping time.

3.1.3 Non-geometric absorbing time

(iii) Poisson distributed stopping time (NII(t) is a Bernoulli process and ψS(t) is Poisson(λ),
t ∈ N)
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(i) Sibuya stopped by Bernoulli

Y = EM(∞)

Y = EM2(∞)

Y = VarM(∞)

Figure 1: The plot shows the infinite time limits of (65) in log scale for a Sibuya process (with
index µ = 0.2) which is stopped by a Bernoulli process with success probability p.

Recall ψS(t) = λt−1

(t−1)!e
−λ, t ∈ N. The stopping time GF is ψ̄S(u) = ueλ(u−1), |u| < 1, thus

from (44),

EM(∞) = p
d

du
[ueλ(u−1)]

∣

∣

∣

∣

u=1

= p(λ+ 1), EM2(∞) = p
[

p(λ+ 1)2 + λ+ q
]

. (67)

Hence, the variance of M(∞) reads VarM(∞) = p(λ+ q). Formulas (67) contain as a special
case for p = 1 the corresponding quantities of NS(t).
On the other hand, the limit which corresponds to stopping the Bernoulli process at t = 1 a.s.
is λ → 0+, where the formulas in (67) boil down to (55) and (56). These asymptotic values
increase monotonically as the mean stopping time of ∆T increases, that is the broader ψS(t)
the longer NII(t) remains unstopped.

3.2 Defective absorbing time

So far we assumed that NS(t) is of type II, that is ψS(t) is non-defective. In this section
we consider the absorbing time ∆T to be a defective random variable, i.e. NS(t) is of type I.
Recall that

Φ
(0)
S (t) = E1NS(t)=0 = EΘ(∆T − 1 − t) = 1 − QS +

∞
∑

r=t+1

ψS(r) = 1 −
t
∑

r=1

ψS(r) (68)

with the large time limit

Φ
(0)
S (∞) = lim

t→∞
P[∆T > t] = 1 −

∞
∑

r=1

ψS(r) = 1 − QS , QS ∈ (0, 1] (69)
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(ii) Bernoulli stopped by Bernoulli

Y = EM(∞)

Y = EM2(∞)

Y = VarM(∞)

Figure 2: The figure shows the quantities of (66) in log scale. Here a Bernoulli process NII(t)
(with success probability p = 0.6) is stopped by another independent Bernoulli process NS(t)
with success probability pS .

denoting the probability that NS(∞) = 0 (i.e. ∆T = ∞). Equation (68) is the consequence
of the following proposition that holds for possibly defective RVs supported on the positive
integers.

Proposition 3.10. Let ∆T be a discrete random variable with P[∆T = r] = ψS(r), r ∈ N,
and (0, 1] ∋ QS =

∑∞
r=1 ψS(r). Then

Ef(∆T ) =
∞
∑

r=1

ψS(r)f(r) + (1 − QS)f(∞) (70)

for suitable measurable functions f(r) where f(∞) = limr→∞ f(r).

This proposition accounts for the fact that a probability mass 1 − QS is located at infinity.
The non-defective case appears for QS = 1. This relation yields infinity for the expected
waiting time E∆T when ∆T is defective. Considering f(r) = ur, |u| ≤ 1, in (70) yields

Eu∆T =











ψ̄S(u), |u| < 1

1, u = 1

(71)

which is discontinuous at u = 1 for QS 6= 1, namely

ψ̄S(u)
∣

∣

u=1
= Eu∆T

∣

∣

u=1− = QS . (72)

It is then straightforward to recover the GF

Φ̄
(0)
S (u) =

1 − Eu∆T

1 − u
=

1 − ψ̄S(u)

1 − u
, |u| < 1, (73)
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which has the same structure as (20) but this time with the property in (72). From (73) we
obtain

Φ
(0)
S (∞) = (1 − u)Φ̄

(0)
S (u)

∣

∣

u=1
= 1 − Eu∆T

∣

∣

u=1− = 1 − ψ̄S(1) = 1 − QS . (74)

Proposition 3.10 leads to the following extension of Theorem 3.4 for the defective case.

Theorem 3.11. Let M(t) be defined as in (15), and ψS(r) be defective with
∑∞
r=1 ψS(r) =

QS ∈ (0, 1]. Then, the PDF of M(t) reads

P[M(t) = m] = (1 − QS)Φ
(m)
II (t) +

∞
∑

r=1

ψS(r)
(

Φ
(m)
II (t)Θ(r − t− 1) + Φ

(m)
II (r)Θ(t − r)

)

. (75)

Proof. Recalling

P[M(t) = m] = Φ
(0)
S (t)Φ

(m)
II (t) +

t
∑

r=1

ψS(r)Φ
(m)
II (r), (76)

the result follows from Theorem 3.4 taking into account (68).

We observe that the normalization condition (Corollary 3.5) remains true when the stopping
time is defective

∞
∑

m=0

P[M(t) = m] = Φ
(0)
S (t) +

t
∑

r=1

ψS(r) = 1 (77)

by virtue of (68) and
∑∞
m=0 Φ

(m)
II (t) = 1. The probability that M(t) exceeds m0, with m0 ∈ N0,

then writes

P[M(t) > m0] = EΘ(∆T − 1 − t)EΘ(t− Jm0+1) + EΘ(t− ∆T )Θ(∆T − Jm0+1)

= Φ
(0)
S (t)P[NII(t) > m0] +

t
∑

r=1

ψS(r)P[NII(r) > m0].
(78)

The infinite time limit yields

P[M(∞) > m0] = Φ
(0)
S (∞)P[NII(∞) > m0] +

∞
∑

r=1

ψS(r)P[NII(r) > m0] (79)

where in the second term we used

lim
t→∞

EΘ(t− ∆T )f(∆T ) = lim
t→∞

{

t
∑

r=1

ψS(r)f(r) + Θ(t− ∞)f(∞)

}

=
∞
∑

r=1

ψS(r)f(r) (80)

with limt→∞ Θ(t − ∞) = limt→∞{limr→∞ Θ(t − r)} = 0 where first we let r → ∞ while t is
kept constant to apply Theorem 3.11 and then we consider t → ∞.

Since NII(t) is of type II we know that limt→∞ P[NII(t) > m0] = 1. Since Φ
(0)
S (∞) = 1 − QS ,

the probability that M(t) is never stopped reads

ΛM = lim
m0→∞

P[M(∞) > m0] = 1 − QS + lim
m0→∞

∞
∑

r=1

ψS(r)P[NII(r) > m0]. (81)
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Now take into account that P[NII(t) > m0] = 0 for t ≤ m0 as NII(t) ≤ t. Therefore,

∞
∑

r=1

ψS(r)P[NII(r) > m0] =
∞
∑

r=m0+1

ψS(r)P[NII(r) > m0] ≤
∞
∑

r=m0+1

ψS(r) = QS −
m0
∑

r=1

ψS(r)

(82)
and hence

Φ
(0)
S (∞) = 1 − QS ≤ ΛM ≤ lim

m0→∞

[

1 −
m0
∑

r=1

ψS(r)

]

= lim
m0→∞

Φ
(0)
S (m0) = 1 − QS (83)

thus ΛM = 1 − QS .
The previous result suggests the following interpretation (see Remark 2.2).

• If NS(t) is of type I (i.e. the absorbing time is defective), M(t) is an IAP and it is never

stopped with probability ΛM = 1 − QS = Φ
(0)
S (∞) < 1;

• If NS(t) is of type II (non-defective absorbing time), we have ΛM = 0, M(t) is stopped
almost surely and hence it is of type I;

• In the extremely defective limit QS → 0+, M(t) is of type II (see (15)) and ΛM → 1−.

3.2.1 Defective geometric absorbing time

Here we consider NS(t) to be of type I. In particular it is the defective Bernoulli process
(DBP) which we introduce in Appendix A.1. The DBP has the following waiting time PDF
ψS(t) = QSpq

t−1 where QS ∈ (0, 1]. Then, as mentioned above, M(t) is an IAP which is
not stopped with probability ΛM = 1 − QS . If QS → 1− then M(t) is of type I, whilst if
QS → 0+ then M(t) if of type II. The state probabilities (75) and their GF read

Pm(t) = (ΛM + QSq
t)Φ

(m)
II (t) + QS

p

q

[

−δm,0 +
t
∑

r=0

qrΦ
(m)
II (r)

]

, (84)

P̄m(u) = ΛM
1 − ψ̄II(u)

1 − u
[ψ̄II(u)]m +

QS

q(1 − u)

(

[1 − ψ̄II(qu)][ψ̄II(qu)]m − pδm,0
)

, (85)

where (84) and (85) respectively specialize to (57) and (58) for QS = 1.
Of interest is the infinite time limit

Pm(∞) = (1 − u)P̄m(u)

∣

∣

∣

∣

u=1

=
QS

q
[1 − ψ̄II(q)][ψ̄II(q)]

m − QS
p

q
δm,0 (86)

where the first term in (85) necessarily yields zero and for QS = 1 (86) recovers (47). The
following feature appears noteworthy. Since for any finite t,

∑∞
m=0 Pm(t) = 1,

lim
t→∞

∞
∑

m=0

Pm(t) = 1 6=
∞
∑

m=0

Pm(∞) = QS . (87)

The reason for the difference lies in relation (70).
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Summing up (85) over m takes us to the GF of the state polynomial Π̄IAP(v, u) =
∑∞
t=0 u

t
EvM(t)

which yields

Π̄IAP(v, u) = ΛM P̄II(v, u) +
QS

q(1 − u)

(

1 − ψ̄II(qu)

1 − vψ̄II(qu)
− p

)

, |v| ≤ 1, |u| < 1 (88)

where P̄II(v, t) is the GF (18) associated to NII(t). For QS → 1−, (88) reduces to (61) for
the type I process M(t).
Of interest is the large time asymptotics

EvM(∞) = lim
t→∞

ΠIAP(v, t) = lim
u→1−

(1 − u)Π̄IAP(v, u) =
QS

q

(

1 − ψ̄II(q)

1 − vψ̄II(q)
− p

)

, |v| ≤ 1.

(89)
The non-negativity of this expression can be easily seen from ψII(q) < q, q ∈ (0, 1). This
result remains true for complex v = eiϕ, ϕ ∈ (0, 2π), whereas for v = 1 and taking into
account (88), we have that the limit limt→∞ ΠIAP(1, t) = 1. Furthermore, (89) retrieves (50)
for QS = 1.
In the following examples we will consider the first two moments of M(t) whose GFs take the
general forms

EM(u) =
∂

∂v
Π̄IAP(v, u)

∣

∣

∣

∣

v=1

=
1

1 − u

(

ΛM
ψ̄II(u)

1 − ψ̄II(u)
+

QS

q

ψ̄II(qu)

1 − ψ̄II(qu)

)

, (90)

EM2(u) = ΛM
ψ̄II(u)[1 + ψ̄II(u)]

(1 − u)[1 − ψ̄II(u)]2
+

QS

q

ψ̄II(qu)[1 + ψ̄II(qu)]

(1 − u)[1 − ψ̄II(qu)]2
. (91)

3.2.2 Examples

(i) Defective Bernoulli stops standard Bernoulli

Let NS(t) be a DBP, that is with waiting time PDF ψS(t) = QSpq
t−1, QS ∈ (0, 1], (see

Appendix A.1 for an outline of its essential features) and let NII(t) be a standard Bernoulli
process, independent of NS(t), with success probability p0 (and q0 = 1 − p0). The state
polynomial of NII(t) is known to be PII(v, t) = (p0v + q0)t, t ∈ N0. Thus, the GF (88) reads

Π̄IAP(v, u) =
ΛM

1 − uA(v)
+

QS

1 − qA(v)

(

pA(v)

1 − u
+

1 − A(v)

1 − uqA(v)

)

(92)

where we have set A(v) = p0v + q0 = PII(v, 1). The state polynomial then writes

ΠIAP(v, t) = EvM(t) = (ΛM + QSq
t)A(v)t +

QSpA(v)

1 − qA(v)
[1 − qtA(v)t]

= ΛMA(v)t +
QS

1 − qA(v)

(

pA(v) + (1 − A(v))qtA(v)t
)

(93)

with ΠIAP(1, t) = 1 and ΠIAP(v, 0) = 1. Observe that the process M(t) is not Markovian.
Actually, it is not even in the non-defective case. Indeed, consider the type I limit QS = 1, i.e.
when both NS and NII are standard Bernoulli processes. That M(t) is not Markovian can
be seen from ΠIAP(v, t)ΠIAP(v, 1) 6= ΠIAP(v, t + 1), that violates the Markov condition. In
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particular, ΠIAP(v, 1) = A(v) is a function of the Bernoulli parameter p0 of NII(t) only, and
not of the stopping probability p of NS(t). This is because no matter whether NII is stopped
at t = 1 or not, we have M(1) = NII(1) a.s., and the latter is independent of NS , see (15).
This does not hold true for t ≥ 2, as ΠIAP(v, t) is a function of both the parameters of NII

and of NS . Hence A(v)2 6= ΠIAP(v, 2), i.e. M(t) is not Markovian (except for the special case
QS = 0).
For |v| < 1 (|A(v)| < 1) we have the stationary value

ΠIAP(v,∞) =
QSpA(v)

1 − qA(v)
(94)

retrieving (89). If QS = p = 1, i. e. NS(t) = t, (M(t) is stopped at t = 1 a.s.) the stationary
value is taken already at t = 1 with ΠIAP(v,∞) = EvNII(1) = A(v). Clearly (93) is strictly
positive for v ∈ [0, 1] and

ΠIAP(v, t)

∣

∣

∣

∣

v=0

= P[M(t) = 0] = ΛMq
t
0 +

QS

1 − qq0

(

pq0 + p0q
tqt0

)

(95)

consistently with (84) and considering the initial condition P[M(0) = 0] = 1. We point out
that the state polynomial (93) is an absolutely monotonic (AM) and non-decreasing function
with respect to v, i.e. for n ∈ N0,

∂n

∂vn
ΠIAP(v, t) ≥ 0. (96)

From the relation between AM functions and CM functions [5], the non-negativity of the state
probabilities and moments of M(t) follows. The absolute monotonicity can be easily verified

in (93) as 1−qtA(v)t

1−qA(v) =
∑t−1
r=0 q

rA(v)r and taking into account that qrA(v)r belongs to the AM
class. Now, let us consider the first two moments. We have

EM(t) =
∂

∂v
ΠIAP(v, t)

∣

∣

∣

∣

v=1

= ΛMp0t+
QSp0

p
(1 − qt) := ΛMp0t+ QSB(t), EM(0) = 0.

(97)
For large times the dominating term in the first moment is ΛMENII(t) = ΛMp0t as NII(t) is
eventually not stopped with probability ΛM . We depict EM(t) in Fig. 3 for several values of
QS . The second moment reads

EM2(t) =

(

∂2

∂v2
+

∂

∂v

)

ΠIAP(v, t)

∣

∣

∣

∣

v=1

= ΛM (p2
0t

2 + p0q0t) + QS

(

2p2
0q

p2
(1 − qt − ptqt−1) +

p0

p
(1 − qt)

)

:= ΛM (p2
0t

2 + p0q0t) + QSC(t). (98)

We are now ready to calculate the variance:

VarM(t) = ΛM
[

QSp
2
0t

2 + p0q0t
]

− 2ΛMQSp0tB(t) + QS

[

C(t) − QSB
2(t)

]

= C(t) −B 2(t) + ΛM [2B(t)(B(t) − p0t) − C(t) + p2
0t

2 + p0q0t] − Λ 2
M (p0t−B(t))2.

(99)

21



0 5 10 15 20 25 30 35 40 45 50
t

0

1

2

3

4

5
E
M

(t
)

Qs = 1

Qs = 0.999

Qs = 0.997

Qs = 0.990

Qs = 0.975

Qs = 0.5

Qs = 0.0

Figure 3: EM(t) from (97) for several values of QS and with parameters q0 = 0.3, q = 0.8.
For large times EM(t) behaves linearly. In particular, for QS = 1 (type I limit) the finite
asymptotic value EM(∞) = p0/p = 3.5 is approached.

The main feature is that the variance of M(t) exhibits a t2-behavior for large times (in contrast
to the linear behavior of the unstopped Bernoulli emerging for ΛM = 1). This result can be
interpreted that the defective Bernoulli stopping process introduces large fluctuations. In
Fig. 4 we depict the variance (99) for several values of the defect parameter QS starting
from QS = 1 for which M(t) is of type I and is eventually stopped, and the variance has
a finite asymptotic value. For decreasing QS , the process NS(t) struggles to stop NII(t).
For QS → 0+ the linear behavior of the standard Bernoulli NII(t) emerges (black line).
In expression (99) one can see that the coefficient ΛMQS of the term t2 has its maximum
value for ΛM = QS = 1

2 where the intermediate feature of M(t) is most pronounced and

VarM(t) ∼ p2
0
4 t

2. In general, the variance VarM(t) is a parabolic function of ΛM . The value
of ΛM maximizing VarM(t) turns out to be

ΛM,max(t) =
1

2[p0t−B(t)]2

[

p2
0t

2 + p0q0t−C(t) + 2B(t)(B(t) − p0t)
]

, t ≥ 2, (100)

where the asymptotic value ΛM,max(t) is independent of q and q0 for t → ∞ and rapidly
approaches 1/2 (Fig. 5). Hence, in this case we identify the IAP M(t) with ΛM = 1/2 as
the most fluctuating one in the long time limit. The strongly fluctuating large time behavior
for ΛM = 1/2 can be interpreted by the ‘struggle’ of M(t) to be or not to be stopped,
where sample paths asymptotically approaching finite and infinite values occur with equal
probability. We depict the time dependence of the variance for ΛM = 1/2 in Fig. 4 (cyan
curve), and of ΛM,max(t) in Fig.5. This suggests that IAPs exhibit large fluctuations in the
large time limit.

(ii) IAPs and discrete Bernstein functions

We assume that the PDF ψS(r) is a superposition of geometric densities pqr−1 where we put
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Figure 4: The variance (99) as a function of time for several choices of QS . We have chosen
here in all curves q0 = 0.3 as the parameter of the standard Bernoulli NII(t). The stopping
DPB NS(t) has parameter q = 0.8. For QS = 1 (blue curve) the AP M(t) is of type I and

the variance has the finite asymptotic value VarM(∞) =
2p2

0q
p2 + p0

q ≈ 10.85. For QS = 0

we have a type II limit M(t) = NII(t) with linear increase of the variance. For QS ∈ (0, 1)
the variance exhibits second-order large time asymptotics corresponding to large fluctuations
which are most pronounced in the case QS = 1/2 (cyan curve).
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Figure 5: Time dependence of ΛM,max(t) (formula (100)) for which the fluctuations (variance
(99)) take a maximum. We observe that the asymptotic value 1/2 is rapidly approached. The
other parameters are q0 = 0.3 and q = 0.8 as in Fig. 4.

for our convenience p = 1 − e−λ, λ ∈ (0,∞), namely

ψS(r) =

∫ ∞

0
(1 − e−λ)e−λ(r−1) a(dλ), r ∈ N. (101)
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Here a is a probability measure on R+, which we allow to be defective. Equation (101) can
be read as a linear combination ψS(r) = â(r − 1) − â(r) of Laplace transforms

â(t) =

∫ ∞

0
e−λta(dλ). (102)

The normalization directly follows:

∞
∑

r=1

ψS(r) =

∫ ∞

0
a(dλ) = QS (103)

where QS < 1 if NS(t) is of type I (which corresponds to a being defective). In the case
QS = 1 the stopping process NS(t) is of type II (and a then is non-defective).

Remark 3.12. Note that ψS(r) = E
(

P[Y (1) = r]
)

, where (Y (τ))τ∈R+ is a pure birth process
in continuous time, independent of NS(t) and NII(t), and with random individual birth rate
with distribution a.

Let us briefly highlight the connections of (101) with discrete versions of Bernstein func-
tions and discrete complete monotonicity [45, 49]. To this end, let us introduce the discrete
difference operator D = 1 − T−1 with T−rf(t) = f(t− r), where t, r ∈ Z.

Definition 3.13. We call a causal discrete function f(t) ≥ 0, t ∈ N0, ‘discrete completely
monotone’ (DCM) if

(−1)nDnf(t) ≥ 0, t ≥ n, n ∈ N0 (104)

and ‘discrete Bernstein’ (DB) if

(−1)n−1Dnf(t) ≥ 0, t ≥ n, n ∈ N. (105)

A basic DCM function is e−λt for λ ≥ 0. Indeed, (−1)nDne−λt = (eλ − 1)ne−λt (remaining
causal for t ≥ n). Then, we can infer that any superposition for positive λ is DCM, namely

g(t) =

∫ ∞

0
e−λtν(dλ) (106)

for any integrable non-negative measure ν(dλ) (see e.g. [1]). This representation of DCM
functions can be seen as the discrete version of Bernstein’s theorem (also known as Haus-
dorff–Bernstein–Widder theorem), which justifies (101) where ψS(r) is in the class of DCM
functions. This remains true in both the defective and non-defective cases. It is worthy of
mention that the cumulative distribution function

1 − Φ
(0)
S (t) =

t
∑

r=1

ψS(r) =

∫ ∞

0
(1 − e−tλ) a(dλ), t ∈ N0 (107)

is a DB function because so is (1 − e−tλ), and that Φ
(0)
S (t) is a DCM function. Moreover,

(107) is in fact the Lévy–Khintchine representation of the DB function 1 − Φ
(0)
S (t) where a

represents the corresponding Lévy measure.
Plugging (101) into (81), and recalling (11) leads to

ΛM = 1 − QS + lim
m0→∞

∫ ∞

0
eλ [ψ̄II(e

−λ)]m0+1a(dλ). (108)
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Consider now the case a(dλ) = a(λ)dλ where a(λ) is a defective or non-defective PDF with
respect to λ. Note that eλψ̄II(e

−λ) < 1 for λ > 0 due to the convexity of ψ̄II(u) for u ∈ (0, 1).

Now, we rescale λ as m
− 1

µ

0 λ, µ ∈ (0, 1], to get, as m0 → ∞,

ΛM ∼ 1 − QS +
1

m
1
µ

0

∫ ∞

0
eλm

−
1
µ

0 [ψ̄II(e
−λm

−
1
µ

0 )]m0a(λm
− 1

µ

0 )dλ (109)

with the two cases

ψ̄II(e
−h) =











1 −A1h+ o(h)

1 −Aµh
µ + o(hµ), µ ∈ (0, 1)

h → 0 (110)

where A1, Aµ > 0. The first line refers to the case in which ψII(t) is light-tailed and has finite
mean A1 =

∑∞
r=1 rψII(r), whereas µ < 1 is the case of a fat-tailed ψII(t) with infinite mean

(such as the Sibuya distribution). We have

lim
m0→∞

[ψ̄II(e
−m

−
1
µ

0 λ)]m0 =











e−A1λ

e−Aµλµ

, µ ∈ (0, 1).

(111)

Now we assume in (101) the following density:

aγ,ζ(λ) = e−ζλλ
γ−1

Γ(γ)
, ζ ≥ 1, γ > 0 (112)

which is a defective PDF for ζ > 1 with QS = ζ−γ and is a Γ-distribution for ζ = 1. In the
range γ ∈ (0, 1), the density (112) is weakly singular at λ = 0+ with aγ(λ) ∼ λγ−1

Γ(γ) . From

(101) we get

ψ
(γ,ζ)
S (t) =

1

(t− 1 + ζ)γ
− 1

(t+ ζ)γ
, t ∈ N (113)

that for γ ∈ (0, 1] is fat-tailed as ψ
(γ,ζ)
S (t) ∼ γt−γ−1, as t → ∞ (i.e. with diverging expected

absorbing time). For γ > 1, ψ
(γ,ζ)
S (t), exhibits finite mean stopping time in the non-defective

case ζ = 1. The probability that the process is not stopped up to time t writes

Φ
(0),γ,ζ
S (t) = 1 −

t
∑

r=1

ψ
(γ,ζ)
S (r) = 1 − 1

ζγ
+

1

(t+ ζ)γ
, t ∈ N0 (114)

fulfilling the initial condition Φ
(0),γ,ζ
S (t)

∣

∣

t=0
= 1 and limt→∞ Φ

(0),γ,ζ
S (t) = 1 − ζ−γ remaining

positive in the defective case.
Then, the probability that M(t) is never stopped (see (14)) then reads

ΛM = 1 − ζ−γ + lim
m0→∞

m
− γ

µ

0

∫ ∞

0
e−Aµλµ

e−λ(ζ−1)m
−

1
µ

0
λγ−1

Γ(γ)
dλ = 1 − ζ−γ = Φ

(0),γ,ζ
S (∞) (115)

where e−λ(ζ−1)m
−

1
µ

0 → 1. Hence, the integral converges to a constant C =
∫∞

0 e−Aµλµ λγ−1

Γ(γ) dλ

with ΛM ∼ 1 − ζ−γ + m
− γ

µ

0 C. This result covers both light- and fat-tailed ψII(t) and ψS(t),
and is consistent with our above general result (83) with the interpretation thereafter: M(t)
is an IAP for ζ > 1, and it is a type I process for ζ = 1.
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4 Application to random walks

4.1 General framework

Let ~Xt be the position vector of a discrete time random walk on Z
d defined as

~Xt =

M(t)
∑

r=1

~ξr =
∞
∑

ℓ=1

~ξℓ Θ(t− Tℓ), ~X0 = ~0, t ∈ N0. (116)

The walker, at t = 0, starts at the origin. Let M(t) = max(m ∈ N0 : Tm ≤ t) be the counting
variable of a discrete-time AP with arrival times Tm ∈ N, such as for instance the stopped
AP (15). We call M(t) the generator process of the walk (116). We further assume that the
steps ~ξr and the waiting times Tm − Tm−1 are independent. We note that the approach we
are going to use is capable to cope with cases in which the waiting times are dependent, for
instance when M(t) is not a renewal process. The steps ~ξr take values in Z

d and are drawn
from the discrete PDF P[~ξ = ~y] = Eδ

~y,~ξ
= W (~y) and are such that their first and second

moments are finite. Per construction (116) is a random walk time-changed with M(t), which
represents its operational time. If M(t) is a renewal process, the walk (116) is a discrete-time
version of a Montroll–Weiss type walk [39]. For the following it is convenient to rewrite (116)
as

~Xt =
∞
∑

n=0

Θ(Tn, t, Tn+1)
n
∑

r=1

~ξr, (117)

involving the indicator function Θ(Tn, t, Tn+1) (see (16)). Further, we denote by δ~x, ~Xt
the

indicator function sitting at ~x of the position of the walker. The notation δ
~a,~b

= δa1,b1 ·. . .·δad,bd

stands for the d-dimensional Kronecker symbol, where ai and bi, i ∈ {1, . . . , d}, represent the
components of the vectors ~a and ~b, respectively. Then, considering the representation (117)
we have

δ~x, ~Xt
=

∞
∑

n=0

δ~x,
∑n

r=1
~ξr

Θ(Tn, t, Tn+1). (118)

By taking the expectation of (118) we obtain the propagator, that is the spatial PDF P (~x, t)
of the walker, which gives the probability of finding the walker on the lattice point ~x ∈ Z

d at
time t:

P (~x, t) =
∞
∑

n=0

EΘ(Tn, t, Tn+1)Eδ
~x,
∑n

r=1
~ξr
. (119)

In (119) we used the independence between the steps ~ξr and the arrival process M(t). Fur-
ther, the quantity EΘ(Tn, t, Tn+1) = P[M(t) = n], the state probabilities of M(t), and
Eδ

~x,
∑n

r=1
~ξr

= E[δ
~x,~ξ
⋆]n refers to the transition matrix of n independent steps ~ξr. The Fourier

representation of the spatial PDF is

P (~x, t) = E
1

(2π)d

∫ π

−π
. . .

∫ π

−π
eiϕ(~x− ~Xt)·~ϕdϕ1 . . . dϕd

=
1

(2π)d

∫ π

−π
. . .

∫ π

−π
ei~ϕ·~xP̂ (~ϕ, t)dϕ1 . . . dϕd (120)

where we used the Fourier representation of the Kronecker symbol δr,s = 1
2π

∫ π
−π e

iϕ(r−s)dϕ,

r, s ∈ Z
d, and wrote ~a ·~b =

∑d
r=1 arbr for scalar products. The characteristic function of the
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random walk ~Xt is

P̂ (~ϕ, t) = Ee−i~ϕ· ~Xt =
t
∑

m=0

P[M(t) = m][Ŵ (~ϕ)]m

= PM(Ŵ (~ϕ), t) = E Ŵ (~ϕ)M(t), ϕj ∈ [−π, π]. (121)

Notice that P̂ (~ϕ, t)
∣

∣

t=0
= 1, which ensures P (~x, 0) = δ~x,~0 and hence ~X0 = ~0 a.s., is satisfied.

Further, P̂ (~ϕ, t)
∣

∣

~ϕ=~0
= 1 gives the spatial normalization of the propagator. Finally, notice

the notation
Ŵ (~ϕ) = Ee−i~ϕ·~ξ =

∑

~x∈Zd

W (~x)e−i~ϕ·~x. (122)

Using Wald’s identity we deduce the expected position, denoting with Xj(t) the Cartesian

components of ~Xt, as
EXj(t) = EM(t)Eξj . (123)

From (121) the second moment of the position reads

EXj(t)
2 = EM(t)(M(t) − 1)[Eξj ]

2 + EM(t)Eξ2
j = EM(t)2[Eξj ]

2 + EM(t)Varξj (124)

and therefore,
VarXj(t) = VarM(t)(Eξj)

2 + EM(t)Varξj. (125)

The GF of the characteristic function (121) is

ˆ̄P (~ϕ, u) =
∞
∑

t=0

utP̂ (~ϕ, t) =
∞
∑

m=0

Φ̄
(m)
M (u)[Ŵ (~ϕ)]m (126)

where the GFs Φ̄
(m)
M (u) of the state probabilities P[M(t) = m] of the generator process M(t)

come into play.
In the following we consider a graph whose nodes constitutes a subset of Zd and the edges are
determined by the distribution of the steps ~ξ, thus defining the topology of the graph. We
assume that all the nodes of the graph have constant degree Λd.
The transition matrix for a step ~x → ~x+ ~y, ~x, ~y ∈ Z

d, can then be represented as

W (~y) = Eδ
~y,~ξ

=
Λd
∑

r=1

prδ~y,~a(r) (127)

where the walker performs the step ~a(r) with probability pr. Note that δ~y,~a is the matrix
describing the deterministic step ~x → ~x + ~a and (127) averages over all possible steps. The
probabilities pr can be conceived as the weights of the edges in a weighted graph and clearly

∑

~y∈Zd

W (~y) =
Λd
∑

r=1

pr = 1. (128)

The vectors ~a(r) represent the directed edges of the graph. This representation allows us to
capture a wide range of possibly biased walks on weighted graphs (see [43, 44, 47] for related
models).
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In order to focus on the effects induced by the generator process M(t), we focus on simple
walks in which the Fourier transform (122) takes the form

Ŵ (~ϕ) =
Λd
∑

r=1

pre
−i~ϕ·~a(r)

. (129)

For walks on undirected graphs (unbiased walks), all moments of odd order vanish, thus (129)

is real and takes the form W (~ϕ) =
∑Λd
r=1 pr cos ~ϕ · ~a(r). This case includes the well-known

unbiased walk on Z
d with Λd = 2d and

Ŵ (~ϕ) =
1

d

d
∑

r=1

cosϕr (130)

(consult for instance [42] and [21]). We study now a few cases of random walks of the form
(116). We use the following classification (cf. Remark 2.2):

Definition 4.1.

• ~Xt is a type I RW if M(t) is an AP of type I;

• ~Xt is of type II RW if M(t) is an AP of type II;

• ~Xt is an intermediate random walk (IRW) if M(t) is an IAP.

In the following subsection we provide some examples of IRWs.

4.2 Intermediate random walks: defective Bernoulli stops the random
walker

The aim of the present section is to analyze an IRW (116) in the case in which the generator
process M(t) = M(t) is the IAP defined by (15). Here, we assume that NS(t) is a DBP (see
Section 3.2.2 and Appendix A.1). Recall its waiting time PDF is ψS(t) = QSpq

t−1, t ∈ N

(and ΛM = 1 − QS). This IRW is a discrete-time version of a Montroll–Weiss walk (that
is, a RW time-changed with a type II RP NII(t)) which is stopped at the first event of an
independent DBP. Using (88), the GF (126) writes

ˆ̄P (~ϕ, u) = Π̄IAP(Ŵ (~ϕ), u)

= ΛM
1 − ψ̄II(u)

(1 − u)[1 − Ŵ (~ϕ)ψ̄II(u)]
+

QS

q(1 − u)

(

1 − ψ̄II(qu)

1 − Ŵ (~ϕ)ψ̄II(qu)
− p

)

. (131)

For ΛM = 1 we have the discrete-time counterpart of the Montroll–Weiss walk. If QS =

1 it is a type I RW with geometric absorbing time. Note that ˆ̄P (~ϕ, u)|~ϕ=~0 = (1 − u)−1

and ˆ̄P (~ϕ, u)|u=0 = 1 are consistent with the normalization of the propagator and the initial
condition ~X0 = ~0 a.s., respectively.
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4.2.1 Example: NII(t) Bernoulli process.

Let NII(t) be a Bernoulli process with ψII(t) with parameter p0. Then, by using (93), the
characteristic function (121) takes the explicit form

P̂ (~ϕ, t) = ΠIAP (Ŵ (~ϕ), t) = ΛMAt+
QS

1 − qA
(

pA + (1 − A)qtAt
)

, A(~ϕ) = q0 +p0Ŵ (~ϕ).

(132)
In order to explore the diffusive features of the RW, we investigate the first two moments of
the position ~Xt of the walker. Recalling (97), the expected value of the j-th component of
the position of the walker is

EXj(t) = EM(t)Eξj =

[

ΛMp0t+
QSp0

p
(1 − qt)

]

Eξj. (133)

For large values of t, the drift of this walk is dominated by the linear contribution of the
Bernoulli process NII(t). From (124), together with (97) and (98), the second moment of the
j-th component of the position is

EX2
j (t) = EM2(t)(Eξj)

2 + EM(t)Var ξj

=

(

ΛM (p2
0t

2 + p0q0t) + QS

[

2p2
0q

p2
(1 − qt − ptqt−1) +

p0

p
(1 − qt)

]

)

(Eξj)
2

+

(

ΛMp0t+
QSp0

p
(1 − qt)

)

Var ξj. (134)

(i) Unbiased walk. We observe the following behavior. If the walk is unbiased (i.e. if
Eξj = 0 ∀j = 1, . . . , d), the mean square displacement (MSD) and the variance grow linearly
for large times:

E

d
∑

j=1

X2
j (t) ∼ K t, K = ΛMp0

d
∑

j=1

Eξ2
j , t → ∞, (135)

corresponding to a diffusive behavior with diffusion coefficient K determined by the un-
bounded sample paths of NII(t). This implies that the asymptotics (135) does not depend
on p. However, the diffusion coefficient K decreases as QS approaches one, and is maximal if
QS = 0.

Remark 4.2. In the simple unbiased walk on Z
d with next neighbor steps along the edges

of the d-dimensional hypercubic lattice [21], occurring with equal probability 1/(2d) we have
Eξj = 0 and Eξ2

j = 1/d (j = 1, . . . , d). The diffusion coefficient defined in (135) then is
K = ΛMp0. Note that different processes NS(t) and NII(t), and hence different values of ΛM
and p0, are able to reproduce the same diffusion coefficient K.

(ii) Biased walk. The walk is biased if Eξj 6= 0 for at least one component j. From (134)
we observe a ballistic superdiffusive behavior

EX2
j (t) ∼ ΛMp

2
0(Eξj)

2 t2, t → ∞. (136)

The dominating term of the asymptotic variance of the position is quadratic and comes from
the variance of the generator M(t).
Next we discuss an explicit example in the 2d triangular lattice.
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4.2.2 IRWs on the triangular lattice

We consider biased and unbiased versions of the IRW (116) on an infinite triangular lattice
in the case in which the generator process M(t) = M(t) is the IAP defined by (15).
In the biased RW we allow only four steps towards neighbor lattice points ~a(r) = (cos rπ3 , sin

rπ
3 ),

r ∈ {0, 1, 2, 3}, each with equal probability pr = 1/4, see Fig. 6(a). In the unbiased RW steps
to all the 6 closest neighbor lattice points ~a(r), r ∈ {0, . . . , 5}, occur with equal probability
pr = 1/6, see Fig. 6(b).

Figure 6: Blue arrows represent the allowed and equally probable steps in a biased walk
(panel (a)) and in an unbiased walk (panel (b)) on the triangular lattice with lattice constant
set equal to unity.

(i) Unbiased case. We have that Eξj = 0 and E(ξ2
1 + ξ2

2) = 1 thus the MSD reads

2
∑

j=1

EX2
j (t) = EM(t). (137)

In the special case of a DBP stopped by a standard Bernoulli, for large values of t a diffusion
behavior emerges. Namely,

∑2
j=1 EX

2
j (t) ∼ ΛMp0t, (see (97) and Fig. 3)).

(ii) Biased case. We have Eξ1 = 0, Eξ2 =
√

3
4 , E(ξ2

1 + ξ2
2) = 1 giving the MSD:

2
∑

j=1

EX2
j (t) =

3

16
EM2(t) +

13

16
EM(t). (138)

Again in the DBP stopped by a standard Bernoulli case we observe a ballistic law that is

2
∑

j=1

EX2
j (t) ∼ 3

16
ΛMp

2
0t

2, t → ∞. (139)

Of some interest is also the expected position of the walker at time t. Since Eξ1 = 0 (and
thus EX1(t) = 0) only the second component is non-zero. In particular,

EX2(t) =

√
3

4
EM(t) ∼

√
3

4
ΛMp0t, t → ∞, (140)
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Figure 7: MSD of the RW in the biased case from (138). The parameters are chosen as in
Fig. 4.

showing a linear drift. We plot the exact expression of the MSD (138) in Fig. 7 for the same
values of QS as in Figs. 3 and 4. In the type I limit of the walk (QS = 1) the MSD has a
finite asymptotic value (blue curve). One can clearly see that the smaller QS the stronger
the MSD grows. The black line corresponds to the type II limit of the walk.

4.3 Random walks emerging from the type I limit of M(t)

Let us investigate now the type I limit of M(t), that is when NS(t) is of type II. For simplicity
we consider the case in which NS(t) is a standard Bernoulli RP and NII(t) is an arbitrary
type II RP as considered in Section 3.1.2. This case generates a RW of type I. To this end
we evaluate the characteristic function (121) for t → ∞ (see (50):

P̂ (~ϕ,∞) = Π(Ŵ (~ϕ),∞) = lim
u→1−

(1 − u) ˆ̄P (~ϕ, u) = −p

q
+

1 − ψ̄II(q)

q[1 − Ŵ (~ϕ) ψ̄II(q)]
. (141)

The quantity

ˆ̄P q(~ϕ, u) :=
1 − ψ̄II(qu)

(1 − u)[1 − Ŵ (~ϕ)ψ̄II(qu)]
(142)

refers to a Montroll–Weiss-type walk (116) with as a generator the renewal process Rq(t) with
defective waiting time density ψq(t) = ψII(t)q

t (see the end of Section 3.1.2). Propagator (131)
(with ΛM = 0) then has the representation

P (~x, t) =
1

q
Pq(~x, t) − p

q
δ~x,~0 (143)

with the initial condition P (~x, t)|t=0 = Pq(~x, t)|t=0 = δ~x,~0.
Note that for p ∈ (0, 1) the type I nature of the walk implies the existence of the stationary
PDF, which reads

P (~x,∞) =
1

q
Pq(~x,∞) − p

q
δ~x,~0, ~x ∈ Z

d, (144)
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where

Pq(~x,∞) =
1 − ψ̄II(q)

(2π)d

∫ π

−π
· · ·
∫ π

−π

ei~ϕ·~x

[1 − Ŵ (~ϕ)ψ̄II(q)]
dϕ1 . . . dϕd, ~x ∈ Z

d. (145)

This limit propagator describes a ‘non-equilibrium steady state’ (NESS) as known in the
context of stochastic resetting, see [4, 14].

4.3.1 Continuous-space scaling limit to a universal NESS

Here, we consider a scaling limit for p → 0+ where the infinite time propagator (144) boils
down to (145). To do that, we introduce the scaling parameter (see (52))

λ ∼ EM(∞) =
ψ̄II(q)

q[1 − ψ̄II(q)]
∼ 1

1 − ψ̄II(q)
∼ 1

Cµpµ
→ ∞, p → 0+, (146)

where we have used the asymptotic expansion ψ̄II(1−p) ∼ 1−Cµpµ+o(pµ), Cµ > 0, µ ∈ (0, 1]
(see also (110)). Clearly, (144) and (145) converge to the same limiting propagator which we
denote by Pc(~x,∞). The latter is related to the asymptotic behavior of the type II auxiliary
renewal process Rq(t) whose interarrival time PDF becomes non-defective for q → 1− (see
(60–63).
We will see in the following that the emerging NESS is universal, in the sense that it is the
same for any type II renewal process NII(t): it depends only on the probabilistic properties
of the steps captured by Ŵ (~ϕ).
In the following sections, we derive the NESS propagator for special classes of walks.

Light-tailed step distribution. Here we investigate the class of walks such that the first
and second step moments Aj = Eξj and Bj = Eξ2

j are finite. For this class we have the
expansion

Ŵ (~ϕ) = 1 − i
d
∑

j=1

Ajϕj − 1

2

d
∑

j=1

ϕ2
jBj + . . . , |~ϕ| → 0. (147)

In particular, we focus on the two cases of biased and unbiased walks.

(i) Biased case (Aj 6= 0 for at least one j).
The Fourier transform of (145) then writes

1

1 − ψ̄II(q)

1−ψ̄II (q)
[Ŵ (~ϕ) − 1]

=
1

1 + λ[1 − Ŵ (~ϕ)]
=

∫ ∞

0
e−τ [1+λ[1−Ŵ (~ϕ)]dτ

~ϕ→~0−→
∫ ∞

0
e−τ(1+i~k· ~A)dτ

(148)
where kj = λϕj ∈ [−πλ, πλ] and we denote the components of the rescaled position vector by

yj = xj/λ, (that is ~Y ∈ λ−d
Z
d → R

d as λ → ∞, and λ−1 is the rescaled lattice constant). In
(148) we use

λ

[

1 − Ŵ

(

~k

λ

)]

= i
d
∑

j

Ajkj +
1

2λ

d
∑

j

Bjk
2
j + o(λ−1)

λ→∞−→ i
d
∑

j

Ajkj = i~k · ~A. (149)
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Figure 8: Limiting propagator Pc(y,∞) of the biased walk from (151) for different values of
A.

Note that Ŵ (~k/λ) =
∑Λd
r=1 pre

−i~k·~ar/λ = Ee−i~k·~a′

contains the rescaled steps ~a′
r = ~ar/λ. The

continuous space limiting propagator yields

Pc(~y,∞) = lim
λ→∞

λdPq(~x,∞) = lim
λ→∞

1

(2π)d

∫ λπ

−λπ
. . .

∫ λπ

−λπ

ei
~k/λ·~x

1 + λ(1 − Ŵ (~k/λ))
dk1 . . . dkd

=

∫ ∞

0
dτ e−τ 1

(2π)d

∫ ∞

−∞
dk1 . . .

∫ ∞

−∞
dkde

i~k·(~y−τ ~A)

=

∫ ∞

0
dτ e−τδd(~y − τ ~A).

(150)
For d = 1 we can evaluate this case explicitly, obtaining

Pc(y,∞) ∼ 1

|A|Θ
(

y

A

)

e− y
A (151)

which is a one-sided exponential PDF and is non-null only in the sense on the direction of
the bias, i.e. for sgn(y) = sgn(A). We plot (151) for several values of A in Fig. 8. Note
that A = EXc(∞) is the expected final position of the walk. Further, as A increases, the
distribution (151) becomes more spread-out.

(ii) Unbiased case (Aj = 0 for j = 1, . . . , d, and Bj > 0 for at least one j).
Differently from the biased case, we rescale the spatial coordinates as yj = xjλ

−1/2 with
~Y ∈ λ−d/2

Z
d → R

d, as λ → ∞, and kj =
√
λϕj ∈ [−π

√
λ, π

√
λ]. The continuous space limit

propagator, considering that λ(1 − Ŵ (~k/
√
λ)) → ∑d

j=1
Bj

2 k
2
j , reads

Pc(~y,∞) = lim
λ→∞

λ
d
2Pq(~x,∞)

=
1

(2π)d

∫ ∞

0
dτ e−τ

∫ ∞

−∞
dk1 . . .

∫ ∞

−∞
dkd e

i~k·~y− τ
2

∑d

j=1
Bjk2

j . (152)
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Figure 9: Limiting propagator Pc(y,∞) from (156) for the unbiased case for different values
of B.

Note that each of the above integrals take a Gaussian form:

1

2π

∫ ∞

−∞
eikye− τBk2

2 dk =
e

−y2

2Bτ√
2πBτ

. (153)

Therefore,

Pc(~y,∞) =

∫ ∞

0

e
− 1

2τ

∑d

j=1

y2
j

Bj

√

(2πτ)dB
e−τ dτ, B =

d
∏

j=1

Bj , (154)

i.e. the unbiased limiting propagator turns out to be a superposition of symmetric Gaussians
where EY 2

j = Bj is retained. For d = 1 we can evaluate this case explicitly:

Pc(y,∞) =
1

2π

∫ ∞

−∞

eiky

B
2 k

2 + 1
dk =

1

2π

∫ ∞

−∞

eiky

B
2 (k − κ1)(k − κ2)

dk (155)

with complex conjugate zeros κ1,2 = ±i
√

2
B . Closing the integration path for y > 0 by an

infinite half circle in the upper and for y < 0 in the lower complex plane and applying the
residue theorem yields

Pc(y,∞) = Θ(y)
2i

B

eiκ1y

κ1 − κ2
− Θ(−y)

2i

B

eiκ2y

κ2 − κ1
=
e−|y|

√

2
B

√
2B

(156)

which is the PDF of a Laplace random variable with location parameter zero and scale pa-
rameter

√

B/2. Note that B is the variance of the random walk with limiting propagator
Pc(y,∞). In Fig. 9 we plot the propagator Pc(y,∞) for several values of B.

Power-law distributed steps. We briefly explore a few cases of walks with power-law
distributed steps with infinite mean or variance. We discriminate between biased and unbiased
walks in d = 1.
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(a) Sibuya walk

Consider a strictly increasing walk with Sibuya distributed steps on N (“Sibuya walk”, see
e.g. [34], Section 4). We have then, instead of (147), the characteristic function of the steps

Ŵα(ϕ) = 1 − [1 − e−iϕ]α, α ∈ (0, 1). (157)

We introduce the scaling k = λ
1
αϕ. The rescaled walk Y = λ− 1

αX ∈ λ− 1
αN exhibits the

essential feature,

λ[1 − Ŵα(λ− 1
αk)] → (ik)α, λ → ∞. (158)

It turns out that the limiting propagator is

Pc(y,∞) = lim
λ→∞

λ
1
αPq(x,∞) =

∫ ∞

0
dτe−τ 1

2π

∫ ∞

−∞
eikye−τ(ik)α

dk. (159)

In formula (159), the inner integral corresponds to the one-sided stable probability density
function Lα(y) = 1

2π

∫∞
−∞ eikye−(ik)α

dk, α ∈ (0, 1). This PDF is causal and has a y−α−1 fat-
tailed decay for y → +∞, which entails an infinite mean. Consult [32, 48] for related models
of random walks with bias.

(b) One-sided power-law steps with finite mean

If the strictly increasing walk has finite mean and infinite variance, then the characteristic
function of the steps takes the form [37]

Ŵ (ϕ) = 1 −Aiϕ+Bµ(iϕ)µ + o(|ϕ|µ), µ ∈ (1, 2) (160)

with A,Bµ > 0. Due to the lowest order iϕ in this expansion, the limiting distribution
coincides with (151).

A unified description of the one-dimensional case: Lévy steps. Now we consider
the canonical form of a stable density Lα(y):

Lα(y) =
1

2π

∫ ∞

−∞
eikye−(iθk)α

dk, α ∈ (0, 2], (161)

containing a further real parameter θ, and where (iθk)α = |k|αeπi
2

sgn(k)αθ. For large |y| and
α ∈ (0, 2), Lα(y) scales as |y|−α−1. We consider here a random walk whose characteristic
function is

Ŵα(ϕ) = 1 − (iθϕ)α + o(|ϕ|α) (162)

with index α ∈ (0, 2]. One can show that the previously discussed cases are contained in (162).

Now, by the re scaling k = λ
1
αϕ we obtain the Fourier transform of the NESS propagator

P̂c(k,∞) = (1 + (iθk)α)−1 and hence

Pc(y,∞) =

∫ ∞

0
dτ e−τ 1

2π

∫ ∞

−∞
eikye−τ(iθk)α

dk =

∫ ∞

0
dτ e−ττ− 1

α
1

2π

∫ ∞

−∞
eiκX/τ

1
α e−(iθκ)α

dκ.

(163)
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Formula (162) contains as a special case the class of symmetric Lévy flights for which the
steps are such that Ŵα(ϕ) = 1 − |ϕ|α + o(|ϕ|α), that is symmetric α-stable random variables
with PDF Lα(y) = 1

2π

∫∞
−∞ eikye−|k|αdk. Clearly, our discussion on the case of asymptotically

power-law distributed steps is not exhaustive. We refer to [9, 31] (and the references therein)
for a detailed analysis of the dynamics of α-stable propagators.
The previous construction yields to the following general expression of the NESS propagator.

Proposition 4.3. For d = 1 the NESS propagator (145) for p → 0+ takes the following form

Pc(y,∞) =

∫ ∞

0
e−τ τ− 1

α Lα(yτ− 1
α )dτ, y ∈ R, (164)

written in terms of Lα(y) that denotes a specific alpha-stable PDF which depends on the
random walk (116).

Remark 4.4. For d = 1 (A1 = A, y1 = y) we identify (150) with (164) where we consider
L1(y) = δ(y −A).
For d = 1, (154) takes the form (164) where L2(y) is Gaussian with mean zero and variance
equal to B.
As mentioned above, for the Sibuya walk, (159) for k′ = kτ

1
α gives (164) where Lα(y) =

1
2π

∫∞
−∞ eikye−(ik)α

dk (index α ∈ (0, 1)) is a one-sided stable PDF.

A Appendix

In the following appendices we consider transient arrival processes which are renewal processes
with IID interarrival times having defective PDF ψI(t), that is

∑∞
t=1 ψI(t) = Q < 1.

A.1 Defective Bernoulli process (DBP)

We introduce a type I renewal process which we refer to as ‘defective Bernoulli process’ (DBP).
Here we denote with NI(t) the DBP counting variable and define the DBP by the waiting
time GF

ψ̄I(u) = Q pu

1 − qu
, p+ q = 1, Q ∈ (0, 1], (A.1)

of the PDF ψI(t) = Qpqt−1, t ∈ N. This gives straightforwardly the survival probability

Φ
(0)
I (t) = P + Qqt (A.2)

with P = 1 − Q and Φ
(0)
I (0) = 1. The probability Φ

(0)
I (t) → P as t → ∞ and it has the GF

Φ̄
(0)
I (u) =

P
1 − u

+
Q

1 − qu
. (A.3)

For Q = 1 all these relations turn into those of the standard Bernoulli process. Now, consider

the state probabilities P[NI(t) = n] = Φ
(n)
I (t), i.e. the probability that NI counts n events up

to and including time t. Its GF reads (cf. (20))

Φ̄
(n)
I (u) =

∞
∑

t=0

utΦ
(n)
I (t) = Φ̄

(0)
I (u)[ψ̄I (u)]n, n, t ∈ N0, |u| < 1, (A.4)

=

( P
1 − u

+
Q

1 − qu

)

(Qpu)n

(1 − qu)n
.
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Figure 10: The plot shows ENI(t) in (A.8) for different values of P given in the legend and
fixed p = 0.7. For small t a linear behavior of order Qpt is observed, and for large t the
asymptotic value Q/P is approached.

The sum over n of (A.4) is (1−u)−1 and this corresponds to the normalization
∑∞
n=0 Φ

(n)
I (t) =

1. Further, we see that

lim
t→∞

Φ
(n)
I (t) = lim

u→1
(1 − u)Φ̄

(n)
I (u) = PQn (A.5)

i.e. asymptotically the probabilities that a number n of events occur tends geometrically to
zero as n → ∞. This is different from the non-defective case in which they are zero regardless
of the value of n.
By inverting (A.4) we obtain for n > 0

Φ
(n)
I (t) = Qnpn

(

Q
(

t

n

)

qt−n +
P
qn

t
∑

r=n

(

r − 1

n− 1

)

qr
)

, (A.6)

while for n = 0 we have the survival probability (A.2). We observe that Φ
(n)
I (t) = 0 for t < n,

thus the initial condition Φ
(n)
I (0) = δn0 is fulfilled. In the type II limit Q → 1−, (A.6) reduces

to the binomial distribution of standard Bernoulli.
We are now interested in the expected number of DBP arrivals which, by (22) and (A.1), has
the GF

ENI(u) =
∂

∂v
P̄I(v, u)

∣

∣

∣

v=1
=

1

1 − u

ψ̄I(u)

1 − ψ̄I(u)
=

Qpu
(1 − u)[1 − u(1 − pP)]

(A.7)

with P̄I(v, u) =
∑∞
t=0 u

t
EvNI(t). We can invert this GF getting the formula

ENI(t) = Qp
t
∑

r=1

(1 − pP)r−1 = Qp
t−1
∑

r=0

(1 − pP)r =

{

pt, Q = 1,
Q
P
(

1 − [1 − pP]t
)

, Q ∈ (0, 1),
(A.8)
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Figure 11: State probabilities of DBP (Equations (A.6) and (A.2)) at t = 6 as a function of
the number of arrivals n for several values of P and fixed p = 0.7. The standard binomial
distribution of the non-defective case P = 0 is drawn in black color.

where, for Q ∈ (0, 1), the number of arrivals approaches geometrically the finite asymptotic
value ENI(∞) = Q/P, which diverges in the type II limit P → 0+. We notice that in the
type II limit P → 0+ the expected number of arrivals increases linearly in time as for the
standard Bernoulli process. Namely,

lim
P→0+

ENI(t) = lim
P→0+

1

P
(

1 − [1 − pPt +O(P2)]
)

= pt . (A.9)

We show the behavior of ENI(t) for some values of P in Fig. 10. We observe that the more
defective is the process (i.e. the larger values of P), the smaller is the average number of
arrival events. The non-defective case (P = 0, in black in Fig. 10) is that of the standard
binomial distribution (state probabilities of the non-defective standard Bernoulli process).
In Fig. 11 we show the state probabilities Φ(n)(t) for the DBP evaluated at the specific time
instant t = 6 for several values of P.

A.2 Defective Sibuya Process (DSP)

As a further prototypical example for a type I renewal process, we consider now the ‘defective
Sibuya process’ (DSP) with waiting time GF

ψ̄I(u) = Q[1 − (1 − u)µ], Q ∈ (0, 1], µ ∈ (0, 1). (A.10)

The DSP waiting time density then is

ψI(t) = Q(−1)t−1

(

µ

t

)

, t ∈ N, (A.11)
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We define the DSP as the renewal process with IID defective interarrival times which follow
the PDF (A.11). The large-time asymptotics of (A.11) is

ψI(t) ∼ Q µ

Γ(1 − µ)
t−µ−1, (A.12)

and the DSP survival probability has the GF

Φ̄
(0)
I (u) =

1 − ψ̄I(u)

1 − u
=

P
1 − u

+ Q(1 − u)µ−1 (A.13)

where P = 1 − Q can also be interpreted as the probability that no event has occurred in
any finite time. Then, by conditioning, we can derive the state probabilities of the DSP as
follows:

Φ
(n)
I (t) = P[NI(t) = n] =

(

Φ
(0)
I ⋆ (ψI⋆)

n
)

(t) =
1

t!

dt

dut

(

Φ̄
(0)
I (u)[ψ̄I (u)]n

)
∣

∣

∣

u=0
. (A.14)

In particular, we have for n = 0,

Φ
(0)
I (t) = P + Q(−1)t

(

µ− 1

t

)

, t ∈ N0. (A.15)

We are now interested in the asymptotic expected number of events ENI(t) of a DSP. For
this purpose recall that

ENI(t) =
∂

∂v
PI(v, t)

∣

∣

v=1
, (A.16)

where PI(v, t) = EvNI (t) =
∑t
n=0 v

nΦ
(n)
I (t). In order to get the large-time behavior, consider

the GF of (A.16) that, using (A.14), reads

ENI(u) =
∞
∑

t=0

utENI(t) = Φ̄
(0)
I (u)

∞
∑

n=0

nvn−1[ψ̄I(u)]n
∣

∣

∣

v=1

=
∂

∂v

1 − ψ̄I(u)

1 − u

∞
∑

n=0

vn[ψ̄I(u)]n
∣

∣

∣

v=1
=

∂

∂v

1 − ψ̄I(u)

(1 − u)[1 − vψ̄I(u)]

∣

∣

∣

v=1

=
ψ̄I(u)

(1 − u)[1 − ψ̄I(u)]
=

Q[1 − (1 − u)µ]

(1 − u)[P + Q(1 − u)µ]

(A.17)

which can be further written as

ENI(u) =
Q

P(1 − u)

1 − (1 − u)µ

1 + Q
P (1 − u)µ

=
Q

P(1 − u)

(

1 − (1 − u)µ

P[1 + Q
P (1 − u)µ]

)

=
Q

P(1 − u)
− Q

P2
Ēµ(u).

(A.18)

Remarkably, the first line of (A.18) contains the waiting time GF of the so-called fractional
Bernoulli process of type A, first introduced and analyzed in [40] (see equation (75) in that
paper):

ψ̄fBa(u) =
1 − (1 − u)µ

1 + Q
P (1 − u)µ

. (A.19)
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Its inversion, the waiting time PDF ψfBa(t) is a discrete approximation of the Mittag–Leffler
distribution. In the second line of expression (A.18) the quantity

Ēµ(u) =
(1 − u)µ−1

1 + Q
P (1 − u)µ

(A.20)

denotes the GF of Eµ(t) which is a discrete approximation of the Mittag–Leffler function (see
[33, 40] for explicit formulas). Then by invoking Tauberian arguments we can see that the
limit u → 1− in the GF (A.20) yields the large time asymptotics of ENI(t). Indeed, for large
values of t, the expected number of events approaches a constant value with a power-law rate,
namely

ENI(t) =
Q
P − Q

P2
Eµ(t)

∼ Q
P − Q

P2

t−µ

Γ(1 − µ)

−−−→
t→∞

Q
P ,

(A.21)

where we used that Eµ(t) ∼ t−µ

Γ(1−µ) for t → ∞ (as Ēµ(u) ∼ (1 − u)µ−1 for u → 1−). One can

see in (A.17) that for Q = 1 we have ENI(u) ∼ (1 − u)−µ−1 as u → 1−. This turns into
the well-known diverging power-law behavior of the expected number of events of a type II
Sibuya process, that is

ENI(t) ∼ tµ

Γ(1 + µ)
−−−→
t→∞

∞. (A.22)

A.3 General comments on defective renewal processes

The fact that ENI(∞) = Q/P (see (A.8) for the DBP and (A.21) for the DSP) holds in
general for defective RPs. Indeed, consider a type I process with waiting time PDF ψI(t)
such that ψ̄I(u) = Qψ̄II(u) where ψII(t) is non-defective. Then, the expected number of
arrivals of the type I RP has the GF

ENI(u) =
Q

P(1 − u)

Pψ̄II(u)

1 − Qψ̄II(u)
=

Q
(1 − u)

ψ̄II(u)

1 − Qψ̄II(u)
(A.23)

which, by Tauberian arguments, gives ENI(∞) = Q/P. This result is corroborated by the
following interpretation: at each renewal time a Bernoulli trial with success probability P
is performed. If a success is obtained the related waiting time is infinitely long, otherwise
it is sampled from ψII . Hence, in the limit t → ∞ the random number of successes is
geometric of parameter P regardless of the actual form of ψII . More formally. this can be
inferred from (A.5) which holds true for any renewal process with defective PDF (73) such
that ψ̄I(u)

∣

∣

u=1
= Q < 1. Therefore, we have the general result

Φ
(n)
I (∞) = (1 − u)Φ

(0)
I [ψ̄I(u)]n

∣

∣

∣

u=1
= [1 − ψ̄I(u)][ψ̄I (u)]n

∣

∣

∣

u=1
= PQn, n ∈ N0. (A.24)

This means that, for t → ∞ the state probabilities are a geometric distributed. From this
relation, one immediately see the type I nature of the renewal processes NI(t) (see (14))

Λ = lim
n0→∞

P[NI(∞) > n0] = lim
n0→∞

∞
∑

n=n0+1

Φ
(n)
I (∞) = lim

n0→∞
Qn0+1 = 0. (A.25)
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Note that the process NI(t) and the process M(t) considered in Section 3.1.2, represent
different kinds of type I APs: NI(t) is a renewal process with IID defective interarrival times,
whereas M(t) is an externally stopped arrival process and, as we have already shown, it is
not a renewal process. In the in which M(t) has geometric non-defective absorbing time, the
large time asymptotics of M(t) is governed by an auxiliary renewal process Rq(t) which has
defective IID interarrival times (see the GF (58) and the remarks thereafter).

Finally, we observe in (A.23) (when Q < 1) that the term Pψ̄II (u)

1−Qψ̄II(u)
is the GF of the waiting

time PDF of the time-changed type II RP N (NII(t)) with a standard Bernoulli RP with
success probability P, and which is independent of NII (see e.g. [35]).
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