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The height gap of planar Brownian motion is 5
π

Antoine Jego∗ Titus Lupu† Wei Qian‡

Abstract

We show that the occupation measure of planar Brownian motion exhibits a constant height
gap of 5/π across its outer boundary. This property bears similarities with the celebrated results of
Schramm–Sheffield [18] and Miller–Sheffield [12] concerning the height gap of the Gaussian free
field across SLE4/CLE4 curves. Heuristically, our result can also be thought of as the θ → 0+ limit
of the height gap property of a field built out of a Brownian loop soup with subcritical intensity
θ > 0, proved in our recent paper [3]. To obtain the explicit value of the height gap, we rely on the
computation by Garban and Trujillo Ferreras [1] of the expected area of the domain delimited by
the outer boundary of a Brownian bridge.
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1 Introduction
In the eighties, Mandelbrot [11] conjectures that the outer boundary of planar Brownian motion is
a fractal curve whose Hausdorff dimension equals 4/3. The outer boundary, and more generally the
geometry of planar Brownian motion, has attracted a lot of attention ever since (many results and
references can be found in the book [13]). We mention that, in [8, 9] (also see [7]), Lawler, Schramm
and Werner prove Mandelbrot’s conjecture. Actually, the outer boundary turns out to be a random
continuous self-avoiding curve which is distributed as a version of Schramm–Loewner Evolution
(SLE) with parameter κ = 8/3 [5]. The main result of the current article is that occupation measure
of a 2D Brownian trajectory exhibits a constant height gap of 5/π across its outer boundary. Due
to conformal invariance of planar Brownian motion (in particular invariance under the inversion
map z 7→ 1/z), the same result in fact also holds for the boundary of any connected component of
the complement of a 2D Brownian trajectory.

By definition, the outer boundary of a planar Brownian motion P , that we denote by out(P), is
the boundary of the unbounded connected component of C \ P([0, T (P)]), where T (P) stands for
the lifetime, or duration, of P. On the other hand, the occupation measure of P, that we denote
by Lx(P)dx, is a random Borel measure on C that assigns to each Borel set A ⊂ C the total time
spent by P in A: ∫

A

Lx(P)dx =
∫ T (P)

0
1{Pt∈A}dt. (1.1)

To state our main result, let P = (Pt)t∈[0,1] be a standard two-dimensional Brownian motion
which starts at the origin and denote by ν the law of its outer boundary out(P) (see Definition 2.2
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for the associated σ-algebra). For any continuous self-avoiding loop γ, we denote by int(γ) the
“interior” of γ, i.e. the bounded component of C \ γ.

Theorem 1.1. For ν-almost all self-avoiding loop γ, the following holds. Let (fε)ε be a sequence
of test functions fε : int(γ)→ R such that

∫
fε = 1 and {fε ̸= 0} ⊂ {x ∈ int(γ), d(x, γ) < ε} for all

ε > 0. Assume further that they satisfy the integrability conditions of Assumption 1.2. Then∫
fε(x)Lx(P)dx −−−→

ε→0

5
π

in L1(P(·|out(P) = γ)). (1.2)

Assumption 1.2, which will be stated later, holds for a wide range of functions. In particular,
we can consider a sequence (fε)ε concentrated near a tiny given portion of the boundary, not the
entire boundary. The property near such a tiny portion does not depend on the behavior of the
Brownian motion far away. Therefore, Theorem 1.1 can be read as an almost-sure statement about
the local behavior of a planar Brownian motion. The global behavior of the Brownian motion (such
as time duration, endpoints) is not important. In Theorem 2.3, we prove an analogous result for a
Brownian loop.

Note that Theorem 1.1 is stated directly for the outer boundary γ which is an SLE8/3-type
fractal curve. One can in fact also map such a fractal curve to a smooth curve via conformal maps.
In Theorem 4.3, we conformally send the domain encircled by the outer boundary of a Brownian
loop onto the unit disk, and show that the resulting occupation field in the unit disk also has the
same height gap 5/π on the boundary.

Height gap of the Gaussian free field and Brownian loop soup Theorem 1.1 is a
height gap property for the occupation measure across its outer boundary γ: it is constant and equal
to 5/π on γ when approaching γ from inside, whereas it is equal to zero on γ when approaching γ
from outside.

As discovered by Schramm–Sheffield [18] and Miller–Sheffield [12], the Gaussian free field also
exhibits such height gap properties. Indeed, one can couple it with a collection of self-avoiding
loops, the conformal loop ensemble CLE4 with parameter κ = 4. Outside of these loops (in the
CLE carpet), the free field vanishes, whereas inside each loop the value of the field jumps by an
additive factor ±2λ, where λ > 0 is explicit.

In [3], we construct and study the properties of a conformally invariant field hθ defined out of a
Brownian loop soup with parameter θ ∈ (0, 1/2] (a Poisson point process of Brownian loops with
intensity 2θ times a loop measure µloop (2.1)). Informally, hθ corresponds to a signed version of the
local time of the loop soup to the power 1− θ. When θ = 1/2, this field coincides with a Gaussian
free field. We show in [3] that, surprisingly, the height gap property generalises to any value of
θ ∈ (0, 1/2] across self-avoiding loops distributed according to CLEκ, where κ = κ(θ) ∈ (8/3, 4].
The value of the height gap is however explicitly known only when θ = 1/2. Theorem 1.1 can be
thought of as the limit θ → 0+ of this result. Informally, hθ becomes simply the local time of a
single loop and the CLEκ becomes an SLE8/3 loop (recall that κ(θ)→ 8/3 as θ → 0+).

We remark that for a critical loop soup, the excursions induced by the loops that touch the
cluster boundary is a Poisson point process of excursions [16], hence the occupation field of these
excursion on the boundary is constant by a law of large numbers. This number can be shown to be
π/4, thanks to isomorphism with the GFF. In our case, the set of excursions induced by a Brownian
loop (by Proposition 3.3) is not a Poisson point process (by the arguments of [14, Section 3]). It
has a priori a rather intricate law, but interestingly it still has a constant boundary occupation
time 5/π. We expect that for a loop-soup with intensity θ going from 0 to 1/2, the occupation field
induced by the loops that touch the cluster boundary should vary continuously from 5/π to π/4. It
is an interesting open question to work out the exact value as a function of θ.

Let us however emphasise that the current paper does not rely on the height gap property for
the loop soup. Indeed, trying to make sense of the limit θ → 0+ of the loop soup result would
be difficult; for instance, two loop soups with distinct intensities θ1 and θ2, even when naturally
coupled, are mutually singular and their respective clusters are drastically different. Instead, we
will work directly with a Brownian trajectory. In addition and contrary to the loop soup case, we
compute explicitly the value of the height gap in our setting.

Some proof ideas We now comment on some of the ideas involved in the proof of Theorem 1.1.
We start by considering a Brownian trajectory which possesses a higher level of symmetry than a
plain Brownian motion stopped after one unit of time. The trajectory that we will consider will be
sampled according to the Brownian loop measure. Proceeding as in [14, Section 3], we conformally
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map the inside of the outer boundary of the loop to the unit disc D, and get a Brownian loop in
D, “conditioned” on the event that its outer boundary agrees with the unit circle ∂D. We will
denote the resulting law by Pwired

D,∂D . It has the nice feature that it is invariant under any conformal
map preserving D. As a consequence of this symmetry, we will show in Corollary 4.6 that the
expectation of the associated occupation measure is a constant λ0 times Lebesgue measure in D.

The computation of the value of the constant λ0 is achieved in Lemma 4.8. As we will see,
we relate it to the expectation of the area of the domain delimited by γ (it naturally appears for
instance on the right hand side of (2.4) when one takes f = 1). We eventually rely on a result of
Garban and Trujillo Ferreras [1]: the expected area of the domain delimited by the outer boundary
of a Brownian bridge of duration 1 equals π/5.

At this stage, we know that, under the law Pwired
D,∂D , the occupation measure has a constant

expectation which has an explicit value. We want to show that it concentrates around its expectation
when integrated against test functions whose supports are close to the unit circle. To do so, we will
show in Lemma 4.13 that the occupation measures of two small sets, near ∂D and at a macroscopic
distance to each other, become asymptotically uncorrelated. This decorrelation property consists in
the most involved part of the paper. It starts with a partial exploration of the outer boundary of a
Brownian loop together with a decomposition of the resulting loop into conditionally independent
excursions (analogous results were obtained for loop soups in [16, 14, 15]). As a key tool, we will
also use estimates that we derived in [3] for general point processes of Brownian excursions which
satisfy some conformal restriction property; see Corollaries 3.6, 3.7 and 3.8.

We finish this introduction by stating the integrability assumptions satisfied by the sequence of
functions (fε)ε in Theorem 1.1. Given a continuous self-avoiding loop γ, we assume:

Assumption 1.2. For all ε > 0,
∫

int(γ) fε = 1 and {fε ̸= 0} ⊂ {x ∈ C, d(x, γ) < ε}. Moreover,

sup
ε

∫
int(γ)×int(γ)

max(1,− log |x− y|)fε(x)fε(y) dx dy <∞, (1.3)

and lim
δ→0

lim sup
ε→0

∫
int(γ)×int(γ)

1{|x−y|<δ} max(1,− log |x− y|)fε(x)fε(y) dx dy = 0. (1.4)

In Section 4, we give a broad family of examples of test functions satisfying these assumptions; see
Example 4.2 and Lemma 4.4.

Organisation of the paper
• Section 2: We define more precisely our setup and state a version of Theorem 1.1 for a path

distributed according to the Brownian loop measure (see Theorem 2.3). We will then recall
and prove some preliminary results.

• Section 3: We show that we can condition a Brownian loop on a portion of its outer boundary
and study the resulting probability law.

• Section 4: This section is the main contribution of the current paper where we prove our main
result Theorem 1.1.

2 Setup and preliminaries
In this section, we will first describe precisely the setup we will be working with. We will then state
a version of Theorem 1.1 that is of independent interest for a path “sampled” according to the
loop measure µloop (2.1); see Theorem 2.3. The rest of the section will then be dedicated to some
preliminary results.

The Brownian loop measure. Our approach to Theorem 1.1 crucially relies on the Brownian
loop measure. Let us recall its definition and some important facts. As introduced by [10], the
Brownian loop measure on the plane C is defined by

µloop(dP) =
∫
C

dz

∫ ∞

0

dt

t

1
2πt

Pt,z,z(dP) (2.1)

where Pt,z,z denotes the probability law of a Brownian bridge from z to z with duration t. In this
paper, we consider standard Brownian motion with generator 1

2 ∆. We will view the measure µloop

as a measure on the following space of loops L:
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Definition 2.1 (Space of loops L). It is the space of unrooted loops, up to monotone time
reparametrisation. It is defined as the space of continuous maps from the unit circle S1 to C
where two maps P1 and P2 are identified if there exist θ0 ∈ [0, 2π] and an increasing bijection
σ : [0, 2π]→ [0, 2π] such that P1(ei(θ+θ0)) = P2(eiσ(θ)) for all θ ∈ [0, 2π]. We will endow L with the
following metric: for two loops P1 and P2, let

dL(P1,P2) = inf
θ0,σ

sup {|P1(ei(θ+θ0))− P2(eiσ(θ))|, θ ∈ [0, 2π]} (2.2)

where the infimum runs over θ0 ∈ [0, 2π] and increasing bijections σ : [0, 2π]→ [0, 2π]. We will then
use the topology and σ-algebra naturally associated to this metric.

Definition 2.2 (Space of self-avoiding loops Γ). It is the subset of L consisting of injective maps
S1 to C. We denote this space by Γ and we endow it with the metric dL (2.2) and the associated
topology and σ-algebra.

It will be convenient for us to consider loops as unrooted and up to time parametrisation since,
in this way, the loop measure µloop is conformally invariant [10]. We now mention a few more
important results. The push forward of the measure µloop by the map P ∈ L 7→ out(P) ∈ Γ is equal
to an SLE8/3 loop measure (measure on the space Γ) that we denote by νSLE [20]. Moreover, the
Brownian loop measure µloop factorises into

µloop(dP) =
∫

µloop(dP|γ)νSLE(dγ), (2.3)

where µloop(dP|γ) is now a probability measure: the Brownian loop measure “conditioned on the
event that the outer boundary agrees with γ”. Additionally and as shown in [14], if one conformally
maps the interior of γ to the unit disc D, the push forward of µloop(dP|γ) is now a probability
measure on loops in D that does not depend on γ, or on the specific choice of conformal map. See
Proposition 3.1 below for a precise statement.

Recovering the time parametrisation. Although we consider loops, and more generally paths,
up to time reparametrisation, we now explain that we can recover the original time parametrisation
deterministically from the path modulo parametrisation.

To recover the original time parametrisation, one simply needs to notice that the occupation
measure of a Brownian path P is solely a function of its trace K = P([0, T (P)]). Indeed, it is equal
to the Minkowski content of K with gauge function r 7→ 1

π r2| log r|2. That is, for any open set
A ⊂ C, ∫

A

Lx(P)dx = 1
π

lim
r→0
| log r| |A ∩ Kr|

where Kr is the r-enlargement of K, i.e. the set of points at distance at most r to K, and |A ∩ Kr|
denotes the Lebesgue measure of A ∩ Kr. A related and more difficult result by Taylor [19] states
that the occupation measure agrees with a constant multiple of the Hausdorff measure of the
path in the gauge x 7→ x2 log 1

x log log log 1
x . As a result, the occupation measure, and thus the

parametrisation of the path, can be recovered only from the path modulo time reparametrisation.
From now on, we will not mention time parametrisation any more and consider loops up to time
reparametrisation, i.e. work with the space L.

We now state a version of Theorem 1.1 for P sampled according to µloop(·|γ). It contains an
additional property ((2.4) below) that is reminiscent of the conformal invariance of µloop.

Theorem 2.3. For νSLE-almost all γ, and P sampled according to µloop(·|γ), the following holds.
• (Constant expectation) For all test function f : C→ R,

E
[ ∫

f(x)Lx(P)dx
]

= 5
π

∫
int(γ)

f. (2.4)

• (Constant boundary conditions) Let (fε)ε be a sequence of test functions fε : int(γ)→ R such
that

∫
fε = 1 and {fε ̸= 0} ⊂ {x ∈ int(γ), d(x, γ) < ε} for all ε > 0. Assume further that they

satisfy the integrability conditions of Assumption 1.2. Then∫
fε(x)Lx(P)dx

L1

−−−→
ε→0

5
π

. (2.5)

In the remaining of this section, we collect preliminary results that we will need in the paper.
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2.1 Green’s function and Poisson kernel
We recall the definition and some explicit expressions of the Green’s function and Poisson kernel
for ease of future reference. For any domain D, let GD be the Green’s function in D. In our
normalisation,

∀x, y ∈ D, GD(x, y) = 1
π

log |1− xȳ|
|x− y|

and ∀x, y ∈ H, GH(x, y) = 1
π

log |x− ȳ|
|x− y|

. (2.6)

Suppose that ∂D is smooth. Then for x ∈ D and z ∈ ∂D, the Poisson kernel is given by
HD(x, z) = limε→0 ε−1G(x, z + εnz), where nz is the inward unit normal vector of ∂D at z. We
have

∀x ∈ D,∀z ∈ ∂D, HD(x, z) = 1
2π

1− |x|2
|x− z|2

and ∀x ∈ H,∀z ∈ ∂H, HH(x, z) = Im(x)
π|x− z|2

. (2.7)

For z, w ∈ ∂D, let the boundary Poisson kernel be HD(z, w) = limε→0 ε−1HD(z + εnz, w). Under
this normalisation, we have

∀z, w ∈ ∂D, HD(z, w) = 1
π|z − w|2

and ∀z, w ∈ ∂H, HH(z, w) = 1
π(z − w)2 . (2.8)

The Green’s function and Poisson kernel are conformally invariant/covariant in the following sense.
For any conformal map f : D → D′, x, y ∈ D and z, w ∈ ∂D such that ∂D (resp. ∂D′) is locally
smooth near z and w (resp. near f(z) and f(z)),

GD′(f(x), f(y)) = GD(x, y), (2.9)

HD′(f(x), f(z)) = |f ′(z)|−1HD(x, z) and HD′(f(z), f(w)) = |f ′(z)|−1|f ′(w)|−1HD(z, w).
(2.10)

We will also use the explicit expression of the Poisson kernel in a horizontal strip R + i(0, πh)
where h > 0: for all x ∈ R + i(0, πh) and x0 ∈ R,

HR+i(0,πh)(x, x0) = 1
2πh

sin(Im x/h)
cosh((Re x− x0)/h)− cos(Im x/h) , (2.11)

HR+i(0,πh)(x, x0 + iπh) = 1
2πh

sin(Im x/h)
cosh((Re x− x0)/h) + cos(Im x/h) . (2.12)

See for instance [21]. (Thanks to the change of coordinate formula (2.10), this amounts to finding
an explicit expression for a conformal transformation mapping the strip to the upper half plane, or
the unit disc.) The boundary Poisson kernel is given by: for all x1, x2 ∈ R,

HR+i(0,πh)(x1, x2) = HR+i(0,πh)(x1 + iπh, x2 + iπh) = 1
2πh2

1
cosh((x1 − x2)/h)− 1 , (2.13)

HR+i(0,πh)(x1 + iπh, x2) = HR+i(0,πh)(x1, x2 + iπh) = 1
2πh2

1
cosh((x1 − x2)/h) + 1 . (2.14)

Moreover, for all x ∈ R + i(0, πh),∫
R

HR+i(0,πh)(x, x0) dx0 = 1− Im(x)
πh

. (2.15)

Indeed, the left hand side corresponds to the probability that a 1D Brownian motion starting at
Im(x) hits 0 before πh. The latter turns out to be equal to the right hand side term of (2.15).

2.2 Hulls and conformal maps
We call a bounded subset A ⊂ H a H-hull if A = H ∩A and H \A is simply connected. For every
H-hull A, there is a unique conformal transformation gA from H \A onto H with

lim
z→∞

[gA(z)− z] = 0.

We recall the following result:
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Lemma 2.4 (Proposition 3.38, [6]). Suppose that A is a H-hull, (Bt)t≥0 is a planar Brownian
motion, and let τ be the smallest t such that Bt ∈ R ∪A. Then for all z ∈ H \A,

Im(z) = Im(gA(z))− Ez[Im(Bτ )].

The following lemma is the main result of this section. It gives a quantitative control on the
distance between gA and the identity map, for points not too close to the set A. For ε > 0, let

R1 = {x + iy : x ∈ [−1, ε], y ∈ [0, ε]} and R2 = {x + iy, x ∈ [−1− ε, 2ε], y ∈ [0, 2ε]}. (2.16)

Lemma 2.5. There exists c <∞ such that if ε ≤ 1/10 and A is a H-hull contained in the rectangle
R1, then for all z ∈ H \R2, we have

|gA(z)− z| ≤ cε| log ε|. (2.17)

Proof. Many ideas of this proof come from [6, Proposition 3.50]. Let h(z) = z − gA(z) and v(z) =
Im(h(z)). Note that v(z) is harmonic. By Lemma 2.4, we have v(z) ≥ 0. Let r = dist(z,R ∪ A).
For all ζ ∈ B(z, r), we have

v(ζ) =
∫

∂B(z,r)
v(w)F (ζ, w)|dw|, where F (ζ, w) = 1

2πr
Re

(
w + ζ − 2z

w − ζ

)
.

Letting ζ = x + iy, we have |∂xF (ζ, w)|ζ=z ≤ 1/(πr2) and |∂yF (ζ, w)|ζ=z ≤ 1/(πr2). Therefore

|∂xv(z)| ≤
∫

∂B(z,r)
v(w)(πr2)−1|dw| = 2v(z)/r,

and similarly |∂xv(z)| ≤ 2v(z)/r. This implies |h′(z)| ≤ 2
√

2v(z)/r. Since h(z)→ 0 as y →∞, we
have

|h(z)| ≤
∫ ∞

y

|h′(x + iu)|du ≤ 2
√

2
∫ ∞

y

v(x + iu) dist(x + iu,R ∪R)−1du. (2.18)

We now bound the value of v(x + iu) using Lemma 2.4. We distinguish a few cases. There exists a
constant c > 0 such that the following holds.

1. If u ≥ 1, then v(x + iu) ≤ cε/u.
2. If x ∈ (−∞,−1− ε], then let r = −1− x ≥ ε. We have v(x + iu) ≤ cεu/r2 for u ∈ (0, r2] and

v(x + iu) ≤ ε for u ∈ (r2, 1].
3. If x ∈ [2ε,∞), then let r = x − ε ≥ ε. We have v(x + iu) ≤ cεu/r2 for u ∈ (0, r2] and

v(x + iu) ≤ ε for u ∈ (r2, 1].
4. If x ∈ [−1− ε, 2ε] and u ∈ [2ε, 1], then v(x + iu) ≤ ε.

Now, if x ∈ (−∞,−1− ε], then let r = −1− x ≥ ε. We plug the bounds 1 and 2 into (2.18), and
get that there exist c1, c2 > 0, such that for all z ∈ H with Rez = x ∈ (−∞,−1− ε],

|h(z)| ≤ c1

∫ r2

0
ε/r2du + c1

∫ 1

r2
εu−1du + c1

∫ ∞

1
εu−2du ≤ c2ε| log ε|.

If x ∈ [2ε,∞), then let r = x− ε ≥ ε. We plug the bounds 1 and 3 into (2.18), and get similarly for
all z ∈ H with Rez = x ∈ [2ε,∞) that |h(z)| ≤ c2ε| log ε|. If x ∈ [−1− ε, 2ε] and u ≥ 2ε, then we
plug the bounds 1 and 4 into (2.18), and get for all z with Rez = x ∈ [−1− ε, 2ε] and Imz ≥ 2ε,

|h(z)| ≤ c1

∫ 1

2ε

ε/(u− ε)du + c1

∫ ∞

1
εu−1(u− ε)−1du ≤ c2ε| log ε|.

This completes the proof.

We now state a consequence of Lemma 2.5 that we will use later. Recall that the rectangles R1
and R2 are defined in (2.16).
Corollary 2.6. There exists c1 > 0 such that the following holds. Let ε ∈ (0, 1/10) and suppose
that γ is a curve parametrized by [0, τ ] with γ(0) = 0, γ(τ) ∈ [−1,−1 + iε] and γ([0, τ ]) ⊂ R1.
Let f be the unique conformal map from H \ γ([0, τ ]) onto H with f(0+) = 0, f(γ(τ)) = −1 and
f(∞) =∞. Then for all z ∈ H \R2, we have

|z − f(z)| ≤ c1ε| log ε|.
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Proof. Let g be the unique conformal map from H \ γ([0, τ ]) onto H with limz→∞[g(z)− z] = 0. By
Lemma 2.5, we know that there exists a constant c > 0, such that for all ε ≤ 1/10, almost surely
on the event Eε, for all z ∈ H \R2, we have

|g(z)− z| ≤ cε| log ε|. (2.19)

Note that f(z) = (g(z) − g(0+))/(g(0+) − g(γ(τ))). To conclude, it suffices to show that there
exists c > 0 such that

|g(0+)| ≤ c2ε| log ε| and |g(γ(τ))− (−1)| ≤ cε| log ε|. (2.20)

Note that

|g(0+)| ≤ |g(2ε)− 2ε|+ 2ε + |g(2ε)− g(0+)| (2.21)

Let B be a Brownian motion and let σ be the first time t that Bt hits R ∪ γ([0, τ ]). Let σ0 be the
first time t that Bt hits R. Then

g(2ε)− g(0+) = lim
y→∞

πyPiy[g(Bσ) ∈ [g(0+), g(2ε)]] = lim
y→∞

πyPg−1(iy)[Bσ ∈ [0, 2ε]]

= lim
y→∞

πyPiy[Bσ ∈ [0, 2ε]] ≤ lim
y→∞

πyPiy[Bσ0 ∈ [0, 2ε]] = 2ε. (2.22)

Plugging (2.19) and (2.22) into (2.21), we get |g(0+)| ≤ c1ε| log ε| for some c1 > 0. We also have

|g(γ(τ))− (−1)| ≤ |g(−1− ε)− (−1− ε)|+ ε + |g(−1− ε)− g(γ(τ))|. (2.23)

Let I be the union of [−1− ε, 0] together with the left hand-side of γ([0, τ ]). We have

g(γ(τ))− g(−1− ε) = lim
y→∞

πyPiy[Bσ ∈ I].

Let σ1 be the first time t that Bt hits R ∪ [−1, γ(τ)] ∪ γ([0, τ ]). Let I1 be the union of [−1− ε,−1]
with the left-hand side of [−1, γ(τ)]. Then Piy[Bσ ∈ I] ≤ Piy[Bσ1 ∈ I1]. Let σ2 be the first time t
that Bt hits R ∪ [−1, γ(τ)]. Then Piy[Bσ1 ∈ I1] ≤ Piy[Bσ2 ∈ I1], hence

g(γ(τ))− g(−1− ε) ≤ lim
y→∞

πyPiy[Bσ2 ∈ I1] = g̃(γ(τ))− g̃(−1− ε),

where g̃ is the unique conformal map from H \ [−1, γ(τ)] onto H with limz→∞[g̃(z)− z] = 0. Let
δ = |γ(τ)| ∈ [0, ε], then g̃(z) = ((z + 1)2 + δ2)1/2 − 1, and g̃(γ(τ)) − g̃(−1 − ε) =

√
ε2 + δ2 ≤ 2ε.

This implies g(γ(τ))− g(−1− ε) ≤ 2ε. Plugging it back into (2.23), adjusting c1 if necessary, we
get |g(γ(τ))− (−1)| ≤ c1ε| log ε|. This completes the proof of (2.20) and thus of Corollary 2.6.

3 Conditioning a loop on a portion of its outer boundary
Let us start by recalling a result that we already alluded to.

Proposition 3.1 (Proposition 3.6, [14]). There exists a probability measure Pwired
D,∂D on the space of

loops {P ∈ L : P ⊂ D} which is invariant under any conformal map of the unit disc and such that
the following holds. For νSLE-almost all γ, the following holds. Let φγ : D→ int(γ) be a conformal
transformation. Then the push forward of Pwired

D,∂D by φγ is distributed according to µloop(·|γ) (2.3).

The probability law Pwired
D,∂D was denoted by Pint in [14]. Informally, it corresponds to the law of

a Brownian loop P ∼ µloop conditioned on the event that its outer boundary agrees with the unit
circle. Let φ : D→ H be a conformal map. We will denote by Pwired

H,R the push forward of Pwired
D,∂D by

φ. By conformal invariance of Pwired
D,∂D , Pwired

H,R does not depend on our specific choice of conformal
map φ.

In this section, and inspired by [14], we will explain how to explore only partially the outer
boundary of a Brownian loop. We will define in this way a loop wired only on a portion of the
boundary that satisfies one-sided conformal restriction with parameter α = 5/8; see Lemma 3.2.
We will then show that this partially wired Brownian loop can be decomposed as the concatenation
of a locally finite point process of Brownian excursions. This will be the content of Proposition 3.3
which is the main result of this section. We will carry out this procedure through the Brownian
bubble measure, introduced in [5] and [10].
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Brownian bubble measure The Brownian bubble measure in the upper half plane H rooted
at 0 is defined as

µ0,bub
H = lim

ε→0

π

ε
HH(iε, 0)Piε,0

H , (3.1)

where Piε,0
H is the probability measure on Brownian excursions in H from iε to 0 and HH(iε, 0) is

the Poisson kernel in H from iε to 0. For x, y ∈ R, we also denote by µx+iy,bub
H+iy the bubble measure

in H + iy rooted at x + iy (obtained from µ0,bub
H by translation). The following decomposition (see

[10, Proposition 7]) relates the Brownian bubble measure to the Brownian loop measure

µloop = 1
π

∫ ∞

−∞

∫ ∞

−∞
µx+iy,bub
H+iy dxdy. (3.2)

It was shown in [5] that if P is distributed according to µ0,bub
H , then out(P) is distributed according

to a constant times of SLE8/3 bubble measure. More precisely, we define the SLE8/3 bubble measure
as

ν0,bub
H := lim

ε→0
ε−2PSLE

0,ε ,

where PSLE
0,ε is the probability measure on SLE8/3 curves in H from 0 to ε. Note that ν0,bub

H and
µ0,bub
H are infinite measures, but are finite when we restrict to big loops.

Suppose that P1 is a Brownian bubble sampled according to the probability measure obtained
by renormalizing µ0,bub

H restricted to loops that intersect −1 + iR:

P1 ∼ µ0,bub
H (dP)1{P∩(−1+iR)̸=∅}/µ0,bub

H ({P : P ∩ (−1 + iR) ̸= ∅}). (3.3)

We regard γ := out(P1) as a curve from 0 to 0 oriented clockwise and we define

τ := inf{t > 0 : γ(t) ∈ −1 + iR}. (3.4)

Let f be the unique conformal map from H \ γ([0, τ ]) onto H with f(0+) = 0, f(γ(τ)) = −1 and
f(∞) =∞.
Lemma 3.2. The law of f(P1) is invariant under all conformal maps from H onto itself that fixes
−1, 0, and satisfies one-sided conformal restriction with parameter α = 5/8. We will denote this
law by Pwired

H,[−1,0].

We define Pwired
H,I for any interval I ̸= R as the image of Pwired

H,[−1,0] under a conformal map from H
onto itself that maps [−1, 0] to I.

Proof. By definition of the SLE8/3 bubble measure, the image under f of the part of γ after τ is
distributed as a chordal SLE8/3 curve γ̃ in H from −1 to 0. The law of γ̃ is invariant under all
conformal maps from H onto itself that fixes −1, 0, and satisfies one-sided conformal restriction
with parameter 5/8 (see [5]). By Proposition 3.1 and (3.2), we know that f(P1) has the same law
as the following random object: We first sample a chordal SLE8/3 curve γ̃ in H from −1 to 0. In
the bounded connected component C(γ̃) of H \ γ̃, we choose a random point z, say uniformly in
C(γ̃). Let φ be the conformal map from D onto C(γ̃) with φ(0) = z and φ(1) = 0. Let K be an
independent set with law Pwired

D,∂D . Then φ(K) has the same law as f(P1). Due to the conformal
invariance of Pwired

D,∂D and γ̃, we can deduce that the law of φ(K) is invariant under all conformal
maps from H onto itself that fixes −1, 0.

We can now state and prove the main result of this section.
Proposition 3.3. Let P be distributed as Pwired

H,[0,1]. Then P is the concatenation of a locally finite
point process of Brownian excursions in H with endpoints in [0, 1].
Remark 3.4. By “locally finite”, we mean that for any δ > 0, there are a.s. finitely many excursions
with diameter ≥ δ. By “point process”, we mean that given the pairs of endpoints of the excursions,
the excursions are distributed as independent Brownian excursions in H connecting those endpoints.
By “concatenation”, we mean that these excursions come with a natural cyclic ordering allowing us
to glue them together to recover the unrooted loop modulo time parametrisation. Note however
that this cycling ordering is a priori not measurable w.r.t. the point process of excursions. This
proposition is analogous to [15, Lemma 9] where a similar result is proved for a Brownian loop soup
wired on the entire boundary.
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Figure 3.1: On the left, we depict the decomposition of a Brownian bubble P, where the event Eε

occurs. The excursions in (1) (2) (3) are respectively drawn in blue, red and green. The picture on the
left is mapped by f to the picture on the right.

Proof of Proposition 3.3. The “locally finite” property immediately follows from the fact that
that P is a continuous loop. To prove the “point process” property, we first make the following
decomposition for a loop P1 distributed according to (3.3). See Figure 3.1 for an illustration. Fix
δ > 2ε > 0. As in (2.16), let R2 be the rectangle with corners −1− ε and 2ε + 2εi and let R3 be
the rectangle with corners −1− δ and δ + iδ. Then P1 can be decomposed as the concatenation of

(1) a finite number of excursions in H \R2 which have both endpoints on ∂R2, and intersect ∂R3;
(2) excursions in R3 that connect the endpoints of the excursions in (1);
(3) an excursion in R3 from 0 to an endpoint of an excursion in (1), and an excursion in R3 from

an endpoint of an excursion in (1) back to 0.
The strong Markov property of Brownian path measures ensures that given the endpoints, the
excursions in (1) are distributed as independent Brownian excursions in H \R2 that are conditioned
to intersect ∂R3.

Lemma 3.2 and its proof allow us to decompose P1 into three independent random objects: the
curve γ([0, τ ]) (see (3.4)), the curve γ̃ distributed as an SLE8/3 from −1 to 0, and K distributed as
Pwired
D,∂D . As before, we will denote by f the unique conformal map from H \ γ([0, τ ]) onto H with

f(0+) = 0, f(γ(τ)) = −1 and f(∞) =∞. Consider the event

Eε = {γ([0, τ ]) ⊂ R1}. (3.5)

This event is determined by (2) and (3), and is independent from the excursions in (1) (conditionally
on their endpoints which are determined by (2) and (3)).

The event Eε only depends on γ([0, τ ]), not on γ̃ nor on K. Because f(P1) is independent
from γ([0, τ ]), the law of f(P1) conditioned on Eε is the same as its unconditioned law, which is
Pwired
H,[−1,0]. Now, let R̃2 := f(R2) and R̃3 = f(R3) which are independent of f(P1) (they only depend

on γ([0, τ ])). We have therefore proved the following statement: Suppose P is sampled w.r.t. the
law Pwired

H,[−1,0]. Suppose R̃2 and R̃3 are sampled according to f(R2) and f(R3) conditioned on Eε,
independently from P. Then P can be decomposed into three parts:
(1’) a finite number of excursions in H \ R̃2 which have both endpoints on ∂R̃2, and intersect ∂R̃3;
(2’) excursions in R̃3 that connect the endpoints of the excursions in the previous bullet point;
(3’) an excursion in R̃3 from 0 to an endpoint of an excursion in (1), and an excursion in R̃3 from

an endpoint of an excursion in (1) back to 0.
Moreover, let E1 be the set of excursions in (1’). Conditionally given the endpoints of the excursions,
E1 is distributed as a set of independent Brownian excursions in H \ R̃2 connecting their endpoints
on ∂R̃2 and conditioned to intersect ∂R̃3.

Let E be the collection of excursions away from [−1, 0] induced from P. Let E(R3) be the
collection of excursions in E that intersect ∂R3. Note that both E1 and E(R3) are finite sets, due
to the “local finiteness”. Corollary 2.6 ensures that ∂R̃2 converges a.s. to the segment [−1, 0] and
∂R̃3 converges a.s. to ∂R3, both w.r.t. the Hausdorff distance, as ε→ 0. Therefore, E1 converges to
E(R3) as ε → 0, in the following sense: For ε small enough, there is a bijection between E1 and
E(R3). Moreover, each excursion in E1 is a subset of the corresponding excursion in E(R3) and
it converges to a corresponding excursion in E(R3) w.r.t. the Hausdorff distance. This implies
that given the endpoints of the excursions, E(R3) is distributed as a set of independent Brownian
excursions in H connecting their endpoints on [−1, 0] and conditioned to intersect ∂R3. Since this
is true for any δ > 0, it implies the proposition.
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Notation 3.5. A loop P sampled according to Pwired
D,∂D is the concatenation of countably many

Brownian excursions in D with endpoints in ∂D. Let us denote by E∂D such a collection of
excursions. For each excursion e ∈ E∂D, let a(e) and b(e) be its end points. For symmetry purposes,
a(e) is randomly chosen to be one of the two endpoints with equal probability 1/2 and b(e) is the
other endpoint. Similarly, if P ∼ Pwired

H,R (resp. P ∼ Pwired
H,I for some interval I ⊂ R), then P is the

concatenation of countably many excursions in H that we denote by ER (resp. EI).

Consequences of Lemma 3.2 and Proposition 3.3. We now list a few important
consequences of the Lemma 3.2 and Proposition 3.3 that were derived in [3].
Corollary 3.6. Let α = 5/8 be the conformal restriction parameter. For all r > 0,

E
[ ∑

e∈ER−

(a(e)− b(e))2r2

(r − a(e))2(r − b(e))2

]
= α. (3.6)

For all 0 < r1 < r2,

2E
[ ∑

e∈ER−

(a(e)− b(e))2

(r1 − a(e))2(r2 − b(e))2(r1 − r2)2

]
+ E

[ ∑
e1 ̸=e2∈ER−

∏
j=1,2

(a(ej)− b(ej))2

(rj − a(ej))2(rj − b(ej))2

]
= α

r2
1(r1 − r2)2 + α

r2
2(r1 − r2)2 + α(α− 1)

r2
1r2

2
. (3.7)

Proof. By Lemma 3.2 and Proposition 3.3, ER− is a locally finite point process of Brownian
excursions and its filling satisfies one-sided conformal restriction with exponent α. As shown in [3]
(see in particular [3, Remark 6.6]), these two properties yield the identities (3.6) and (3.7).

Corollary 3.7. There exists C > 0 such that the following holds. Let I1, I2 ⊂ R be any intervals
with respective lengths r1 and r2. Then,

E
[ ∑

e∈ER
a(e)∈I1,b(e)∈I2

(a(e)− b(e))2
]
≤ Cr1r2. (3.8)

Moreover, if in addition I1 ⊂ I2, then

E
[( ∑

e∈ER
a(e)∈I1,b(e)∈I2

(a(e)− b(e))2
)2]
≤ Cr1r3

2. (3.9)

Proof. (3.8) is the analogue of [3, Lemma 6.20] and follows from (3.6). See [3, Section 6.4] for
details. Moving to the proof of (3.9), we first notice that, by scaling and translation, the left hand
side of (3.9) is equal to

r4
2E

[( ∑
e∈ER

a(e)∈I′
1,b(e)∈[0,1]

(a(e)− b(e))2
)2]

where I ′
1 ⊂ [0, 1] is an interval of length r1/r2. By the analogue of [3, Lemma 6.19] which is derived

from (3.7), the above expectation is at most Cr1/r2 which concludes the proof.

Corollary 3.8. There exists C > 0, such that for all x, y ∈ H,

lim sup
r→0

| log r|2P (∃e, e′ ∈ ER, e ∩B(x, r) ̸= ∅, e′ ∩B(y, r) ̸= ∅) ≤ C max(1, GH(x, y)).

Proof. This result is the analogue of [3, Proposition 6.4] and follows from Corollary 3.7. See [3,
Section 6.5] for details.

4 Proof of Theorems 1.1 and 2.3
The goal of this section is to prove our main result, Theorem 1.1 and its analogue Theorem 2.3 for
a Brownian loop. We start in Section 4.1 by showing that Theorem 2.3 implies Theorem 1.1. We
will further reduce the problem by showing that Theorem 2.3 follows from a third version of this
result, Theorem 4.3 below.
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4.1 Reduction
We first state a version of Theorem 2.3 for P ∼ Pwired

D,∂D . We will need to consider the following
assumption on a sequence (fε)ε of test functions fε : D→ R:

Assumption 4.1. For all ε > 0, fε is compactly supported in {x ∈ D : d(x, ∂D) < ε} and
∫
D fε = 1.

Moreover,

sup
ε

∫
D×D

max(1,− log |x− y|)fε(x)fε(y)dxdy <∞, (4.1)

and lim
δ→0

lim sup
ε→0

∫
D×D

1{|x−y|<δ} max(1,− log |x− y|)fε(x)fε(y)dxdy = 0. (4.2)

Example 4.2. If f : C→ R is a smooth test function compactly supported in D with
∫

f = 1, then
one can check that the sequence fε : x ∈ D 7→ 1

ε f( 1−|x|
ε

x
|x| ), ε > 0, satisfies Assumption 4.1. For

instance, (4.1) boils down to the fact that the integral∫
D×D

max
(

1,− log
∣∣∣ x

|x|
− y

|y|

∣∣∣)f(x)f(y)dxdy

is finite (a logarithmic singularity is integrable in dimension 1).

Theorem 4.3. Consider a loop P sampled according to Pwired
D,∂D (see Proposition 3.1).

• (Constant expectation) For all test function f ,

Ewired
D,∂D

[ ∫
f(x)Lx(P)dx

]
= 5

π

∫
D

f. (4.3)

• (Constant boundary conditions) Let (fε)ε be a sequence of test functions satisfying Assump-
tion 4.1. Then ∫

fε(x)Lx(P)dx
L1(Pwired

D,∂D )
−−−−−−→

ε→0

5
π

. (4.4)

The proof of Theorem 2.3 assuming Theorem 4.3 will essentially follow from the following lemma.
Together with Example 4.2, this lemma also gives a wide family of examples of test functions
satisfying Assumption 1.2.

Lemma 4.4. For νSLE-almost all γ and any conformal map φγ : int(γ)→ D, there exist a constant
c = c(γ) ∈ (0,∞) and a deterministic exponent h > 0 such that the following holds.

• If (fε)ε is a sequence of test functions satisfying Assumption 1.2, then (f̃ε)ε satisfies Assumption
4.1 where, for ε > 0,

f̃ε : y ∈ D 7−→ f(cε)1/h(φ−1
γ (y))|(φ−1)′(y)|2. (4.5)

• Conversely, if (f̃ε)ε is a sequence of test functions satisfying Assumption 4.1, then (fε)ε

satisfies Assumption 1.2 where, for ε > 0,

fε : x ∈ int(γ) 7−→ f̃(cε)1/h(φγ(x))|φ′
γ(x)|2. (4.6)

Proof of Lemma 4.4. The key property is that for νSLE-almost all γ, φγ and φ−1
γ are uniformly

Hölder continuous: there exists c = c(γ) ∈ (0,∞) and h > 0 such that for all y, y′ ∈ D and
x, x′ ∈ int(γ),

|φ−1
γ (y)− φ−1

γ (y′)| ≤ c−1|y − y′|h and |φγ(x)− φγ(x′)| ≤ c−1|x− x′|h. (4.7)

Indeed, γ is locally an SLE8/3 curve and the map uniformising the complement of an SLEκ curve is
known to be Hölder continuous when κ < 4; see [17] (see also [2] for the optimal Hölder exponent h).

Now, consider a sequence of test functions (fε)ε satisfying Assumption 1.2 and define f̃ε as in
(4.5) with c and h as above. The inequality (4.7) for φγ together with the fact that the support of
fε is contained in {x ∈ int(γ) : d(x, γ) < ε} implies that f̃ε is supported in {y ∈ D : d(y, ∂D) < ε}.
The fact that

∫
D f̃ε = 1 follows directly from the fact that

∫
int(γ) fε = 1 together with a change of
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variable. Finally, to check (4.1), we compute with the help of the change of variables y = φγ(x),
y′ = φγ(x′) and ε̃ = (cε)1/h:

sup
ε

∫
D×D

max(1,− log |y − y′|)f̃ε(y)fε(y′)dydy′

= sup
ε̃

∫
int(γ)×int(γ)

max(1,− log |φγ(x)− φγ(x′)|)fε̃(x)fε̃(x′)dxdx′

≤ C sup
ε̃

∫
int(γ)×int(γ)

max(1,− log |x− x′|)fε̃(x)fε̃(x′)dxdx′.

In the last inequality we used that φγ is Hölder. The above right hand side is bounded by assumption
on (fε)ε. This shows that (f̃ε)ε satisfies (4.1). (4.2) is similar. This concludes the proof that (f̃ε)ε

satisfies Assumption 4.1. The reverse direction is analogous.

We now prove Theorem 2.3 assuming Theorem 4.3.

Proof of Theorem 2.3, assuming Theorem 4.3. Let γ be a continuous simple loop and P be sampled
according to µloop(·|γ), as in the statement of Theorem 2.3. Let φγ : int(γ) → D be any fixed
conformal map. Recall that P int := φγ(P) is distributed according to Pwired

D,∂D and is independent of
γ; see Proposition 3.1.

Let f be a test function. By doing the change of variables x = φ−1
γ (y), we have

E
[ ∫

f(x)Lx(P)dx
∣∣∣γ]

= E
[ ∫

D
f(φ−1

γ (y))Lφ−1(y)(φ−1
γ (P int))|(φ−1)′(y)|2dy

∣∣∣γ]
.

Because Lφ−1(y)(φ−1
γ (P int))dy = Ly(P int)dy a.s. and because P int is independent of γ, we have by

Theorem 4.3, (4.3), that the right hand side equals to
5
π

∫
D

f(φ−1
γ (y))|(φ−1)′(y)|2dy = 5

π

∫
int(γ)

f(x)dx.

This proves (2.4).
Moving to the proof of (2.5), let (fε)ε be a sequence of test functions satisfying Assumption 1.2.

By Lemma 4.4, the sequence (f̃ε)ε defined in (4.5) satisfies Assumption 4.1. We can thus perform the
same change of variables as above and use Theorem 4.3, (4.4), to deduce that

∫
fε(x)Lx(P)dx→ 5

π
in L1. This concludes the proof.

Finally, we prove Theorem 1.1, assuming Theorem 2.3:

Proof of Theorem 1.1, assuming Theorem 2.3. For t > 0 and z ∈ C, we denote by νz,t the push
forward of Pt,z,z by the map P ∈ L 7→ out(P) ∈ Γ, where we recall that Pt,z,z is the probability law
of a Brownian bridge from z to z with duration t and the spaces L and Γ are defined in Definitions
2.1 and 2.2 respectively. Since νSLE is the push forward of µloop by the map P 7→ out(P) [20], and
by the identity (2.1), the probability measures νz,t are related to νSLE by

νSLE =
∫
C

dz

∫ ∞

0

dt

t

1
2πt

νz,t.

Let z ∈ C, t > 0 and γ be a continuous self-avoiding loop. Let (fε)ε be a sequence of test functions
fε : int(γ)→ R satisfying Assumption 1.2. Let Ez,t(γ) be the event that∫

fε(x)Lx(P)dx −−−→
ε→0

5
π

in L1(Pt,z,z(·|γ)).

By translation and scaling, νz,t(Ez,t(γ)) does not depend on z or t and we know by Theorem 2.3
that ∫

C
dz

∫ ∞

0

dt

t

1
2πt

νz,t(Ez,t(γ)c) = 0.

Hence νz,t(Ez,t(γ)) = 1, that is to say, Theorem 1.1 holds for νz,t-almost all γ, for P ∼ Pt,z,z(·|γ).
We now specify this result to z = 0 and t = 2 and cut the Brownian bridge P = (Pt)t∈[0,2] into

two pieces P1 = (Pt)t∈[0,1] and P2 = (P1+t)t∈[0,1]. Notice that, for almost all realisations of P1,
conditionally on P1, the probability that P2 stays in int(out(P1)) and at a positive distance to
out(P1) is positive. On this event, the outer boundaries of P and P1 coincide and their respective
local times in the vicinity of out(P) also agree. Therefore, Theorem 1.1 also holds for P1. Since P1

is mutually absolutely continuous with respect to a Brownian motion starting at 0 of duration 1, it
concludes the proof.
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The rest of this section is dedicated to the proof of Theorem 4.3. The proofs of (4.3) and (4.4)
will be obtained in Sections 4.2 and 4.3 respectively.

4.2 First moment - Proof of (4.3)
Lemma 4.5. The measure Ewired

D,∂D [Lx(P)dx] possesses a density with respect to Lebesgue measure
in D given by

x ∈ D 7−→ 1
π
E

[ ∑
e∈E∂D

HD(x, a(e))HD(x, b(e))
HD(a(e), b(e))

]
. (4.8)

With a slight abuse of notation, we will denote this density by x ∈ D 7→ Ewired
D,∂D [Lx(P)]. Moreover,

for all x ∈ D, we have

Ewired
D,∂D [Lx(P)] = 1

π
lim
r→0
| log r|Pwired

D,∂D (P ∩B(x, r) ̸= ∅). (4.9)

Proof. (4.9) is a consequence of the standard fact that the occupation measure of P coincides with
its Minkowski content in the gauge r 7→ 1

π r2| log r|. To check that the multiplicative constant 1
π

is correct, one can look at the limit as r → 0 of | log r| times the probability that a Brownian
motion starting at x ∈ D hits B(y, r) before ∂D. This limit is equal to πGD(x, y) and in particular
diverges like − log |x− y| as x− y → 0 (recall that GD is defined in (2.6)). On the other hand, the
Green’s function diverges like − 1

π log |x− y| which explains the multiplicative factor 1
π appearing

in (4.9). For (4.8), a small calculation first gives that for any distinct boundary points a, b ∈ ∂D,
the expectation of the occupation measure of a Brownian excursion from a to b in D possesses a
density w.r.t. Lebesgue measure on D given by

x ∈ D 7−→ 1
π

HD(x, a)HD(x, b)
HD(a, b) .

(4.8) is then obtained by Fubini.

Corollary 4.6. Ewired
D,∂D [Lx(P)] does not depend on x ∈ D. We will denote this common value by λ0.

We will show in Lemma 4.8 below that λ0 = 5/π.

Proof. Let x, y ∈ D and let φ : D→ D be a conformal transformation mapping x to y. By Lemma
4.5 and conformal invariance of E∂D (see Proposition 3.1) and then by performing a change of
variable e′ = φ(e), we have

Ewired
D,∂D [Ly(P)] = 1

π
E

[ ∑
e′∈φ(E∂D)

HD(y, a(e′))HD(y, b(e′))
HD(a(e′), b(e′))

]
= 1

π
E

[ ∑
e∈E∂D

HD(y, φ(a(e)))HD(y, φ(b(e)))
HD(φ(a(e)), φ(b(e)))

]
.

By conformal covariance of the Poisson kernel (see (2.10) and notice that the derivatives of φ at
the points a(e) and b(e) cancel out), we deduce that

Ewired
D,∂D [Ly(P)] = 1

π
E

[ ∑
e∈E∂D

HD(x, a(e))HD(x, b(e))
HD(a(e), b(e))

]
= Ewired

D,∂D [Lx(P)]

by Lemma 4.5. This concludes the proof.

Recall that we denote by Γ the space of self-avoiding loops; see Definition 2.2.
Lemma 4.7. For any measurable function F : Γ→ [0,∞],∫

dµloop(℘)F (out(℘))Lx(℘)dx = λ0

∫
dνSLE(γ)F (γ)1{x∈int(γ)}dx. (4.10)

Proof. Let F : Γ → [0,∞] be a measurable function. By Proposition 3.1, the left hand side of
(4.10) is equal to ∫

dνSLE(γ)F (γ)1{x∈int(γ)}Ewired
D,∂D [Lx(φγ(P))dx],

where φγ is any conformal transformation mapping int(γ) to D. The proof then follows from the
fact that

Ewired
D,∂D [Lx(φγ(P))dx] = Ewired

D,∂D [Lφ−1
γ (x)(P)dx] = λ0dx

where the last equality is obtained by Corollary 4.6.
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Lemma 4.8. λ0 = 5/π.

Proof. Let us denote by Q = [0, 1]2 and let ε > 0. We apply the relation (4.10) to F (γ) =
1{γ⊂Q,diam(γ)>ε}. Since for any loop ℘,

∫
Lx(℘)dx = T (℘), integrating the relation (4.10) over

x ∈ Q yields∫
µloop(d℘)1{℘⊂Q,diam(℘)>ε}T (℘) = λ0

∫
µloop(d℘)1{℘⊂Q,diam(℘)>ε}Area(int(℘)). (4.11)

We are going to show that

lim
ε→0

1
| log ε|

∫
µloop(d℘)1{℘⊂Q,diam(℘)>ε}T (℘) = 1

π
(4.12)

and
lim
ε→0

1
| log ε|

∫
µloop(d℘)1{℘⊂Q,diam(℘)>ε}Area(int(℘)) = π

5 ×
1
π

. (4.13)

Together with (4.11) this will imply that λ0 = 5/π as claimed. As already alluded to, the proof
of (4.13) relies on a result of Garban and Trujillo Ferreras [1] concerning the expected area of the
domain delimited by a Brownian bridge.

Let us start with the proof of (4.12). We are going to show that we can essentially replace
the conditions that ℘ ⊂ Q and diam(℘) > ε by the conditions that its root belongs to Q and its
duration belongs to [ε2, 1]. By definition of µloop (2.1), the resulting integral will be explicitly given
by: ∫

Q

dz

∫ 1

ε2

dt

t

1
2πt
× t = 1

π
| log ε|

which is consistent with (4.12). We now make this reasonning precise. By definition of µloop, the
left hand side of (4.11) is equal to∫ ∞

0
dt

∫
Q

dx
1

2πt
Pt,x,x(℘ ⊂ Q, diam(℘) > ε). (4.14)

If t ≥ 1, we bound
1

2πt
Pt,x,x(℘ ⊂ Q, diam(℘) > ε) ≤ 1

2πt
Pt,x,x(℘ ⊂ Q) = pQ(t, x, x)

where pQ is the heat kernel in Q. Because t 7→ supx∈Q pQ(t, x, x) decays exponentially fast, this shows
that the contribution of the integral from 1 to ∞ is bounded, uniformly in ε. If t ∈ [ε2| log ε|−2, 1],
then we simply bound the probability in (4.14) by 1, showing that the contribution of the integral
for t ∈ [ε2| log ε|−2, 1] is at most∫ 1

ε2| log ε|−2

dt

2πt
= 1

π
(| log ε|+ log | log ε|).

Finally, if t ≤ ε2| log ε|−2, we bound the probability in (4.14) by Pt,x,x(diam(℘) > ε). The x-
projection and y-projection of a 2D Brownian bridge are two (independent) 1D Brownian bridges. If
the 2D bridge has a diameter larger than ε, then at least one of the two 1D bridges has a diameter
larger than ε/

√
2. Moreover, by symmetry, the probability that the diameter of a 1D bridge exceeds

ε/
√

2 is at most twice the probability that its maximum exceeds 2−3/2ε (compared to the starting
point). By the reflection principle, this latter probability equals e−ε2/(4t); see e.g. (3.40) in [4]. The
contribution of the integral for t ∈ [0, ε2| log ε|−2] is then at most∫ ε2| log ε|−2

0

1
2πt
× 4e− ε2

4t dt =
∫ | log ε|−2

0

2
πt

e− 1
4t dt

which goes to 0 as ε → 0. Altogether, we have obtained the upper bound of (4.12). The lower
bound can be obtained in a similar manner, showing (4.12).

We now move to the proof of (4.13). By definition of µloop,∫
µloop(d℘)1{℘⊂Q,diam(℘)>ε}Area(int(℘))

=
∫ ∞

0

dt

t

∫
Q

dx p(t, x, x)Ex→x,t[Area(int(℘))1{℘⊂Q,diam(℘)>ε}]. (4.15)
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As before, one can argue that the contributions of the integral for t ≥ 1 and for t ≤ ε2| log ε|−2 are
bounded, uniformly in ε. To this end, one can for instance use Cauchy–Schwarz inequality and
bound the expectation in (4.15) by

Et,x,x[Area(int(℘))2]1/2Pt,x,x(℘ ⊂ Q, diam(℘) > ε)1/2.

The area of int(℘) is well concentrated around t: Et,x,x[Area(int(℘))2]1/2 ≤ Ct. This follows
from similar argument as above, using 1D Brownian bridges. We then deal with the probability
Pt,x,x(℘ ⊂ Q, diam(℘) > ε) as in the proof of (4.12). Notice in particular that the exponent 1/2
coming from Cauchy–Schwarz inequality does not affect the reasoning. For t ∈ [ε2| log ε|−2, 1], we
bound the expectation in (4.15) by Ex→x,t[Area(int(℘))]. By Brownian scaling, this is equal to t
times the area of the interior of a Brownian bridge of duration 1 which is equal to π/5; see [1]. We
deduce that the integral for t ∈ [ε2| log ε|−2, 1] is at most

π

5

∫ 1

ε2| log ε|−2

dt

2πt
= π

5
1
π

(| log ε|+ log | log ε|).

Putting things together leads to the upper bound of (4.13). The lower bound is similar, concluding
the proof.

We can finish this section with the proof we were after:

Proof of Theorem 4.3, (4.3). It is a consequence of Lemma 4.5, Corollary 4.6 and Lemma 4.8.

4.3 Second moment - Proof of (4.4)
Lemma 4.9. The measure Ewired

D,∂D [Lx(P)Ly(P)dxdy] possesses a density with respect to Lebesgue
measure on D× D given by

(x, y) ∈ D× D 7−→ 1
π

GD(x, y)E
[ ∑

e∈E∂D

HD(x, a(e))HD(y, b(e)) + HD(x, b(e))HD(y, a(e))
HD(a(e), b(e))

]
(4.16)

+ 1
π2E

[ ∑
e ̸=e′∈E∂D

HD(x, a(e))HD(x, b(e))
HD(a(e), b(e))

HD(y, a(e′))HD(y, b(e′))
HD(a(e′), b(e′))

]
.

With a slight abuse of notation, we will denote this density by (x, y) ∈ D×D 7→ Ewired
D,∂D [Lx(P)Ly(P)].

Moreover, for all x, y ∈ D with x ̸= y, we have

Ewired
D,∂D [Lx(P)Ly(P)] = 1

π2 lim
r→0
| log r|2Pwired

D,∂D (P ∩B(x, r) ̸= ∅,P ∩B(y, r) ̸= ∅). (4.17)

Proof. (4.17) is a consequence of the fact that the occupation measure of P coincides with its
Minkowski content in the gauge r 7→ 1

π r2| log r|. To prove (4.16), let a, b, a′, b′ ∈ D be pairwise
distinct boundary points and let e and e′ be independent Brownian excursions in D from a to b
and from a′ to b′ respectively. A small calculation shows that the measures E[Lx(e)Ly(e)dxdy] and
E[Lx(e)Ly(e′)dxdy] have densities with respect to Lebesgue measure on D×D respectively given by

(x, y) ∈ D× D 7−→ 1
π

GD(x, y)HD(x, a)HD(y, b) + HD(x, b)HD(y, a)
HD(a, b)

and (x, y) ∈ D× D 7−→ 1
π2

HD(x, a)HD(x, b)
HD(a, b)

HD(y, a′)HD(y, b′)
HD(a′, b′) .

(4.16) then follows by Fubini.

Proposition 4.10. There exists C > 0 such that for all x, y ∈ D,

Ewired
D,∂D [Lx(P)Ly(P)] ≤ C max(1, GD(x, y)).

Proof. It follows from Lemma 4.9, Corollary 3.8 and conformal invariance.

In the proof of (4.4), we will make use of the following notational convention:
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z
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δ
1

100

Figure 4.1: Illustration of the two scenarios forbidden by the good event Gδ(z). On the left, a blue
loop with one end point outside of (z−, z+) hits the ball B(z, δ100) depicted in yellow. On the right, a
blue loop with one endpoint in (z−, z+) has a diameter exceeding δ1/100.

Notation 4.11. If z, w ∈ ∂D are two points of the unit circle, we will denote by (z, w) (resp. [z, w])
the counterclockwise boundary arc from z to w, excluding the points z and w (resp. including the
points z and w).

Proof of Theorem 4.3, (4.4). Let (fε)ε be a sequence of test functions satisfying Assumption 4.1
and denote by

Iε =
∫
D

fε(x)Lx(P)dx.

We want to show that Iε → 5/π in L1(Pwired
D,∂D ). As before, we will denote by E∂D the associated

collection of excursions in D with endpoints on ∂D. We start by introducing a “good” event.

Good event Gδ(z). Let δ > 0 and z ∈ ∂D. Let

z− = z−(δ) = e−iδ/2z and z+ = z+(δ) = eiδ/2z. (4.18)

Recalling Notation 4.11, we define the following event

Gδ(z) := {∀e ∈ E∂D, a(e) /∈ (z−, z+) or b(e) /∈ (z−, z+) =⇒ e ∩B(z, δ100) = ∅} (4.19)
∩ {∀e ∈ E∂D with a(e) ∈ (z−, z+) or b(e) ∈ (z−, z+), diam(e) < δ1/10}

and the slightly more restrictive version

G′
δ(z) := {∀e ∈ E∂D, a(e) /∈ (e−iδ/4z, eiδ/4z) or b(e) /∈ (e−iδ/4z, eiδ/4z) =⇒ e ∩B(z, 2δ100) = ∅}

(4.20)
∩ {∀e ∈ E∂D with a(e) ∈ (e−iδz, eiδz) or b(e) ∈ (e−iδz, eiδz), diam(e) < δ1/10/2}.

See Figure 4.1 for an illustration of the event Gδ(z). Denote by

Ig
ε :=

∫
D

fε(x)Lx(P)1G′
δ

(x/|x|)dx

where the superscript “g” stands for “good”. Ig
ε implicitly depends on δ.

We now state two key intermediate lemmas. We will then show that Theorem 4.3 follows from
these two results (this step will be elementary) before returning to their proofs.

Lemma 4.12. The random variable Iε − Ig
ε is small in L1 in the sense that:

lim
δ→0

lim sup
ε→0

Ewired
D,∂D [Iε − Ig

ε ] = 0. (4.21)

Lemma 4.13. For all δ > 0 fixed,

lim sup
ε→0

∫
D×D

Ewired
D,∂D [Lx(P)Ly(P)1G′

δ
(x/|x|)∩G′

δ
(y/|y|)]fε(x)fε(y)1{|x−y|>δ1/100}dxdy ≤

( 5
π

)2
.
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We assume that Lemmas 4.12 and 4.13 hold and conclude the proof of Theorem 4.3. Let δ > 0.
By the triangle inequality and Cauchy–Schwarz, we have

Ewired
D,∂D [|Iε − 5/π|] ≤ Ewired

D,∂D [|Ig
ε − 5/π|2]1/2 + Ewired

D,∂D [Iε − Ig
ε ].

The second right hand side term is handled by Lemma 4.12. For the first term, we expand the
square and, recalling that EIε = 5/π (Theorem 4.3, (4.3)), we get that

Ewired
D,∂D [|Ig

ε − 5/π|2] = Ewired
D,∂D [(Ig

ε )2]− (5/π)2 + (10/π)Ewired
D,∂D [Iε − Ig

ε ].

By subadditivity of u 7→
√

u, this shows that

Ewired
D,∂D [|Iε − 5/π|] ≤ (Ewired

D,∂D [(Ig
ε )2]− (5/π)2)1/2

+ + (10/π)1/2Ewired
D,∂D [Iε − Ig

ε ]1/2 + Ewired
D,∂D [Iε − Ig

ε ],

where (u)+ = max(u, 0). We further expand

Ewired
D,∂D [(Ig

ε )2] =
∫
D×D

Ewired
D,∂D [Lx(P)Ly(P)1G′

δ
(x/|x|)∩G′

δ
(y/|y|)]fε(x)fε(y)1{|x−y|>δ1/100}dxdy

+
∫
D×D

Ewired
D,∂D [Lx(P)Ly(P)1G′

δ
(x/|x|)∩G′

δ
(y/|y|)]fε(x)fε(y)1{|x−y|≤δ1/100}dxdy.

By Lemma 4.13, the limsup as ε→ 0 of the first right hand side term is at most (5/π)2. Putting
things together, this shows that

lim sup
ε→0

Ewired
D,∂D [|Iε − 5/π|] ≤ lim sup

ε→0
((10/π)1/2Ewired

D,∂D [Iε − Ig
ε ]1/2 + Ewired

D,∂D [Iε − Ig
ε ])

+ lim sup
ε→0

( ∫
D×D

Ewired
D,∂D [Lx(P)Ly(P)]fε(x)fε(y)1{|x−y|≤δ1/100}dxdy

)1/2
.

The left hand side is independent of δ. On the other hand, the first right hand side limsup vanishes
as δ → 0 by Lemma 4.12, whereas the second right hand side limsup vanishes by Proposition 4.10
and the assumption (4.2) on (fε)ε. This concludes the proof that Iε → 5/π in L1(Pwired

D,∂D ). To finish
the proof of Theorem 4.3, it remains to prove Lemmas 4.12 and 4.13.

Proof of Lemma 4.12. Let 0 < ε < δ. We have

Ewired
D,∂D [Iε − Ig

ε ] =
∫
D

fε(x)Ewired
D,∂D [Lx(P)1G′

δ
(x/|x|)c ]dx.

We are going to show that

Ewired
D,∂D [Lx(P)1G′

δ
(x/|x|)c ]→ 0 as δ → 0, (4.22)

uniformly in x ∈ D with |x| > 1− δ. Since fε(x) vanishes for |x| ≤ 1− ε and since
∫

fε = 1, this will
prove (4.21). Let x ∈ D with |x| > 1− δ. Let G1 and G2 be the first and second events appearing
on the right hand side of (4.20) with z = x/|x|. We will show separately that

Ewired
D,∂D [Lx(P)1Gc

1
]→ 0 as δ → 0, (4.23)

and
Ewired
D,∂D [Lx(P)1Gc

2
]→ 0 as δ → 0, (4.24)

uniformly in |x| > 1− δ. We start with (4.24).
Consider the two boundary points w1, w2 that are at distance δ1/10/100 to x/|x| and let Cδ be

the hyperbolic geodesic between these two points; see Figure 4.2. If an excursion e with at least one
endpoint in (e−iδx/|x|, e+iδx/|x|) has a diameter at least δ1/10/2, it has to intersect Cδ. Hence,

Ewired
D,∂D [Lx(P)1Gc

2
] ≤ Ewired

D,∂D [Lx(P)1{∃e∈E∂D,a(e) or b(e)∈(e−iδx/|x|,e+iδx/|x|),e∩Cδ ̸=∅}]
≤ 2Ewired

D,∂D [Lx(P)1{∃e∈E∂D,a(e)∈(e−iδx/|x|,e+iδx/|x|),e∩Cδ ̸=∅}]. (4.25)

We now map the unit disc D to the upper half plane H, send x/|x| to ∞, −x/|x| to 0 and w1 to
1. By symmetry w2 is sent to −1 and Cδ to the hyperbolic geodesic between 1 and −1 which is
simply ∂B(0, 1) ∩H. Moreover, the arc (e−iδx/|x|, e+iδx/|x|) is sent to (−∞,−R) ∪ (R,∞) where
R = R(δ)→ +∞ as δ → 0. We will denote by z the image of x. By symmetry, z is purely imaginary.
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x
|x|
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δ
1
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100x

−∞←− −R R −→∞B(0, 1)

z = iy

Cδ

H

Figure 4.2: Illustration of notations and an event appearing in the proof of Lemma 4.12. On the
left, an excursion with an endpoint in (e−iδx/|x|, e+iδx/|x|) has a diameter at least δ1/10/2 and thus
intersects Cδ. The right picture is the image of the left picture under the conformal map sending x/|x|
to infinity, w1 to 1 and −x/|x| to 0. The points e±iδx/|x| are then mapped to ∓R, w2 to −1 and x
to z.

See Figure 4.2 for a schematic representation of these notations. Since |x| > 1− δ, Im(z)→∞ as
δ → 0. By conformal invariance and then by a union bound, the right hand side of (4.25) is equal to

2Ewired
H,R [Lz(P)1{∃e∈ER,|a(e)|>R,e∩B(0,1) ̸=∅}] ≤ 2Ewired

H,R

[ ∑
e,e′∈ER

|a(e′)|>R

Lz(e)1{e′∩B(0,1) ̸=∅}

]
.

The right hand side term is further equal to

2
π

∫
∂B(0,1)∩H

E
[ ∑

e ̸=e′∈ER
|a(e′)|>R

HH(z, a(e))HH(z, b(e))
HH(a(e), b(e))

HH\B(0,1)(z′, a(e′))HH(z′, b(e′))
H(a(e′), b(e′))

]
dz′ (4.26)

+ 2
π

∫
∂B(0,1)∩H

HH\B(0,1)(z, z′)E
[ ∑

e∈ER
|a(e)|>R

HH\B(0,1)(z, a(e))HH(z′, b(e))
HH(a(e), b(e))

]
dz′ (4.27)

+ 2
∫

∂B(0,1)∩H
GH(z, z′)E

[ ∑
e∈ER

|a(e)|>R

HH\B(0,1)(z′, a(e))HH(z, b(e))
HH(a(e), b(e))

]
dz′ (4.28)

The term (4.26) corresponds to the case e ≠ e′ whereas the terms (4.27) and (4.28) correspond to
the case e = e′. In (4.27) (resp. (4.28)), the excursion e visits the point z before (resp. after) it
reaches ∂B(0, 1) ∩H, when thinking of the excursion e as oriented from a(e) to b(e).

We start by bounding the term in (4.26). Let z′ = x′ + iy′ ∈ ∂B(0, 1) ∩H. Let us denote by
y = Im(z) and recall that z is purely imaginary. For n ≥ 0, let

I ′
−1 = [x′ − y′, x′ + y′] and I ′

n = [x′ − 2n+1y′, x′ − 2ny′) ∪ (x′ + 2ny′, x′ + 2n+1y′].

Define similarly In, n ≥ −1, with 0 and y instead of x′ and y′. Let n, m, n′, m′ ≥ 1. When a(e) ∈ In,
b(e) ∈ Im, a(e′) ∈ I ′

n′ and b(e′) ∈ I ′
m′ , we can use the explicit expressions (2.7) and (2.8) of the

Poisson kernels to bound
HH(z, a(e))HH(z, b(e))

HH(a(e), b(e)) ≤ Cy−22−2n−2m(a(e)− b(e))2

and
HH\B(0,1)(z′, a(e′))HH(z′, b(e′))

H(a(e′), b(e′)) ≤ Cy′−22−2n′−2m′
(a(e′)− b(e′))2.

We deduce that the expectation in (4.26) is at most

Cy−2y′−2 ∑
2−2(n+m+n′+m′)E

[ ∑
e ̸=e′∈ER

a(e)∈In,b(e)∈Im

a(e′)∈I′
n′ ,b(e′)∈I′

m′

(a(e)− b(e))2(a(e′)− b(e′))2
]

(4.29)
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where the first sum is over n, m, n′, m′ ≥ −1 such that x′ + 2n′+1y′ ≥ R. We can bound the above
expectation by

√
XX ′ where

X = E
[( ∑

e∈ER
a(e)∈In,b(e)∈Im

(a(e)− b(e))2
)2]

and similarly for X ′. By (3.9), X ≤ Cy423m∨n+m∧n ≤ Cy423m+3n and X ′ ≤ Cy′423m′+3n′ . (4.29)
is thus at most

C
∑

n′≥⌊log2(R/y′)⌋

2−n′/2 ≤ C
√

y′R−1/2.

Integrating with respect to z′ = x′ + iy′ then shows that the whole term written in (4.26) is at
most CR−1/2.

We now bound the term in (4.27). We first get an upper bound by removing the condition that
|a(e)| > R. As we will see, doing so will still produce a good upper bound because Im(z)→∞. We
can then use similar arguments as before to show that the expectation in (4.27) is bounded by a
universal constant. The term (4.27) is thus at most

C

∫
∂B(0,1)∩H

HH\B(0,1)(z, z′)dz′.

This integral corresponds to the probability that a Brownian motion starting at z = iy hits B(0, 1)
before R. By considering an appropriate conformal map, we can see that this probability is of the
same order as the probability of hitting [−1, 1] before R \ [−1, 1] which is equal to 2

π arctan(1/y).
Since y →∞ as δ → 0 (uniformly in x ∈ D with |x| > 1− δ), this proves that (4.27) goes to zero as
δ → 0. Similarly, the term (4.28) is bounded by

C

∫
∂B(0,1)∩H

GH(z, z′)dz′

which goes to zero as δ → 0. Altogether, we have proved that each term in (4.26), (4.27) and (4.28)
vanishes as δ → 0, uniformly in |x| > 1− δ. This concludes the proof of (4.24). The proof of (4.23)
is similar. This finishes the proof of the lemma.

Proof of Lemma 4.13. Let z, w ∈ ∂D be such that |z − w| > δ1/100. Let (zε)ε and (wε)ε be two
sequences of points in D with |z − zε| < ε and |w − wε| < ε. By Proposition 4.10 and dominated
convergence theorem, it is enough to show that

lim sup
ε→0

Ewired
D,∂D [Lzε

(P)Lwε
(P)1G′

δ
(zε/|zε|)∩G′

δ
(wε/|wε|)] ≤ (5/π)2.

In this proof, we will always assume that ε < δ1000. For such small values of ε, we have the inclusion
G′

δ(zε/|zε|) ⊂ Gδ(z) where we recall that Gδ(z) and G′
δ(zε/|zε|) are defined in (4.19) and (4.20)

respectively. We are thus aiming to show that

lim sup
ε→0

Ewired
D,∂D [Lzε

(P)Lwε
(P)1Gδ(z)∩Gδ(w)] ≤ (5/π)2. (4.30)

Brownian loop in H wired on [−1, 1] – Setup. We start by introducing the setup. See Figure
4.3 for an illustration. Consider a Brownian loop P ∼ Pwired

H,[−1,1] in H wired on [−1, 1]. P is the
concatenation of excursions e ∈ E[−1,1] in H attached to [−1, 1]2. Let γ = out(P). Recalling the
definition (4.18) of z− and z+, let φγ : D→ int(γ) be the unique conformal map that sends z− to −1,
z+ to 1 and w to the boundary point with maximal imaginary part (which is a.s. unique). We will
denote by X = Re(φγ(w)) and Y = Im(φγ(w)). The compact

⋃
e∈E[−1,1]

φ−1
γ (e) is the closure of the

union of excursions in D with both endpoints on ∂D. With a slight abuse of notation, we will denote
this collection of excursions by φ−1

γ (E[−1,1]). In addition, we will denote by φγ(Gδ(z) ∩Gδ(w)) the
event that Gδ(z) ∩Gδ(w) occurs for the collection of excursions φ−1

γ (E[−1,1]). By Lemma 3.2, for
all ε,

Ewired
H,[−1,1][Lφγ (zε)(P)Lφγ (wε)(P)1φγ (Gδ(z)∩Gδ(w))|γ] = Ewired

D,∂D [Lzε
(P)Lwε

(P)1Gδ(z)∩Gδ(w)] a.s.
(4.31)

Almost surely, there is a unique excursion emax ∈ E[−1,1] with maximal imaginary part, i.e. such
that max Im(emax) > max Im(e) for all e ∈ E[−1,1] \ {emax}. This excursion will play a special role
in the following.
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φγ(z−) = −1 1 = φγ(z+)φγ(z)

φγ(w) = X + iY

γ
emax

η2 Hη2

Figure 4.3: Illustration of the setup of the proof of Lemma 4.13. The outer boundary γ is the doted
red curve and emax is the blue excursion. On the event E1(E[−1,1]), emax is the only excursion reaching
Hη2 . On the event E2(E[−1,1]), emax does not visit φγ(B(z, δ100)) which is the region depicted in
yellow.

δ

z+z− z

D

zmax,−
zmax,+

w

Figure 4.4: Schematic representation of all the excursions in φ−1
γ (E[−1,1]) with at least one endpoint in

(z−, z+). zmax,+ (resp. zmax,−) is the endpoint of such an excursion that lies on the arc (z, w) (resp.
(w, z)) and whose distance to z is maximal. By definition, there is no excursion in φ−1

γ (E[−1,1]) with
one endpoint on (z−, z+) and one endpoint on (zmax,+, zmax,−).

Let η1, η2 > 0 be small with η1 ≪ η2 ≪ δ. In the following, we will always assume that ε is
smaller than η1. We consider the following half plane and horizontal strips:

Hη2 = H + i(Y − η2), Sη2 = {z ∈ C : 0 < Im(z) < Y − η2},

Smax = {z ∈ C : 0 < Im(z) < Y }.
We will consider four events, two of them concerning solely the outer boundary γ and two other
events concerning more globally the set of excursions E[−1,1]. We define the events:

• E1(γ): int(γ) ∩Hη2 is contained in φγ(B(w, δ100)) and contains φγ(B(w, η1));
• E2(γ): γ does not intersect ∂Hη2 ∩ ((−∞, X −√η2) ∪ (X +√η2,∞));
• E1(E[−1,1]): emax is the only excursion of E[−1,1] that reaches Hη2 ;
• E2(E[−1,1]): emax does not intersect φγ(B(z, δ100)).

Note that E1(γ) ∩E2(γ) has a positive probability. With some effort, one should be able to show
that P(E1(γ) ∩ E2(γ))→ 1 as η1 → 0 and then η2 → 0, but we will not need this stronger fact.
Inclusion of events. In this paragraph, we will show that

φγ(Gδ(z)) ⊂ E2(E[−1,1]) (4.32)

and
E1(γ) ∩ φγ(Gδ(z) ∩Gδ(w)) ⊂ E1(E[−1,1]). (4.33)

To this end, consider the set of excursions e ∈ φ−1
γ (E[−1,1]) with at least one endpoint in (z−, z+).

Define now zmax,+ (resp. zmax,−) to be the endpoint of such an excursion that lies on the
counterclockwise arc (z, w) (resp. (w, z)) and whose distance to z is maximal. See Figure 4.4 for an
illustration. Observe that
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• excursions e ∈ φ−1
γ (E[−1,1]) with at least one endpoint in [zmax,+, zmax,−] belong to φ−1

γ (emax);
• excursions e ∈ φ−1

γ (E[−1,1]) with both endpoints in (z−, z+) do not belong to φ−1
γ (emax).

On the event φγ(Gδ(z)), the excursions e ∈ φ−1
γ (E[−1,1]) that intersect B(z, δ100) have both

endpoints in (z−, z+) and therefore do not belong to φ−1
γ (emax). This shows (4.32).

On the event φγ(Gδ(z)), the excursions with at least one endpoint in (z−, z+) have diameter at
most δ1/10. On this event, we thus have |zmax,± − z| ≤ δ1/10 and, because |z −w| > δ1/100, the arc
(w−, w+) is included in [zmax,+, zmax,−]. In addition, on the event φγ(Gδ(w)), the only excursions
e ∈ φ−1

γ (E[−1,1]) that visit B(w, δ100) have both endpoints in (w−, w+). On φγ(Gδ(z) ∩ Gδ(w)),
these excursions must have both endpoints in [zmax,+, zmax,−] and therefore belong to φ−1

γ (emax).
This shows that, on φγ(Gδ(z) ∩Gδ(w)), the only excursion e ∈ E[−1,1] that visits φγ(B(w, δ100)) is
emax. Because on E1(γ) we have int(γ) ∩Hη2 ⊂ φγ(B(w, δ100)), we obtain (4.33).
Change of measure. In this step, we are going to change the law Pwired

H,[−1,1](·|X + iY ) into a new
law P̃wired

H,[−1,1](·|X + iY ) which is mutually absolutely continuous with respect to Pwired
H,[−1,1](·|X + iY ),

with a Radon–Nikodym derivative close to 1. As before, X + iY will correspond to the point with
maximal imaginary part. This change of measure is motivated by the following fact. Because
of the interdependence of the endpoints a(e), b(e), e ∈ E[−1,1], the maximal excursion emax is not
independent of the other excursions {e ∈ E[−1,1] \ {emax}} under Pwired

H,[−1,1](·|γ). On the other hand,
the excursion emax, or rather the top part e2

max ∧ e3
max of emax (see below for precise definitions),

will be independent of {e ∈ E[−1,1] \ {emax}} under the new law P̃wired
H,[−1,1](·|γ).

Let U ∈ ∂Hη2 and V ∈ ∂Hη2 be the first entrance and last exit of emax in Hη2 . We can
decompose emax into the concatenation emax = e1

max ∧ e2
max ∧ e3

max ∧ e4
max where e1

max (resp. e4
max)

is an excursion in Sη2 from a(emax) to U (resp. from V to b(emax)) and e2
max (resp. e3

max) is an
excursion in Smax from U to φγ(w) (resp. from φγ(w) to V ). Moreover, conditionally on the
endpoints, the excursions ei

max, i = 1, . . . , 4, are independent.
Conditionally on a(emax), b(emax) and φγ(w), the joint law of (U, V ) is given by

Pwired
H,[−1,1](U ∈ du, V ∈ dv|a(emax), b(emax), φγ(w)) (4.34)

= HSmax(a(emax), φγ(w))−1HSmax(b(emax), φγ(w))−1

×HSη2
(a(emax), u)HSmax(u, φγ(w))HSmax(v, φγ(w))HSη2

(b(emax), v).

These Poisson kernels turn out to be explicit; see (2.11)-(2.14). It follows that the above display is
further equal to

1
4

Y 2

(Y − η2)4

(
cosh

(
π

a(emax)−X

Y

)
+ 1

)(
cosh

(
π

b(emax)−X

Y

)
+ 1

)
×

(
cosh

(
π

a(emax)− Re(u)
Y − η2

)
+ 1

)−1(
cosh

(
π

b(emax)− Re(v)
Y − η2

)
+ 1

)−1

× (sin(πη2/Y ))2
(

cosh
(

π
Re(u)−X)

Y

)
− cos(πη2/Y )

)−1(
cosh

(
π

Re(v)−X)
Y

)
− cos(πη2/Y )

)−1
.

Let Ũ , Ṽ ∈ ∂Hη2 be i.i.d. with common distribution (the following expression is indeed a density,
i.e. integrates to 1 by (2.15))

P(Ũ ∈ du|φγ(w)) = 1
2

sin(πδ/Y )
Y − δ

(
cosh

(
π

Re(u)−X)
Y

)
− cos(πδ/Y )

)−1
.

On the event E2(γ), |U −X| ≤
√

δ and |V −X| ≤
√

δ. In particular, on this event,

1
1 + η

≤
Pwired
H,[−1,1](U ∈ du, V ∈ dv|γ)

P
(

Ũ ∈ du, Ṽ ∈ dv|γ
) ≤ 1 + η (4.35)

for some η = η(φγ(w)) that goes to zero as η2 → 0.
We can now define the aforementioned law P̃wired

H,[−1,1](·|X + iY ). Under this law, P is, as before,
the concatenation of excursions in H attached to [−1, 1], except that the law of the highest excursion
emax is different. It is the concatenation of four excursions ei

max, i = 1, . . . , 4, where e1
max (resp.

e4
max) is an excursion in Sη2 from a(emax) to Ũ (resp. from Ṽ to b(emax)) and e2

max (resp. e3
max)

is an excursion in Smax from Ũ to X + iY (resp. from X + iY to Ṽ ). The only difference with
Pwired
H,[−1,1](·|X + iY ) is that the law of the first entrance and last exit of emax in Hη2 are given by the

law of (Ũ , Ṽ ).
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Let F be the sigma algebra generated by {e ∈ E[−1,1] \ {emax}}. The probability measure
P̃wired
H,[−1,1] has the desired property that, under this law, e2

max and e3
max are independent of F .

Before moving on, we rephrase slightly (4.35) and claim that for any nonnegative measurable
function F , and on the event E2(γ),

1
1 + η

Ẽwired
H,[−1,1][F (P)|γ] ≤ Ewired

H,[−1,1][F (P)|γ] ≤ (1 + η)Ẽwired
H,[−1,1][F (P)|γ]. (4.36)

Indeed, from (4.35) and the definition of Ẽwired
H,[−1,1][F (P)], it follows directly that for any nonnegative

measurable function F ,
Ewired
H,[−1,1][F (P)] ≤ (1 + η)Ẽwired

H,[−1,1][F (P)].

In particular, for any nonnegative measurable functions F and G,

Ewired
H,[−1,1][G(γ)Ewired

H,[−1,1][F (P)|γ]] = Ewired
H,[−1,1][G(γ)F (P)]

≤ (1 + η)Ewired
H,[−1,1][G(γ)F (P)] = (1 + η)Ẽwired

H,[−1,1][G(γ)Ẽwired
H,[−1,1][F (P)|γ]]

which shows the second inequality in (4.36). The first inequality is similar.

Wrapping up. By (4.32) and (4.33), on the event E1(γ), we have

Ewired
H,[−1,1][Lφγ (zε)(P)Lφγ (wε)(P)1φγ (Gδ(z)∩Gδ(w))|γ]
≤ Ewired

H,[−1,1][Lφγ (zε)(P)Lφγ (wε)(P)1E1(E[−1,1])∩E2(E[−1,1])|γ].

Moreover, on E1(γ) ∩ E1(E[−1,1]) (resp. on E1(γ) ∩ E2(E[−1,1])), emax is the only excursion that
contributes to the local time at φγ(wε) (resp. emax does not contribute to the local time at φγ(zε)).
That is, on E1(γ),

Ewired
H,[−1,1][Lφγ (zε)(P)Lφγ (wε)(P)1φγ (Gδ(z)∩Gδ(w))|γ]
≤ Ewired

H,[−1,1][Lφγ (zε)(P \ emax)Lφγ (wε)(e2
max ∧ e3

max)1E1(E[−1,1])∩E2(E[−1,1])|γ]
≤ Ewired

H,[−1,1][Lφγ (zε)(P \ emax)Lφγ (wε)(e2
max ∧ e3

max)|γ].

By (4.36) and on E2(γ), the right hand side is at most

(1 + η)Ẽwired
H,[−1,1][Lφγ (zε)(P \ emax)Lφγ (wε)(e2

max ∧ e3
max)|γ]

= (1 + η)Ẽwired
H,[−1,1][Lφγ (zε)(P \ emax)Ẽwired

H,[−1,1][Lφγ (wε)(e2
max ∧ e3

max)|F , γ]|γ].

We now focus on Ẽwired
H,[−1,1][Lφγ (wε)(e2

max∧ e3
max)|F , γ]. By independence of e2

max∧ e3
max and F under

P̃wired
H,[−1,1](·|γ),

Ẽwired
H,[−1,1][Lφγ (wε)(e2

max ∧ e3
max)|F , γ] = Ẽwired

H,[−1,1][Lφγ (wε)(e2
max ∧ e3

max)|γ].

Moreover, by (4.36) and on the event E2(γ),

Ẽwired
H,[−1,1][Lφγ (wε)(e2

max ∧ e3
max)|γ] ≤ (1 + η)Ewired

H,[−1,1][Lφγ (wε)(e2
max ∧ e3

max)|γ]
≤ (1 + η)Ewired

H,[−1,1][Lφγ (wε)(P)|γ] = (1 + η)5/π.

Wrapping up, we have proved that, on E1(γ) ∩ E2(γ),

Ewired
H,[−1,1][Lφγ (zε)(P)Lφγ (wε)(P)1φγ (Gδ(z)∩Gδ(w))|γ] ≤ (1 + η)2 5

π
E[Lφγ (zε)(P \ emax)|γ]

≤ (1 + η)2 5
π
E[Lφγ (zε)(P)|γ] = (1 + η)2

( 5
π

)2
.

By (4.31) and since P(E1(γ) ∩ E2(γ)) > 0, we have obtained that

Ewired
D,∂D [Lzε(P)Lwε(P)1Gδ(z)∩Gδ(w)] ≤ (1 + η)2

( 5
π

)2
.

Because η → 0 as ε→ 0 and then η2 → 0, this shows (4.30) which concludes the proof.

22



Acknowledgements AJ is supported by Eccellenza grant 194648 of the Swiss National Science
Foundation and is a member of NCCR SwissMAP. WQ is partially supported by a GRF grant from
the Research Grants Council of the Hong Kong SAR (project CityU11305823).

References
[1] Christophe Garban and José A. Trujillo Ferreras. The expected area of the filled planar

Brownian loop is π/5. Comm. Math. Phys., 264(3):797–810, 2006.
[2] Ewain Gwynne, Jason Miller, and Xin Sun. Almost sure multifractal spectrum of Schramm-

Loewner evolution. Duke Math. J., 167(6):1099–1237, 2018.
[3] Antoine Jego, Titus Lupu, and Wei Qian. Conformally invariant fields out of Brownian loop

soups. arXiv:2307.10740, 2023.
[4] Ioannis Karatzas and Steven E. Shreve. Brownian motion and stochastic calculus, volume 113

of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1991.
[5] Gregory Lawler, Oded Schramm, and Wendelin Werner. Conformal restriction: the chordal

case. J. Amer. Math. Soc., 16(4):917–955, 2003.
[6] Gregory F. Lawler. Conformally invariant processes in the plane, volume 114 of Mathematical

Surveys and Monographs. American Mathematical Society, Providence, RI, 2005.
[7] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. The dimension of the planar

Brownian frontier is 4/3. Mathematical Research Letters, 8:401–411, 2000.
[8] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. Values of Brownian intersection

exponents. II. Plane exponents. Acta Math., 187(2):275–308, 2001.
[9] Gregory F. Lawler, Oded Schramm, and Wendelin Werner. Analyticity of intersection exponents

for planar Brownian motion. Acta Math., 189(2):179–201, 2002.
[10] Gregory F. Lawler and Wendelin Werner. The Brownian loop soup. Probab. Theory Related

Fields, 128(4):565–588, 2004.
[11] Benoit B. Mandelbrot. The fractal geometry of nature. W. H. Freeman and Co., San Francisco,

CA, 1982.
[12] Jason Miller and Scott Sheffield. CLE(4) and the Gaussian Free Field. In preparation.
[13] Peter Mörters and Yuval Peres. Brownian motion, volume 30. Cambridge University Press,

2010.
[14] Wei Qian. Conditioning a Brownian loop-soup cluster on a portion of its boundary. Annales

de l’Institut Henri Poincaré, Probabilités et Statistiques, 55(1):314 – 340, 2019.
[15] Wei Qian and Wendelin Werner. The law of a point process of Brownian excursions in a

domain is determined by the law of its trace. Electron. J. Probab., 23:23 pp., 2018.
[16] Wei Qian and Wendelin Werner. Decomposition of Brownian loop-soup clusters. J. Eur. Math.

Soc., 21(10):3225–3253, 2019.
[17] Steffen Rohde and Oded Schramm. Basic properties of SLE. Ann. of Math. (2), 161(2):883–924,

2005.
[18] Oded Schramm and Scott Sheffield. A contour line of the continuum Gaussian free field.

Probab. Theory Related Fields, 157(1-2):47–80, 2013.
[19] S. J. Taylor. The exact Hausdorff measure of the sample path for planar Brownian motion.

Mathematical Proceedings of the Cambridge Philosophical Society, 60(2):253–258, 1964.
[20] Wendelin Werner. The conformally invariant measure on self-avoiding loops. J. Amer. Math.

Soc., 21(1):137–169, 2008.
[21] David V Widder. Functions harmonic in a strip. Proceedings of the American Mathematical

Society, 12(1):67–72, 1961.

23


	Introduction
	Setup and preliminaries
	Conditioning a loop on a portion of its outer boundary
	Proof of Theorems 1.1 and 2.3

