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Experimental Comparison of Ensemble

Methods and Time-to-Event Analysis Models

Through Integrated Brier Score and

Concordance Index

Camila Fernandez Chung Shue Chen Pierre Gaillard Alonso Silva

Abstract

Time-to-event analysis is a branch of statistics that has increased in popularity

during the last decades due to its many application fields, such as predictive main-

tenance, customer churn prediction and population lifetime estimation. In this

paper, we review and compare the performance of several prediction models for

time-to-event analysis. These consist of semi-parametric and parametric statistical

models, in addition to machine learning approaches. Our study is carried out on

three datasets and evaluated in two different scores (the integrated Brier score and

concordance index). Moreover, we show how ensemble methods, which surprisingly

have not yet been much studied in time-to-event analysis, can improve the pre-

diction accuracy and enhance the robustness of the prediction performance. We

conclude the analysis with a simulation experiment in which we evaluate the factors

influencing the performance ranking of the methods using both scores.

Keywords: Ensemble methods, time-to-event analysis, integrated Brier score, con-

cordance index.
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1 INTRODUCTION
Time-to-event analysis is popular in medical research for predicting the lifetime of

populations. It is also widely used in many fields in order to predict the time until a

certain critical event occurs, which may be the recurrence of a disease, the customer

churn in business management and operation research, recidivism in social science

and psychology, the failure of machines in industrial engineering, etc. One of the

most important characteristics of time-to-event analysis, which makes a significant

difference from classical regression problems [50], [3], is a phenomenon known as

censorship, and specifically, in this paper we treat the problem of right censorship.

Right censorship arises from the fact that a study may finish before all the samples

reach the critical event or because some of the individuals have withdrawn from

the study before it ends. As a result, not all the samples may have reached their

failure time during the observed period, such that there will be a subset of them

whose observed time will represent a lower bound for the critical time.

Many different models have been proposed in order to predict survival times. One

of the most widely used ones was proposed by Cox [11] in 1972; this is a semi-

parametric model which is composed of an unknown baseline hazard function that

depends on the time and the effect of the covariates given by an exponential func-

tion. Later, other parametric techniques were proposed by Aalen [1] and Weibull

[47]. Recently, machine learning methods have attracted much attention and many

non-parametric model-based machine learning techniques for time-to-event analysis

have been proposed, such as random survival forest [27], DeepSurv [29], gradient

boosting Cox [36] and survival support vector machine [35]. In this paper, we

present a comparison of several of these models through two different scores, the

concordance index [24] and the integrated Brier score [18], and among different

types of data sets with the objective to study how the different models behave and

compare their effectiveness.

Ensemble methods are learning algorithms that combine different models by opti-

mizing certain weighting procedures in order to obtain a predictor that will be the

combination of multiple learners. One of the main advantages of ensemble methods

is the fact that they can inherit the good properties of each of the predictors and use

them whenever it is most suitable, for example, if we have a dataset that behaves
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better for a particular type of models, then the weighting procedure will privilege

this type of models and thus leads to an increment of accuracy that is independent

of the chosen dataset. Note that this can be extended to time-varying weighting

by which we can also take advantage of the fact that there are some models that

vary their performance over time or over the distribution (see [4]), where we ponder

differently the methods that are better for predicting distribution tails and the ones

for predicting the center of the distributions. Ensemble methods are well known

and used in many applications of data analytics and machine learning, but it is a

technique that has not been yet widely explored in time-to-event analysis (see some

examples in [48]).

The existing literature lacks clean performance comparison between time-to-event

analysis methods and how to calibrate parameters. Van Wieringen et al. [45]

reviewed the performance of different methods applied to the particular case of

gene expression data. The methods that are able to handle this type of problem,

where the number of features exceeds by far the number of samples, are very specific

and do not necessarily represent the general case of survival analysis problems.

Contributions. The main contribution of this paper is to give a detailed com-

parison of different and diverse time-to-event analysis methods using two widely

used scores. The above gives us a detailed comparative study of the time-to-event

analysis models and their different advantages and disadvantages. To this end, we

compare the performance using three datasets and we study the impact of optimiz-

ing the hyperparameters through a randomized search. We observe that the method

ranking varies across each dataset, making it challenging to select the most appro-

priate model without prior knowledge. To address this issue, we propose combining

these different methods to enhance robustness across datasets. This is carried out

by optimizing the parameters of a convex combination of the methods described in

Section 2.1, such that the integrated Brier score is minimized. Finally, we conduct

simulation experiments aimed at deepening insights from the dataset comparison

and studying the factors influencing method performance ranking. We generate

data using three different techniques under three scenarios: increasing the number

of samples, reducing the number of features, and augmenting the percentage of

censorship.
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Paper outline. First, we present the preliminaries and definitions for our study,

together with the implemented methods: Cox proportional hazard, Gradient boost-

ing Cox, Random survival forest, Weibull accelerated failure time, Aalen’s additive

and DeepSurv. In Section 3, we exhibit our implementation of ensemble meth-

ods. In Section 4, we present the three datasets (Primary biliary cirrhosis, German

breast cancer and Telecom churn) used for our study. Section 5 shows the com-

parison of the various techniques and their numerical results. Besides, we show

the performance of the ensemble method. In Section 6, we present the simulation

experiment and finally, Section 7 contains some concluding remarks.

2 PRELIMINARIES
The main objective of time-to-event analysis is to estimate the distribution of sur-

vival times. Given a set of N subjects with its respective vector of covariates of

dimension d, xi = {x1i , . . . , xdi } ∈ X , i ∈ {1, . . . , N}, we assume that xi follows

the distribution of a random variable Xi. Let Ti and Ci be a non-negative random

variable denoting the survival and censored time, respectively. Then, we define

the observed time as Yi = min{Ti, Ci} and we will write ∆i = 1{Ti ≤ Ci} for

the survival indicator. Under these conditions, a subject of the dataset will be

described by (xi, yi, δi) ∈ X × R × {0, 1} assumed to be a realization of the ran-

dom variable (Xi, Yi,∆i). In addition, we define the set of individuals at risk as

R(t) = {i ∈ {1, . . . , N} : yi > t}. Let us remark that we consider that all the

individuals are present at time t = 0. Then, the probability to survive at time t for

subject i of the dataset is given by:

S(t|xi) = P(Ti > t|Xi = xi).

In order to estimate the survival probability, many parametric and semi-parametric

models assume a particular shape of the hazard function, which is defined for all

t > 0 as:

h(t|xi) =− ∂

∂t
log(S(t|xi))

= lim
dt→0

P(t ≤ Ti < t+ dt|Ti ≥ t,Xi = xi)

dt
.

We can retrieve the survival probability function by integrating the exponential of
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the hazard function

S(t|xi) = exp

−
t∫

0

h(u|xi)du

 .

Each model will give us an estimator Ŝ of the survival probability S. In addition,

we define the mortality risk of an individual by a function R : X → R+, which will

be used later to compute the concordance index. The mortality risk must satisfy

R(xi) > R(xj) if P(Ti < Tj) > 1/2, i.e. if individual i has a higher mortality risk

than individual j. Note that R is not uniquely defined and only the ranking matters.

Each model will define and estimate (by providing a function R̂) the mortality risk

differently and we give the details separately in Section B. In addition, to measure

the goodness of fit of each model, we consider two scores. Concordance Index [24]

is a rank score that measures the ability of the model to correctly provide a reliable

ranking of the survival times. And secondly, the integrated Brier score [18], which

measures the calibration of the models by averaging the square distances between

the observed survival status and the predicted survival probability. We give more

details about both scores in Section A.

2.1 Methods and their implementation

We consider six methods in our study. These are Cox proportional hazard [11],

gradient boosting Cox [36], random survival forest [27], Weibull AFT [47], Aalen

additive [1] and DeepSurv [29]. There exist many other methods for survival anal-

ysis, such as life tables [12], different versions of cox regressions [5], [25], linear

regressions [43], Bayesian network classifier based methods [17] and support vector

machine [30], see [46] for more details. Nevertheless, we choose the six methods

mentioned above because they are the most popular and widely used techniques,

they include parametric, semi-parametric and machine learning approaches, and on

the other hand, the diversity of their structure is very relevant and has a key role

in ensemble methods. Note that in our implementation and the comparative study,

we adopted the methods from the standard libraries: Scikit-survival [34], Lifelines

[13] and PySurvival [15]. More details about the methods can be found in Section B.
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3 ENSEMBLE METHODS
The main objective of ensemble methods is to combine the predictions of multiple

estimators in order to improve generalizability and robustness and to obtain more

reliable and accurate predictions. One has to derive effective combination rules or

design powerful algorithms to boost performance. Ensemble methods consist of

both empirical [22] and theoretical [39] approaches. It can be proved that weak

learners can be boosted into strong learners through ensemble methods by com-

bining multiple estimators. Applications of ensemble methods [49] can be found in

many fields, such as computer vision, computer security, aided medical diagnosis,

credit card fraud detection, weather forecasting, predictive maintenance, etc.

There are three reasons why it is possible to construct very good ensemble meth-

ods [14]. First, from a statistical point of view, a learner algorithm can be seen

as a procedure to identify the best hypothesis space H. When there is a small

amount of data available, the algorithm may find many spaces that fit with the

same accuracy. By aggregation, ensemble methods, however, can reduce the risk

of choosing the wrong learner. Secondly, ensemble methods have computational

advantages because learning algorithms can get stuck in local optimum solutions,

and even when there is enough training data, it can still be challenging to find the

best hypothesis. This issue can be addressed by running multiple learners from

different starting points. Thirdly, in most applications of machine learning, the

truth cannot be represented by any of the hypotheses in the H space. However, by

forming a weighted version of the elements of H, it is possible to expand the space

of representable functions.

In this paper, we use a gradient descent optimization algorithm to set the pa-

rameters of the convex combination of the six methods described in Section 2.1.

Assuming that we have K procedures to estimate the survival probability function,

let us set Ŝk as the estimator proposed by the k-th method. We want to find the

parameters λk ≥ 0 such that

Ŝ(t|X) =

K∑
k=1

λkŜk(t|X),

minimizes the integrated Brier score provided that
∑

λk = 1. In order to do this,

we optimize the weights λk in a subset of the data D of size n. We consider the
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gradient vector as the descent direction, which follows the definition of integrated

Brier score (see Section A.2), the j-partial derivative is given by:

∂IBS(Ŝ,D)

∂λj
=

1

τn

n∑
i=1

τ∫
0

Wi(t) · 2(1{yi > t}

−
K∑
k=1

λkŜk(t|xi)) · (−Sj(t|xi)) dt. (1)

The gradient descent algorithm is presented in Algorithm 1.

Algorithm 1 Exponential Gradient Descent
Require: T number of iteration, η > 0 learning rate
1: Initialization: λ(0) = (1/K, . . . , 1/K)

2: for each iteration t = 1, . . . , T do

3: Define Zt =
∑K

k=1 λk(t) exp(−ηDfk),
4: where Dfk =

∂IBS(Ŝ,D)
∂λk

defined in (1).
5: Update λk(t+ 1) = λk(t) exp(−ηDfk)

Zt
for all k = 1, . . . , K.

6: end for

Here, we consider η a constant learning rate with initial λ equitably distributed.

The iteration process is repeated until it reaches a maximum number that is set

as 10000. We estimate the optimal aggregation weights each time when we fit the

methods in a cross-validation process of five folds. It is important to mention that

using a gradient descent algorithm for optimizing the parameters is possible thanks

to the fact that the integrated Brier score function is convex, which is not the case

for the concordance index.

4 DATASETS
We study three different datasets, whose general properties are summarized in

Table 1.

4.1 Primary Biliary Cirrhosis (PBC)
Mayo Clinic Primary Biliary Cirrhosis dataset was made available by Therneau and

Grambsch [42] and it is for studying the effects of the drug D-penicillamine on the

lifetime of patients with PBC. This dataset has 276 samples and 17 covariates such
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Table 1: Dataset dimensions

Samples Features Censored Percentage

PBC [42] 276 17 165 59.8 %
GBCSG2 [40] 686 8 387 56.4 %
TLCM [26] 7043 19 5174 73 %

as age, presence of ascites, cholesterol, etc. There are 165 patients who did not die

at the end of the study (59.8%) and that corresponds to censored data.

4.2 German Breast Cancer Study Group 2 (GBCSG2)
German Breast Cancer Study Group was made available by Schumacher et al.

[40] and it is used for studying the effects of hormone treatment on breast cancer

recurrence. The dataset has 686 samples and 8 covariates, such as age, hormonal

therapy, menopausal status, etc. There are 387 patients who did not get cancer

again (56.4%), corresponding to censored data.

4.3 Kaggle Telco Churn (TLCM)
Kaggle Telco Churn dataset was made available in 2008 by Kaggle and it is a sample

dataset from IBM [26]. It is used for studying the different causes of customer churn

in a fictional telecommunication enterprise. The dataset has 7043 samples and 19

features such as gender, partner, dependents, phone service, etc. This dataset has

5174 clients who have not churned at the end of the study (73%) and that corre-

sponds to censored data.

5 COMPARISON RESULTS
In the following section, we compare the six methods described in Section 2.1

through concordance index and integrated Brier score, respectively. Besides, we

compare their results with that of the deployed ensemble method. For each dataset,

the scores were computed 25 different times corresponding to 25 partitions (train-

ing/validation) of the dataset. This number was chosen arbitrarily in order to

maintain a reasonable number of iterations without making the process too com-

putationally expensive. Results are shown by the box plots below. Note that among

Figure 1a to 4, there are some methods with their names marked with an asterisk
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and their boxes colored by red, which is to indicate the implementation of a ran-

domized search of the parameters conducted by a cross-validation process, whereas

the unmarked (and blue) corresponds to adjust the method with the default param-

eters described in Section 2.1. In addition, the machine learning techniques were

bolded to differentiate them from the semi-parametric and parametric methods.

5.1 Concordance index comparison

(a) Concordance index comparison of primary

biliary chirrosis dataset

(b) Concordance index comparison of German

breast cancer dataset

Figure 1

Figure 2: Concordance index comparison of telecom churn dataset

Figure 1a shows the concordance index comparison under the PBC dataset. The

methods are shown in decreasing order of their obtained mean score. Note that the

mean score value is marked by the red triangle in each box plot. We can observe that
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Weibull AFT with the randomized search of the parameters (denoted by Weibull

AFT∗) is the method that outperforms the others, followed by random survival

forest with the randomized search of the parameters (RSF∗), random survival forest

(RSF) and Cox proportional hazard with the randomized search of the parameters

(Cox PH∗). We can also see that the randomized search of the parameters works

well for all the methods (see Weibull AFT∗ vs. Weibull AFT, RSF∗ vs. RSF,

Cox PH∗ vs. Cox PH, GBC∗ vs. GBC, and Aalen∗ vs. Aalen, respectively). In

particular, Weibull AFT∗ and Cox PH∗ obtain an increment of 2.9% and 2.5%

against Weibull AFT and Cox PH, respectively.

Figure 1b shows the concordance index comparison result under the GBCSG2

dataset. Here, the method with the best performance is the random survival forest

(RSF), followed by gradient boosting Cox (GBC). Unlike the result under the PBC

dataset, we cannot observe an increment in the performance when implementing

the randomized search of the parameters on RSF, GBC and the other, except for

Cox proportional hazard, implementing the randomized search of the parameters

(i.e., Cox PH∗) has a slight increment of 0.7%. Figure 2 shows the concordance in-

dex comparison result under the TLCM dataset. We see that the Cox proportional

hazard method (both Cox PH∗ and Cox PH) outperforms the others, followed by

Weibull AFT, whose performance is close to Cox’s. In this dataset, we observe that

the randomized search does not contribute significantly to improving the perfor-

mance of the methods, except for the case of random survival forest (RSF) where

there is a 2% increment by RSF∗ when compared with RSF. Weibull AFT∗ and

DeepSurv* were not considered in the graph because they underperformed com-

pared to the other models, and in addition, their performance value was out of the

bounds of the figure.

In general, we can observe that for the first two datasets (PBC and GBCSG2),

machine learning methods (RSF, RSF*, GBC, GBC* and DeepSurv) perform very

well, while parametric methods (Cox PH, Weibull AFT and Aalen additive) are

left behind.

This is not the case for the TLCM dataset where Cox HP and Weibull AFT are

leading. In addition, we would like to remark the fact that the performance of each

method, and its ranking, depends on the dataset. Some methods will perform better
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for a certain type of dataset than others, this might be due to the assumptions about

the hazard function structure and how these assumptions fit the real distribution

of each dataset.

5.2 Integrated Brier score comparison

(a) Integrated Brier score comparison of pri-

mary biliary chirrosis dataset

(b) Integrated Brier score comparison of Ger-

man breast cancer dataset

Figure 3

Figure 4: Integrated Brier score comparison of Telecom churn dataset

Figure 3a shows the integrated Brier score comparison under the PBC dataset. In

this figure, as in the case of the concordance index, the methods are displayed in

the increasing order of performance, which in this case corresponds to decreasing

integrated Brier score. Here, we observe that DeepSurv outperforms the other

methods (for the IBS score, the lower the better), followed by DeepSurv∗ and
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RSF. We see that there is a clear predominance of machine learning techniques

(DeepSurv, DeepSurv*, RSF and RSF*). Similarly, for the GBCSG2 dataset, in

Figure 3b, DeepSurv outperforms the other methods, followed by DeepSurv∗, RSF∗,

and RSF. Note that Aalen additive has a performance of 23% worse than that of

RSF. In this case, we can also say that machine learning techniques (DeepSurv,

DeepSurv*, RSF and RSF*) have better results than the other methods.

Figure 4 shows the integrated Brier score comparison under the TLCM dataset.

Contrary to the previous cases, Cox PH method is the lead. In Figure 4, we can

appreciate a slight predominance of parametric approaches (Cox PH, Cox PH*

and Weibull AFT). We can see that when the amount of censored data is larger,

machine learning techniques (DeepSurv and RSF) do not outperform the classical

parametric methods.

Finally, we would like to remark that for a given dataset the results for the con-

cordance index and integrated Brier score differ. This is not surprising in this case

due to the nature of the two scores, that is very different in between them. Some

models can give good ranked results while calibrating very poorly and vice-versa.

Discussions about how to choose an appropriate score have taken place in the past

and there is no consensus in the community [45].

5.3 Ensemble methods comparison

In the following, we show the result of our deployed ensemble method. Each ag-

gregation is set according to Section 3 for optimizing the parameters of a convex

combination of the six methods (described in Section 2.1).
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(a) Ensemble method comparison using inte-

grated Brier score on the primary biliary cir-

rhosis dataset

(b) Ensemble method comparison using inte-

grated Brier score on the German breast cancer

dataset

Figure 5

Figure 6: Ensemble method comparison using integrated Brier score on the Telecom
churn dataset

Figure 5a shows the integrated Brier score comparison result under the PBC dataset.

We observe that the ensemble method through gradient descent outperforms Deep-

Surv by 3%. Similarly, in Figure 5b for the GBCSG2 dataset, we find that the

ensemble method outperforms the best predictor among the six and obtains a per-

formance improvement of 1.6%. Finally, Figure 6 shows the integrated Brier score

comparison result under the TLCM dataset. The ensemble method does not im-

prove the performance, whereas the best estimator is the Cox PH which has a
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performance of 3.8% better than that of the ensemble method.

In addition, we show the overall performance of each method by averaging the

scores obtained by each under the three datasets so as to estimate their overall

performance.

Figure 7a shows the comparison among all the techniques, including the deployed

ensemble method. We see that, in the overall score, the ensemble method outper-

forms the best predictor by 3.4%. In Figure 7b, we show the result obtained by

averaging the best scores obtained by the six methods (described in Section 2.1) in

each of the three datasets (they are DeepSurv for PBC and GBCSG2 and Cox PH

for TLCM, see Figures 3a, 3b and 4, respectively) to obtain a global score, which

corresponds to the average of the best scores among the six algorithms without

using the ensemble method. We similarly average the second best scores obtained

by the six methods among the three datasets. Finally, this is also applied to the

third best scores in the same way. The results are labeled as “First”, “Second” and

“Third” in Figure 7b, respectively. We see that the ensemble method improves by

1% the performance of the “First” score and has shown its effectiveness.

(a) Integrated Brier score comparison among

the three datasets

(b) Integrated Brier score overall comparison

among the three datasets

Figure 7

6 SIMULATION EXPERIMENTS
To deepen the insights from Section 5, we conducted experimental simulations

with the goal of comparing the ranking of the methods under different dataset
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configurations; thus, to understand why some methods perform better than others.

We simulate data using three different methods and under three different scenarios.

The first two methods were based on R libraries coxed [23] and simsurv [10]. Both

assume a particular shape of the hazard function, Cox proportional hazards and

Weibull AFT respectively. The third method was created by us following the logic

of the truck dataset from O. Grisel and V. Maladiere [20]. We give a further

explanation in Section 6.1. This method was carried out in Python. The presented

results are the averages obtained from 100 simulations. We do the comparison using

the concordance index, and a similar analysis is presented in Appendix C using the

integrated brier score.

6.1 Python dataset simulation
Following the truck dataset simulation from [20], we first generate a specified num-

ber of features d for each of the N individuals. These features include normally

distributed N (1, 0.3) values, uniform U(0, 1) values and categorical features of 3

categories. Next, we define three types of failure, as mentioned in [20]: initial as-

sembly failure, operation failure and fatigue failure. Although our method aims to

be more general than the truck problem, we maintain the distributions specified in

the cited reference. Each type of failure is modeled by a different Weibull curve

with parameter λ. The first type of failure has a decreasing hazard with λ = 0.003,

while the other two types have hazard rates that increase, with λ = 3 and λ = 6,

respectively. The influence of the features on each of the failure types will vary in

each experiment, depending on the number of features considered. To continue, we

sample events of the three types for each individual and we choose the first one

that occurs, or none if no event has taken place (censored case). Finally, we in-

corporate non-informative uniform censoring, where the parameters of the uniform

distribution vary for each simulation case. The length of the uniform interval is

what provides us with control over the percentage of censorship.

6.2 Number of samples
In this section, we compare the behavior of the methods as the number of samples

increases. We consider 12 features and 50% of censorship. We vary the number of

samples over a grid in between 50 and 2000 to study the impact of the number of

samples in the performance of the different methods. The results are presented in
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the following figures.

250 500 750 1000 1250 1500 1750 2000
number of samples

0.48

0.49

0.50

0.51

0.52

0.53

0.54
Coxed: Concordance Index

Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

(a) Concordance index comparison of the in-

creasing sample size simulation with Coxed li-

brary

250 500 750 1000 1250 1500 1750 2000
number of samples

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85
Simsurv: Concordance Index

Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

(b) Concordance index comparison of the in-

creasing sample size simulation with Simsurv

library

Figure 8

0 250 500 750 1000 1250 1500 1750 2000
number of samples

0.54

0.56

0.58

0.60

0.62

0.64

0.66

0.68 Python: Concordance Index

Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

Figure 9: Concordance index comparison of the increasing sample size simulation with
Python

We observe in Figures 8a, 8b, and 9 that the concordance index improves as the

number of samples increases. Additionally, we observe in Figure 8a that Cox pro-

portional hazard consistently outperforms the other methods, regardless of the
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number of samples. Subsequently, the order is not very clear, but random survival

forest and gradient boosting consistently show lower performance. In Figures 8b

and 9, we observe a consistent outperformance of Cox proportional hazards and

Weibull AFT, closely followed by Aalen additive hazards. Random survival forest

and gradient boosting underperform compared to the other methods in both fig-

ures. In conclusion, the ranking of the models performance appears to depend on

the shape of the underlying distribution used to sample the event times and not on

the number of samples of the dataset.

6.3 Number of features

In this section, we compare the behavior of the methods as the number of features

decreases. With a fixed 50% of censorship and 1000 samples, we start the analysis

with 20 features and progressively remove one feature at each step. The results are

presented in the following figures.

1 2 3 4 5 6 7 8 9 1011121314151617181920
number of features

0.505

0.510

0.515

0.520

0.525

0.530

0.535

0.540

0.545 Coxed: Concordance Index

Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

(a) Concordance index comparison of the de-

creasing number of features simulation with

Coxed library

1 2 3 4 5 6 7 8 9 1011121314151617181920
number of features

0.55

0.60

0.65

0.70

0.75

0.80

0.85

Simsurv: Concordance Index
Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

(b) Concordance index comparison of the de-

creasing number of features simulation with

Simsurv library

Figure 10

17



0 1 2 3 4 5 6 7 8 9 10111213141516171819
number of features

0.52

0.54

0.56

0.58

0.60

Python: Concordance Index

Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

Figure 11: Concordance index comparison of the decreasing number of features simu-
lation with Python

We note in Figures 10a, 10b, and 11 that the concordance index improves as the

number of features increases. This behavior align with our expectations since the

initial model is constructed with 20 features, and the subsequent removal of features

results in a reduction of information. Moreover, we observe in Figure 10a that, as

in Figure 8a, Cox proportional hazard consistently outperforms the other methods,

regardless of the number of features. The same holds for Figure 10b and 11, where

the best performance is shared by Cox proportional hazard, Weibull AFT, and

Aalen additive hazards. Following the conclusion of Section 6.2, the ranking of the

models depends mainly on the shape of the distribution used to generate the data,

rather than on the number of features.

6.4 Percentage of censorship

In this section, we compare the behavior of the methods as the percentage of

censorship increases. We fix the number of samples at 1000 and the number of

features at 12. The results are presented in the following figures.
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Figure 13: Concordance index comparison of the increasing percentage of censorship
simulation with Python

In Figure 12a, we observe a decline in performance as the percentage of censorship

increases. This is in line with the notion that higher levels of censorship result

in reduced available information, consequently leading to diminished performance.

However, a contrasting pattern emerges in Figure 12b and 13, where we actually

observe an improvement in performance towards the end of the curves. We believe
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that this phenomenon is attributed to a bias in the concordance index when the

percentage of censorship is high. One solution to address this issue is presented by

Uno et al. [44], where they introduced a weighted version of the score. In addi-

tion, we observe in Figure 12a that Cox proportional hazards outperforms the other

methods, followed by Weibull AFT and Aalen additive. This same pattern is evi-

dent in Figures 12b and 13, where these three models lead in terms of performance.

Notably, the ranking of the methods remains consistent even as the percentage of

censorship increases, reinforcing the conclusion from the previous sections. The pri-

mary factor influencing the performance change of the methods is the congruence

between the model assumptions and the actual distribution of event times, with

improved fit leading to better performance.

7 CONCLUSIONS

This paper presents an extensive analysis of different survival methods applied to

three datasets and compared by two scoring rules. The study shows how diverse

a single method’s performance is when changing the measure of comparison and

when it is applied to datasets of different distributions, sizes and percentages of cen-

sorship. We propose a straightforward aggregation of methods of different natures,

parametric, semi-parametric and machine learning, that assume diverse shapes of

the hazard function allowing the ensemble model to gain in robustness with respect

to each single predictor. This can be observed in Figure 7a by the outperformance

of the assemblage measured by an overall score that is independent of the dataset.

Finally, we present simulation experiments with the objective of studying which

dataset characteristics have the most significant influence on the performance of

the models. This analysis leads us to the conclusion that the proximity of the

model assumptions to the real event distribution is a determining factor in perfor-

mance. Further research could go in the direction of complexifying the combination

algorithm by considering time-varying weightings and more sophisticated optimiza-

tion procedures. Another direction could be to find theoretical guarantees for the

integrated Brier score of the ensemble method and possibly in a stochastic setting.
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A SCORING RULES
A.1 Concordance Index
The concordance index was introduced by Harrell et al. [24] and it is the most

widely used performance metric for time-to-event analysis [41]. It measures the

fraction of pairs of subjects that are correctly ordered within all the possible pairs

that can be ordered. The highest (and best) value that can be obtained is 1, which

25



means that there is a complete agreement between the order of the observed and

predicted times. The lowest value that can be obtained is 0, which means that all

the prediction pairs are ordered backward with respect to the observed times, while

a value of 0.5 denotes a random model.

First, we take every pair in the test set such that the earlier observed time is not

censored. Then, we consider only pairs (i, j) such that i < j and we also eliminate

the pairs for which the times are tied. Next, we define a score Ci,j for each pair

(i, j) such as yi ̸= yj , equal to 1 if the subject with earlier time (between i and j)

has higher predicted risk, equal to 0.5 if the risks are tied, or equal to 0 otherwise.

Finally, given a subset of the data D of size n, we compute the concordance index

as follows:

CI(Ŝ,D) =
1

|P|
∑

(i,j)∈P

Ci,j ,

where,

Ci,j =


1 if yi < yj and R̂(xi) > R̂(xj)

0.5 if R̂(xi) = R̂(xj)

0 otherwise,

and P = {(i, j) ∈ D × D : i < j, yi ̸= yj , if yi < yj , then δi = 1} is the set

of all eligible pairs. To calculate the concordance index, we use the version of

scikit-survival library [34] in Python.

A.2 Integrated Brier score
We consider an approach based on the estimates of the probability functions that

will be used as predictions of the event status 1{Ti > t}. In this case, 1{Ti > t}
has to be compared with Ŝ(t|Xi), leading to the mean squared error (MSE) at

time t:

MSE(Ŝ, t) = E[(1{Ti > t} − Ŝ(t|Xi))
2].

The Brier score, introduced initially to measure the inaccuracy of probabilistic

weather forecast by Brier [9], is an estimator of the MSE. It is important to

remark that the MSE cannot be directly computed from the dataset since we do

not know the underlying distribution of Ti but only the realizations of Yi. Let us

26



define SC(t|Xi) = P(Ci > t|Xi) the survival censoring distribution and the Brier

score:

BS(Ŝ, t,D) =
1

n

n∑
i=1

Wi(t)(1{yi > t)− Ŝ(t|xi))2,

where (xi, yi, δi) for 0 < i ≤ n are points from D, and Wi is defined for all t as:

Wi(t) =
δi1{yi ≤ t}
ŜC(yi|xi)

+
1{yi > t}
ŜC(t|xi)

.

Gerds and Schumacher [18] proved that the Brier score is a consistent estimator for

the mean square error when the estimation ŜC of SC is well specified. Let us notice

that in our implementation of the score, we use a Kaplan-Meier [28] estimator for

the survival censoring function ŜC , which does not depend on the covariates. This

assumption is not always the case for the real censoring function SC , and it can

lead to misspecifications of the model (wrong hypothesis on the probability shape)

and, thus, to an estimation bias [19].

Finally, we consider over this paper the integrated Brier score:

IBS(Ŝ,D) =
1

τ

τ∫
0

BS(Ŝ, t,D)dt,

where τ is a user-specified time horizon. There exist diverse scoring rules for sur-

vival models based on L1-loss, logarithmic loss and 1-calibration in between others

(see [21] and [19] for more details). Other approaches of the estimation of prediction

errors and model misspecification can be found in [32]. We chose the concordance

index and integrated Brier score because they measure different aspects of the

models, ranking and calibration, allowing us to have a good understanding of the

performance of the methods.

B IMPLEMENTED METHODS
B.1 Cox Proportional Hazard (Cox PH)
Cox proportional hazard is a semi-parametric method proposed by Cox [11] with

the objective of measuring the impact of each covariate/feature in the estimation

of the survival probability function. It models the hazard function as a general

linear regression of the covariates and a non-parametric baseline function λ0(t) that
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depends only on time. Given a subject with a covariate vector x = {x1, . . . , xd},
the hazard function is as follows:

h(t|x) = λ0(t) exp
(
βTx

)
,

where the parameter β = (β1, ..., βd) is estimated by maximizing the likelihood.

This model is semi-parametric in the sense that the baseline function λ0(t) does

not need to be specified and it can be chosen differently for each unique time. Cox

proportional hazard is one of the most often used methods in time-to-event analysis

and has a wide range of applications [31], [33], [38]. We use the implementation from

scikit-survival library [34], where a regularization parameter α for ridge regression

penalty is used and whose default is equal to 0. The mortality risk prediction will

be determined by the log hazard ratio R(x) = βTx.

B.2 Gradient Boosting Cox (GBC)
Gradient boosting Cox is a machine learning method that was first proposed by

Breiman [7], developed by Friedman [16] and adapted to survival models by Ridge-

way [36]. The main idea is to combine a series of base learners in an additive

manner to obtain a strong overall model. The base learners implemented in this

case will be regression trees fitted at each stage on the negative gradient of the loss

function. This is an additive method in the sense that it is constructed sequentially

in a step-by-step greedy way. We can define the overall function f as follows:

f(x) =
K∑
k=1

ρk · gk(x, θ),

where gk is used to denote the base learners and K is the number of learners.

Therefore, the objective is to maximize the log-likelihood function of Cox’s pro-

portional hazard model by replacing the linear regression βTx with the additive

function f(x) such that we have the following expression for the hazard function:

h(t|x) = λ0(t) exp (f(x)) .

We use the implementation of scikit-survival [34] where we find three parameters of

our interest, the learning rate that shrinks the contribution of each tree and it is set

as default by 0.1, the maximum depth that specifies the depth to which each tree
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will be built and that is set equal to 3 by default, and the minimum samples leaf

that determines the number of samples required to be at a leaf node and its default

is equal to 1. Similar as Cox proportional hazard the mortality risk prediction can

be interpreted as the log hazard ratio f(x).

B.3 Random Survival Forest (RSF)
Random survival forest was proposed by Ishwaran et al. [27] as an adaptation for

censored data of the random forest method introduced by Breiman et al. [8]. It is an

ensemble of tree-based learners where each tree is built from a bootstrap sampling

of the training set in order to reduce the correlation between the trees. Also, for

each node, it only evaluates the split criterion for a random subset of features and

thresholds. The quality of a split is measured by the log-rank splitting rule [6] and

then predictions are formed by aggregating predictions of the individual trees.

We implemented random survival forest from scikit-survival [34] and we will con-

sider three of its parameters. The first one is the maximum depth which is set

as infinity, which means that the nodes are expanded until no further partitioning

is possible. The second one is the maximum features number which indicates the

maximum number of features to consider when looking for the best split; this pa-

rameter is set as the number of data features. The last parameter is the minimum

samples leaf which in this case the default value is 3. Here, the mortality risk is

defined by the ensemble mortality (see [27] for details) which corresponds to the

sum of the cumulative Hazard functions estimated by the forest.

B.4 Weibull Accelerated Failure Time (Weibull AFT)
Weibull AFT is a parametric model that was named after Waloddi Weibull, who

was the first to promote its usefulness, particularly in the domain of strength of

materials [47]. Accelerated failure time models also assume that the effect of a

covariate is to accelerate or decelerate the life course. Given the parameters ρ and

λ, the survival function of the Weibull distribution can be given as:

S(t|x) = exp

(
−
(

t

ρ(x)

)λ
)
,

where we consider the scale parameter ρ(x) = exp (β0·(βTx)) and λ is the parameter

that controls the concavity of the cumulative hazard, indicating acceleration or
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deceleration hazards. In this case, we implement Weibull AFT from lifelines library

[13] and we consider a penalizer parameter and a ℓ1-ratio to adjust how much of

the penalizer should be attributed to an ℓ1 penalty. Both of them are initially set

as zero by default. Here, the mortality risk is defined by E[Ti|xi].

B.5 Aalen’s Additive Fitter (Aalen)
Aalen’s additive is a parametric method proposed by Aalen [1]. This model re-

sponds to the fact that not all the covariates effects must be proportional, which

is different from the assumption of Cox proportional hazard, but some of them

can have additive effects. Besides, Aalen’s additive model allows the effects of the

covariates to vary over time which is not always the case with the other methods.

The hazard function, in this case, is given as follows:

h(t|x) = β0(t) + βT (t)x,

where β(t) is an unknown parameter of dimension d that are estimated by a linear

regression (see [2]). We consider only the penalizer coefficient, which attaches an ℓ2

penalizer to the size of the parameters during regression that improves the stability

of the estimations and controls the high correlation of the features. This penalizer

is set to zero by default. Similarly as Weibull AFT, the mortality risk is defined by

E[Ti|xi].

B.6 DeepSurv
DeepSurv is a nonlinear version of the Cox proportional hazard method proposed

by Katzman et al. [29]. DeepSurv allows the use of neural networks within the

original design of Cox’s and aims to offer more flexibility in terms of the structure

of the model than Cox proportional hazard. DeepSurv is a multi-layer perceptron

that predicts the risk of failure. The output of the network r̂θ(x) is a single node

that estimates the risk function. The loss function to minimize is the negative

log-partial likelihood of the Cox proportional hazard method:

ℓ(θ) =− 1

L

∑
i:δi=1

r̂θ(xi)− log

 ∑
j∈R(Ti)

er̂θ(xj)


+ λ||θ||2,

where λ is a ℓ2 regularization parameter and L is the number of uncensored sub-

jects. The network weights that minimize the loss function can be estimated by a

30



gradient descent algorithm [37]. We use the implementation from Pysurvival [15],

where we can choose the structure of the multilayer perceptron by choosing the

number of hidden units per layer. We will consider two fully connected hidden

layers and, consequently, two parameters to be set. The default number of units is

60 for the first layer and 10 for the second.

C SIMULATION EXPERIMENTS
In this section, we simulate data using three different techniques. The first set of

events is generated by sampling a Cox proportional hazards model, the second by

following a Weibull distribution, and the third involves a combination of Weibull

distributions. The objective is to compare how the ranking of the methods varies

across three experiments. Thus, to understand how different data characteristics

can impact the performance of the methods. These findings align with those pre-

sented in Section 6, with the distinction that we assess performance using the

integrated Brier score.

C.1 Number of samples
The first experiment consists on evaluating the performance of the models as the

number of samples increases from 50 to 2000.

250 500 750 1000 1250 1500 1750 2000
number of samples

0.16

0.17

0.18

0.19

Coxed: Integrated Brier Score
Cox
RSF
GBC
Weibull AFT
Aalen
DeepSurv

(a) Integrated Brier score comparison of the

increasing sample size simulation with Coxed

library
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(b) Integrated Brier score comparison of the

increasing sample size simulation with Simsurv

library

Figure 14
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Figure 15: Integrated Brier score comparison of the increasing sample size simulation
with Python

We observe in Figures 14a, 14b, and 15, as discussed in Section 6.2, that the

performance improves as the number of samples increases. Furthermore, it is note-

worthy that the hierarchy of the models remains relatively stable as the number

of samples increases. Specifically, Cox proportional hazards outperforms the other

methods, with DeepSurv as the second-best performer. This reaffirms the con-

clusion made in Section 6.2 that the models’ performance order is independent

of the sample size but instead depends on the matching between the underlying

assumptions and the dataset real distribution shape.

C.2 Number of features

The second experiment consists on evaluating the performance of the models as the

number of features decreases from 20 to 1.
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(a) Integrated Brier score comparison of the

decreasing number of features simulation with

Coxed library
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(b) Integrated Brier score comparison of the

decreasing number of features simulation with

Simsurv library

Figure 16
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Figure 17: Integrated Brier score comparison of the decreasing number of features
simulation with Python

We observe in Figures 16a, 16b and 17 a slight increase in performance as the num-

ber of features increases. The most significant change occurs with Random Survival

Forest, which exhibits very poor performance compared to the other methods when

the number of features is small but becomes competitive as the number of features

increases. This is because random survival forest relies on the diversity and richness
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of features to make accurate predictions. In addition, in Figures 16a and 16b, we

observe that the Aalen additive model does not align with the trend of the other

methods, as its performance worsens with an increasing number of features. This

could be due to the challenge posed by the additive linearity assumption in cap-

turing the true underlying relationship between covariates and survival outcomes.

Finally, we observe that the performance of the Weibull AFT model improves rel-

atively in Figures 16b and 17 compared to Figure 16a. This phenomenon occurs

because both simulations, those conducted by the simsurv library and our method

implemented in python, are based on the Weibull distribution.

C.3 Percentage of censorship

The third experiment, as presented in Section 6, consists on increasing the percent-

age of censorship from 10% to 80%.
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Figure 19: Integrated Brier score comparison of the increasing percentage of censorship
simulation with Python

We observe in Figures 18b and 19 an irregular increase in IBS up to 30% and

60% of censorship, respectively. This corresponds to the intuitive expectation that

higher censorship rates should lead to poorer performance. However, when the

percentage of censorship is high, as can also be seen across the entire curve in

Figure 18a, we observe an improvement in performance. This phenomenon might

be attributed to the distribution of censorship. Censored individuals contribute to

the Brier score only until their observed time. Therefore, if their observed time

occurs at the beginning of the observation period, their contribution to the score

is minimal. Consequently, if there is a significant percentage of censorship, the

Brier score risks being small. Additionally, we observe that there is no significant

variation in the hierarchy of the models. In Figure 18a, Cox PH and DeepSurv

consistently maintain the lead throughout the entire experiment, while in Figures

18b and 19, Cox PH and Weibull AFT remain at the forefront. This corroborates

the conclusion drawn in the previous sections, where we found that the main factor

determining the ranking of performance is the underlying distribution of the data,

rather than the size of the dataset or the percentage of censorship.
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