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Humans categorize the experience they encounter in variousways, which ismirrored, for instance, in grammatical gender systems
of languages. In such systems, nouns are grouped based on whether they refer to masculine/feminine beings, (non-)humans,
(in)animate entities, or objects with specific shapes. Languages differ greatly in how many gender assignment rules are incorpo-
rated in gender systems and how many word classes carry gender marking (gender agreement patterns). It has been suggested
that these two dimensions are positively associated as numerous assignment rules are better sustained by numerous agree-
ment patterns. We test this claim by analyzing the correlated evolution (Continuous method in BayesTraits) and making the
causal inferences about the relationships (phylogenetic path analysis) between these 2 dimensions in 482 languages from the
global Grambank database. By applying these methods to linguistic data matched to phylogenetic trees (a world tree and indi-
vidual families), we evaluate whether various types of gender assignment rules (semantic, phonological, and unpredictable) are
causally linked to more gender agreement patterns on the global level and in individual language families. Our results on the world
language tree suggest that semantic rules are weakly positively correlated with gender agreement and that the development of
agreement patterns is facilitated by different rules in individual families. For example, in Indo-European languages, more agree-
ment patterns are caused by the presence of phonological and unpredictable rules, while in Bantu languages, the driving force
of agreement patterns is the variety of semantic rules. Our study shows that the relationships between agreement and rules are
family-specific and yields support to the idea that more distinct rules and/or rule types might be more robust in languages with
more pervasive gender agreement.
Keywords: grammatical gender; linguistic complexity; phylogenetics.

1. Introduction
One of the core tasks pursued by language sciences is
to explain the remarkable linguistic diversity observed
within more than 7,000 languages across the globe.
Around a third of the world’s languages (Allassonnière-
Tang et al. 2021) have grammatical gender systems,
which reflects the propensity of humans to categorize
the world (Kemmerer 2014; Aikhenvald 2016; Kem-
merer 2017a,b, 2019). These languages vary vastly in
how they classify nouns into grammatical categories
(Di Garbo and Miestamo 2019; Sinnemäki 2019). One
of the most common types of nominal classification
systems is gender/noun class systems that obligatorily
group all nouns into distinct categories (Allan 1977;
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(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium,
provided the original work is properly cited.

Dixon 1986; Singer 2016). These systems differ greatly
in the criteria that determine which nouns are grouped
towhich category and how deeply entrenched these sys-
tems are in the grammars. For instance, French and
Italian nouns are either masculine or feminine. Such
languages are typically said to have gender systems.
Other languages such as Swahili have noun class sys-
tems that group nouns based on additional seman-
tic criteria: animate/inanimate, human/non-human,
animal/non-animal, plant/non-plant, as well as distinct
shapes (e.g. long or round objects) or tools (Contini-
Morava 2000). Areal and phylogenetic effects are also
observed. As an example, most languages spoken in
Europe have gender systems, while languages in Africa
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2 Shcherbakova and Allassonnière-Tang

Figure 1. The global distribution of gender (gender/noun class) systems based on the Grambank database. The points represent 1,151
languages included in the database.

tend to have either gender or noun class systems
(Allassonnière-Tang et al. 2021). Following the termi-
nology of the WALS (World Atlas of Language Struc-
tures) (Corbett 1991; Dryer and Haspelmath 2013), we
use the term “gender” to refer to both gender and noun
class systems (Fig. 1).

Gender systems are interesting because they hint
toward the structure of the human cognitive system
and the development of linguistic complexity. Cate-
gories found in such systems are not arbitrary. For
example, categories based on the following distinction
are frequently found in grammatical gender systems:
animate/inanimate, human/non-human, animal/non-
animal, male/female. Some shapes, such as long and
round, are also commonly identified in gender sys-
tems. These tendencies match with the neuroscience
premise that those categories are more salient in the
human cognitive system and, therefore, more likely to
be mirrored in human communicative systems (Kem-
merer 2014, 2017a,b, 2019). The categories found in
gender systems are also influenced by cognitive and cul-
tural biases (Aikhenvald 2016; Kemmerer 2019). For
example, the shape features of “long” and “round”
are expected to be more common since they are salient
shapes within the human cognitive system. These influ-
ences also reflect the observation that how nouns are
affiliated to gender categories is also far from being
arbitrary (Veeman et al. 2020; Allassonnière-Tang et
al. 2021; Basirat et al. 2021).

Apart from vastly different semantic rules underly-
ing gender assignment in the world’s languages, some

languages may additionally employ formal assignment
rules (Dixon 1986). In such cases, the phonological
or morphological form of the nouns rather than their
meaning determines their gender. The famous mis-
match between meaning and form of the German noun
for “girl” (das Mädchen) assigned to neuter rather than
feminine gender demonstrates the prevalence of the for-
mal rule: the “chen” suffix triggers neuter gender on all
nouns regardless of their meaning. This is uncommon
since semantic rules typically prove to be decisive in
gender assignment when semantic and formal rules are
in conflict (Corbett 1991). For instance, in the Qafar
language, even though the noun for “slender-waisted
female” does not fit the phonological form of the fem-
inine nouns (ending with an accented vowel), it still
belongs to the feminine nouns (Corbett 2013).

Another distinctive property of gender systems is
that they imply at least one agreement target: articles,
demonstratives, verbs, adjectives, and pronouns may
agree with nouns in gender and carry respective gender
markers (Corbett 1991). Gender systems vary greatly
in the extent to which gender is manifested on vari-
ous agreement targets. For instance, in French, gender
assignment is based on only one distinction (mascu-
line and feminine), but its gender pervasiveness (the
number of agreement patterns) (Liljegren 2019) is high.
The articles, adjectives, participles, and demonstratives
associated with a feminine noun are marked as femi-
nine, c.f., une grande lettre est écrite (one.fem big.fem
letter(fem) is written.fem) “a long letter has been
written.” By contrast, the gender categories masculine
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Evolutionary pathways of complexity in gender systems 3

and feminine are not deeply entrenched in Assamese
(Indo-Aryan), where only a few adjectives agree with
nouns in gender (Bora 2004).

These two dimensions of variation in gender
systems—number and/or type of gender assignment
rules and number of agreement patterns—are also the
criteria used to assess the complexity of these sys-
tems (along with the number of categories or values,
e.g. German has three categories—feminine, masculine,
and neuter) (Audring 2016; Di Garbo and Miestamo
2019). These dimensions have been claimed to interact
with each other: “any change in the number of gender
values or the number and nature of gender assignment
rules must ultimately hinge on variation and change
in the domain of agreement patterns” (Di Garbo and
Miestamo 2019). Here, we explore whether two of
these dimensions are interdependent, andwe attempt to
identify the constraints on the diversity of gender per-
vasiveness. Specifically, we test whether the number of
assignment rules is positively or negatively associated
with the number of agreement patterns. Additionally,
we test the opposite scenario: whether the number
of agreement patterns is influenced by the number of
assignment rules.

2. Gender systems and linguistic
complexity

Gender systems are treated as grammatically complex
features primarily due to the obligatory grammatical
marking associated with these systems (McWhorter
et al. 2007). However, in some languages, the pres-
ence of gender systems will add to grammatical com-
plexity when it is defined through other criteria, such
as inflectional morphology, irregularity, or disruptions
in meaning-form correspondences (Miestamo 2008;
Lupyan and Dale 2010; Trudgill 2011). Since the pres-
ence of a gender system already contributes to the com-
plexity of grammar, one could expect complexity in
one dimension to be balanced out by simplicity in the
other dimension, as suggested by the trade-off hypoth-
esis. Nominal classification already has one prominent
example of such a trade-off: the distribution of gen-
der systems and numeral classifiers has been shown to
be largely complementary (Sinnemäki 2019). In other
words, when a language possesses one system of noun
classification (gender), it is not economical to develop
another system of the same type, such as numeral clas-
sifiers. Since a gender system is a complex phenomenon
in itself (Dahl 2004; Trudgill 2011), languages could be
less redundant if they compensated for extreme com-
plexity in assignment rules by developing fewer agree-
ment patterns. However, previous studies (Audring
2016; Di Garbo 2016) suggest that rules assignments

and agreement patterns should be positively correlated:
simpler assignment rules co-occur with fewer agree-
ment patterns, whereas more assignment rules imply
more pervasive gender agreement. This positive asso-
ciation might be explained in the light of first language
acquisition: children experience difficulties acquiring a
rich gender system with numerous assignment rules if
these are manifested in discourse via sparse agreement,
for example, when the gender category is marked only
on one target, such as an adjective (Audring 2016).

The available empirical evidence from synchronic
studies of African languages supports the positive
correlation between assignment rules complexity and
the number of values (but not gender pervasiveness)
(Di Garbo 2016). Many language families in Africa
(e.g. Bantu) have diverse gender systems with a large
number of gender values into which nouns are grouped
based on humanness, animacy, plants, referential sta-
tus, among others (Creissels and Pozdniakov 2015).
Therefore, it is not clear whether the interdependence
between different dimensions of gender complexity is
prominent in languages beyond Africa. Another open
question concerns different ways of measuring com-
plexity of rules. In previous studies (e.g. Di Garbo
2016), the dimension of complexity is measured as
a binary variable: simple assignment rules are purely
semantic or formal, while complex rules rely on both
semantic and formal criteria (but see Audring (2019)
for a more nuanced proposal of distinguishing between
semantic, phonological, and morphological assignment
rules). However, due to a variety of semantic rules
in the world’s languages, if more rules indeed imply
more agreement patterns, the variety of semantic rules
(rather than the combination of distinct rule types:
semantic and formal vs purely semantic/formal) could
potentially be a predictor of or be influenced by gen-
der pervasiveness. Distinguishing between the num-
ber of semantic rules and the variety of distinct rule
types (semantic and formal) is important because for-
mal gender assignment rules never occur in isolation
in the world’s languages (Corbett 1991). This means
that most languages with gender systems group nouns
based on either purely semantic rules or the combina-
tion of semantic and formal rules (Corbett 2013). In
other words, if a language has formal rules, it is likely
to also have semantic rules.

3. Materials and methods
Here, we assess if the potential evolutionary constraints
on the diversity of gender systems are universal or
family-specific (Dunn et al. 2011). To explore whether
the complexity dimensions of gender systems are
interdependent, we obtain the information on gender
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4 Shcherbakova and Allassonnière-Tang

rules and targets of agreement patterns from a large
dataset of grammatical structures, Grambank (Skirgård
et al. 2023), and model their evolution on the global
tree (Jäger 2018) and typologically distinct language
families with productive presence of gender systems:
Austronesian (Gray et al. 2009), Bantu (Grollemund
et al. 2015), Dravidian (Kolipakam et al. 2018), and
Indo-European (Bouckaert et al. 2012).

3.1 Typological data
We use a large-scale database of typological features,
Grambank (Skirgård et al. 2023), to obtain gender-
related features for our analyses. First, we operational-
ize semantic rules as a continuous variable to test
whether the variety of semantic rules alone can func-
tion as a predictor of the number of agreement patterns.
Assessing assignment rules is especially challenging
because “assignment rules may be hard to identify
with certainty” and “[s]mall rules in particular are a
source of disagreement among researchers” (Audring
2016). Due to this, the dimension of assignment rules
is represented by four major semantic factors avail-
able in Grambank. These four binary features (GB051,
GB052, GB053, GB054) listed in Table 1 are then
aggregated to a score capturing whether the language
has none (0), one (0.25), two (0.5), three (0.75), or
all four (1) of these semantic factors in gender assign-
ment. In many Indo-European languages, the com-
monly encountered rule is that the nouns are assigned
to masculine or feminine gender based on their biolog-
ical sex (GB051): for example, in French, nouns are
either masculine or feminine. However, gender systems
can incorporate other semantic rules. For instance, ani-
macy can be a factor in gender assignment (GB053).
In Grambank, this feature is coded as present also if
the gender system captures a human versus non-human
distinction. For instance, in Aneityu (Austronesian),
one class of verbs takes different suffixes with animate
(-i) and inanimate (-ñ) objects (Lynch 2000). Shape
of the objects can also play a role in gender assign-
ment (GB052). For instance, in Hulaulá (Afro-Asiatic),
inanimate loanwords that denote long/thin entities, like
feather or tail, are assigned the masculine gender (Khan
2009). Finally, in many languages, gender assignment
distinguishes plants from other concepts (GB054). As
an example, nouns denoting trees, plants as well as
tree or plant parts fall under the third and fourth
noun classes in Chuwabu (Atlantic-Congo). These
same classes also host nouns referring to objects with a
long, thin, and/or extended shape (Guérois 2015).

We also include two other rule types avail-
able in Grambank: phonological rules (GB192) and
“unpredictable” (GB321) rules. Phonological rules are

Table 1. The Grambank features selected for this study. All features
contributing to the aggregated scores of semantic rules complex-
ity and agreement patterns complexity are assigned the same
weight. The presence of one semantic rule weights 0.25 and the
presence of one agreement pattern weights 0.2. The phonologi-
cal and unpredictable rules features are binary and can be either
present (1) or absent (0).

Feature ID Features related to semantic rules

GB051 Is there a gender/noun class system where
sex is a factor in class assignment?

GB052 Is there a gender/noun class system where
shape is a factor in class assignment?

GB053 Is there a gender/noun class system where
animacy is a factor in class assignment?

GB054 Is there a gender/noun class system where
plant status is a factor in class assignment?

Features related to agreement patterns

GB170 Can an adnominal property word agree
with the noun in gender/noun class?

GB171 Can an adnominal demonstrative agree
with the noun in gender/noun class?

GB172 Can an article agree with the noun in
gender/noun class?

GB198 Can an adnominal numeral agree with the
noun in gender/noun class?

GB030 Is there a gender distinction in independent
3rd person pronouns?

Binary features related to phonological and
unpredictable rules

GB192 Is there a gender system where a noun’s
phonological properties are a factor in
class assignment?

GB321 Is there a large class of nouns whose
gender/noun class is not phonologically or
semantically predictable?

treated as a binary variable since a more detailed
information is often inaccessible: the descriptions of
lesser known languages often lack formal assign-
ment rules (phonological and morphological) (Audring
2016). The presence of phonological rules in language
imply that gender assignment takes place based on
the phonological form of the nouns, such as in Mal-
tese (Afro-Asiatic), where most nouns ending in (-a)
are feminine (Borg and Azzopardi-Alexander 1997).
The so-called unpredictable rules refer to the pres-
ence of one or several gender/noun class categories
whose members do not obviously share any semantic
or phonological properties. For instance, three out of
four genders are semantically defined in Mullukmulluk
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Evolutionary pathways of complexity in gender systems 5

(Northern Daly), whereas the fourth gender encom-
passes the rest of the nouns that do not meet the seman-
tic criteria for inclusion into three other classes (Birk
1976).

The score of agreement patterns encompasses five
features (GB170, GB171, GB172, GB198, GB030):
agreement in gender of adnominal property words,
demonstratives, articles, adnominal numerals, and the
presence of gender distinctions in independent third
person pronouns (four out of these five Grambank fea-
tures are adnominal.Withmore data on other domains,
in particular, agreement on verbs, future studies could
overcome this limitation and test how alternative ways
of measuring complexity of agreement patterns (e.g.
assessing complexity by agreement domains rather than
word class) respond to variation in assignment rules
complexity.) In Ghomara Berber (Afro-Asiatic), adjec-
tives of masculine and feminine nouns are distinguished
based on their forms (GB170): adjectives of mascu-
line nouns are unmarked whereas adjectives of femi-
nine nouns take a specific suffix, which is also taken
by adjectives of plural masculine and feminine nouns
(el Hannouche 2008). Different demonstrative forms
(GB171) are used with masculine, feminine, and inan-
imate nouns in the Australian language Ami (Western
Daly). In Ami, demonstratives referring to inanimate
nouns remain unmarked, and those that refer to mas-
culine and feminine nouns get the suffixes -na and -nga
respectively (Ford 1998). In Dutch, the definite sin-
gular article (GB172) of neuter nouns (het) is distinct
from the singular/plural definite article of masculine
and feminine nouns (de) (Donaldson 2008; Oosterhoff
2015). In Arbore (Afro-Asiatic), adnominal numer-
als agree with the nouns (GB198) in gender (mascu-
line/feminine) (Hayward 1984). Finally, third person
pronouns reflecting gender (GB030) are common in
Indo-European languages such as in German (er/sie/es)
and French (lui/elle). Third person pronouns can also
have other gender distinctions. For example, in the
pronominal paradigm of Aimele, a range of differ-
ent pronoun forms distinguishing number and syn-
tactic roles are used for animate reference, whereas
the bound root a:- is reserved for inanimate refer-
ences regardless of number and syntactic roles (Aiton
2016).

To summarize, the complexity of agreement pat-
terns is calculated by aggregating the Grambank
features dedicated to the agreement of demonstra-
tives, adjectives, articles, numerals, and pronouns,
with scores spanning the values of 0 (no marking
at all) to 1 (all marked). The complexity of seman-
tic rules is calculated in the same way, aggregating
the presence of different assignment rules such as sex-
based, shape-based, animacy-based, and plant-based.

Languages with missing data for at least one of
these features were discarded. Two other rule types,
phonological rules and unpredictable gender assign-
ment of a large class of nouns, are coded as a binary
feature indicating their presence/absence (the depen-
dence/independence between these variables has not
been fully investigated in existing studies, so that it
remains unclear if some types of rules, such as animacy-
and sex-based rules, might co-occur or be complemen-
tarily distributed. In the current study, we aggregate
the variables assuming that they are independent and
assign them the same weight. However, the explo-
ration of the potential interactions between various
rules (as well as between various agreement targets)
would be a promising avenue for future research.) As
shown in Fig. 2, hot spots of few semantic rules and
few agreement patterns are situated in East and Cen-
tral Africa as well as in Southeast Asia. Bantu and
Indo-European languages exhibit highest gender per-
vasiveness (agreement scores). Phonological rules are
mainly found in Europe, whereas unpredictable gender
assignment typically occurs in Africa.

3.2 Phylogenies
The Indo-European tree accounts for 103 languages
with a time depth of about 7,000 – 10,000 years, out
of which 38 languages were used in the analysis. The
Austronesian tree accounts for 400 languages with a
time depth of about 5,000 years, out of which 27 lan-
guages matched with Grambank data. The Dravidian
tree accounts for 20 languages with a time depth of
about 4,500 years, and 12 of these were used in the
analysis. The Bantu tree accounts for 425 languages
with a time depth of about 5,000 years, out of which
67 languages matched with Grambank data. The lan-
guages from these language families cover over a third
of the world’s languages (Hammarström et al. 2022).
We also use the global tree (Jäger 2018) that spans
over 7,000 languages from 66 language families avail-
able in the ASJP database (Wichmann 2016) to infer
potential global trends in the evolution of gender sys-
tems. We map 482 languages available in Grambank
on the global tree. The distribution of semantic rules
and agreement patterns are shown in Fig. 3.

Each tree represents a summary of the posterior
tree samples for each of the language families and the
world tree included in the analysis. Phylogenetic sig-
nal of continuous variables (semantic rules and agree-
ment patterns) is estimated based on Pagel’s lambda (λ)
(Pagel 1999) inferred with the help of phylosig function
in phytools package (Revell 2012) (see Supplementary
Table S2). The degree of support of the likelihood
ratio (LR) test results is interpreted following Jeffreys
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6 Shcherbakova and Allassonnière-Tang

Figure 2. The global distribution of four variables describing two complexity dimensions of gender systems. Assignment rules are captured
bu semantic rules (continuous score), phonological rules (presence/absence), and unpredictable gender assignment of nouns with distinct
semantic and phonological properties into the same class (presence/absence). Agreement patterns are coded as continuous score.

(1961). The phylogenetic signal of two binary traits
(phonological and unpredictable rules) is measured as
D values (Fritz and Purvis 2010) with the help of
phylo.d function in caper package (Orme et al. 2013)
(see Supplementary Table S3).

The typological data and the phylogenies are then
combined for conducting phylogenetic analyses. First,
we conduct phylogenetic path analysis (von Harden-
berg and Gonzalez-Voyer 2013; van der Bijl 2018) to
evaluate competing causal models where the number
of agreement patterns influences or is driven by 1) the
variety of semantic rules, 2) the presence of phono-
logical rules, 3) the presence of “unpredictable” rules
(the presence of a large or open set of nouns that are
assigned to a single gender but do not share the same
semantic or phonological properties), and 4) differ-
ent combinations of these rules. This method enables

us to make inferences about the causal processes
behind the expansion and reduction of agreement pat-
terns and the changes in rule assignment. Second, we
test for the presence of correlated evolution between
two features—gender pervasiveness and the variety of
semantic rules—using the Continuous method (analy-
sis method:MCMC) implemented inBayesTraits (Pagel
et al. 2004). Negative coevolutionary relationships will
indicate that gender systems are constrained to be eco-
nomical. A positive correlated evolution will suggest
that there is evolutionary pressure for languages to
accumulate redundancy in the gender systems.

3.3 Causal relationship between agreement
patterns and rules

To compare the effects of different assignment rules
on agreement patterns and vice versa, we conduct
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Evolutionary pathways of complexity in gender systems 7

Figure 3. The values of the four variables mapped onto phylogenies. The depicted pyhlogenies were used for both phylogenetic path
analysis and Continuous method: a) world tree, b) Bantu, and c) Indo-European. Unlike other large language families, Indo-European and
Bantu show variation in the presence/absence of phonological and unpredictable rules. The presence of phylogenetic signal is attested
for all four features on the global tree and for all features but unpredictable rules on Indo-European tree. The distribution of the features in
Bantu does not seem to be phylogenetically constrained.

phylogenetic path analysis (von Hardenberg and
Gonzalez-Voyer 2013) using the R package phy-
lopath (van der Bijl 2018). This method applies d-
sep test (Shipley 2009) and controls for phylogenetic
non-independence by fitting phylogenetic generalized
least-squares (PGLS) models (von Hardenberg and
Gonzalez-Voyer 2013) (linear models and/or logistic
regressions depending on the variables involved). Phy-
logenetic path analysis compares causal models in the
form of DAGs (directed acyclic graphs) (Shipley 2000)
based on the C-statistic information criterion corrected
for small sample sizes (CICC) of each model. Model
comparison is grounded in the idea that the minimum
set of conditional independencies will be met only by
the strongest model(s) (Shipley 2016). We develop a
comprehensive set of competing causal models that

include different combinations of rule assignment
predictors of agreement patterns with some models
assuming that the predictors are also causally linked.
The set also contains the causal models that predict
that agreement patterns influence the number/presence
of certain assignment rules (i.e. the reversed versions
of the models where agreement patterns are pre-
dicted). In the future, the relationships between rules
and agreement patterns could also be explored using
exploratory path analysis. For instance, the BEPA
(Brute-force exploratory path analysis) R package
(https://github.com/Joseph-Watts/BEPA) builds upon
the phylopath package van der Bijl (2018) and is avail-
able at the moment of writing in the beta version.
The approach does not require the set of prespeci-
fied models and explores all potential combinations of
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8 Shcherbakova and Allassonnière-Tang

causal models, while allowing the exclusion of models
containing specific causal paths. The limitation is that
this approach is more time-intensive than testing a set
of predefined competing models and so far has been
tested for the maximum of six variables.

3.4 Coevolution of agreement patterns and
rules

We use the Bayesian phylogenetic approach to evaluate
the coevolution between semantic rules and agreement
patterns. We focus on these two continuous variables
because it allows us to 1) test whether changes in
gender pervasiveness depend on the changes in the
number of assignment rules on further language fam-
ilies with gender systems (Dravidian (Kolipakam et
al. 2018) and Austronesian (Gray et al. 2009)) where
phonological and unpredictable rules are predominatly
absent and 2) cross-check our results of phylogenetic
path analysis on Indo-European and Bantu phyloge-
nies with another method that also controls for phy-
logenetic non-independence. We use the Continuous
method implemented in theBayesTraits software (Pagel
et al. 2004) to assess how the two variables interact
with each other diachronically.

We fit two models (see Supplementary Tables S2
and S3 for an overview of the phylogenetic signal in
the features). This allows us to compare the models
of dependent and independent evolution. Under the
first model, the covariance between two traits is esti-
mated, whereas the second model assumes that two
traits have evolved independently and their covariance
is equal zero. To determine which of the model fits the
data better, we calculated Bayes Factors (Burnham and
Anderson 2002) from the marginal likelihoods of both
models that we obtained using a stepping stone sam-
pler (Xie et al. 2011) with 1,000 stones and 10,000,000
iterations per stone. The Bayes Factor is estimated in
the following way: 2 × (log marginal likelihood of
dependent model – log marginal likelihood of inde-
pendent model). We interpret Bayes Factors above 2
as weak evidence, above 5 as strong, and above 10 as
very strong evidence in support of the dependent model
(Raftery 1996).

In order to avoid the possibility of running the anal-
yses (both with the help of phylogenetic path analysis
and the Continuous method) on the sample including
languages without gender, we discard languages if they
have neither semantic rules nor agreement patterns (i.e.
if they score “0” on both dimensions). This also means
that we eliminate the languages that might have gender
systems based on other rules and mark gender on other
targets than specified in Grambank. This reduces the
size of our sample but allows for more robust results.
Specifically, this prevents inflated positive correlation

due to many languages scoring 0 for both semantic
rules and agreement patterns. We provide the results of
Continuous analysis on the individual trees that con-
tain languages with 0 scores for both dimensions (see
Supplementary Table S5).

4. Results
Phylogenetic path analysis allows us to test whether
agreement patterns predict or are sensitive to differ-
ent assignment rules: 1) semantic, 2) formal (phono-
logical), and 3) unpredictable. We run the analyses
on the global sample as well as separately on Indo-
European and Bantu languages. Unlike other families,
where phonological and unpredictable rules are mainly
absent, languages in these two language families vary in
how the values of these rule features are distributed.We
compile a comprehensive set of causal models belong-
ing to four groups (see Fig. 4). Group (a) encompasses
three simple models where agreement patterns depend
on one out of three rule types. Group (b) explores
the effects of different rule types on agreement pat-
terns within the same models. Group (c) incorporates
scenarios where agreement patterns arise due to more
semantic rules/presence of phonological rules and dif-
ferent rule types are interdependent. This group of
models accounts for the relationship that might arise
from languages having either semantic or semantic and
phonological assignment rules. Group (d) expands on
the models in group (c) by adding the potential causal
link between semantic/phonological rules and unpre-
dictable rules. This allows us to detect potential pat-
terns of loss of some semantic/phonological rule, which
resulted in a synchronically observable large class of
nouns with distinct semantic and phonological proper-
ties. Each causal model belonging to these four groups
has a reverse version where agreement patterns are not
longer outcome variables, but predictors of assignment
rules.

Phylogenetic path analysis confirms that agreement
patterns and gender assignment rules are positively
correlated. Based on two top-ranking models on the
global tree (b2 and its reverse version), we find no evi-
dence for directionality of change between semantic
rules and agreement rules on the global level: the effects
of agreement patterns on semantic rules and semantic
rules on agreement patterns are positive and weak. The
causal relationships between agreement patterns and
phonological rules similarly emerge as bidirectional,
with agreement patterns facilitating the presence of
unpredictable rules being more likely than the reverse.
Agreement patterns have also been found to posi-
tively influence the emergence of phonological rules
globally. Intriguingly, the effects of different rule types
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Figure 4. Eighteen competing causal models tested on Indo-European, Bantu, and global phylogenies within phylogenetic path analysis.
The arrows represent the direction of causal paths.

vary across families (see Fig. 5). For the phylogenies
of Indo-European and Bantu languages, the analysis
establishes one strongest model, which fits the data con-
siderably better than other models (see Supplementary
Table S1). The difference between C-statistic informa-
tion criterion corrected for small sample sizes (CICC)
of the best models and the second-best models is > 7.
Low (<0.05) P values for all but the strongest mod-
els allow to reject the rest of the models based on the
available evidence.

In Bantu languages, the relationship between assign-
ment rules and agreement patterns is best captured by
the strongest model (d1, weight = 0.98) that implies
the interrelationships between different rule types:
the presence of phonological and unpredictable rules
decreases the number of semantic rules, and numer-
ous semantic rules lead to higher agreement patterns.
The presence of phonological and unpredictable rules
in Bantu languages do not seem to influence gen-
der pervasiveness but makes abundant semantic rules
unlikely. By contrast, the strongest causal model (b2)
on the Indo-European (weight = 0.95) and global
(weight = 0.95) phylogenies assumes the interaction
between different rule types and agreement patterns
and no interrelationships between rule types: languages

with more semantic rules and available phonological
and unpredictable rules have more agreement patterns.
However, the effects of some rule types on agreement
patterns are not robust. For instance, the confidence
intervals (CI) of semantic rules on agreement patterns
on the Indo-European tree and phonological rules on
agreement patterns on the global tree cross zero. This
means that agreement patterns are triggered only by
some rule types: in Indo-European languages these are
caused by the presence of phonological and unpre-
dictable rules, while the global tendency is that agree-
ment patterns increase in languages withmore semantic
and present unpredictable rules.

In terms of correlated evolution, the results obtained
with the Continuous method within BayesTraits (Pagel
et al. 2004) yield weak (Bayes factor = 2.61 for
Indo-European) and strong (Bayes factor = 11.56 for
Bantu and Bayes Factor = 26 for the world tree) sup-
port to the dependent model of evolution between
semantic rules and agreement patterns scores across the
phylogenies (see Supplementary Table S4). The posi-
tive correlation between the traits is strongest on the
Bantu tree (r = 0.4), while on Indo-European (r = 0.26)
and global (r = 0.23) phylogenies this relationship is
weaker. Calculated Bayes factors yield no support in
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Figure 5. The results of phylogenetic path analysis on three phylogenies. The standardized coefficients with CI not crossing 0 illustrate
positive correlation between the number of rules/rule types and agreement patterns. One strong model explaining the constraints on
gender pervasiveness was established in each phylogeny. The number of agreement patterns is driven by 1) the presence of phonological
and unpredictable rules in Indo-European, 2) the number of semantic rules in Bantu (the score of which is, in turn, lower if a language
already has phonological or unpredictable rules) and 3) bidirectionality in the global tree.

favor of the dependent models for Dravidian (Bayes
factor = 0.21) and Austronesian (Bayes factor = 0.49)
language families. Thus, while we find evidence for
the coevolution between semantic rules and agreement
patterns on the global level, such positive coevolution-
ary relationship is lineage-specific (Dunn et al. 2011)
and evident only on some (Bantu and Indo-European)
language families.

The results of two methods largely overlap and
reveal positive correlation between semantic rules and
agreement patterns on the Bantu and on the global phy-
logenies. On these samples, semantic rules remain pos-
itively correlated with agreement patterns after other
rule types are included in the models. The only dis-
crepancy concerns the findings on the Indo-European
phylogeny: the Continuous method provides weak evi-
dence for the weak positive correlation, whereas in phy-
logenetic path analysis, this predictor is not influential
and agreement patterns are instead constrained by the
presence/absence of phonological and unpredictable
rules. This shows that not accounting for other rule
types makes the weak positive correlation suggested by
the Continuous method disappear.

5. Concluding discussion
Our global study goes beyond pairwise correlations
that could potentially yield spurious results (Blasi
and Roberts 2017) and examines the effects of mul-
tiple predictors of gender pervasiveness in 482 lan-
guages. Our analyses are based on the phylogenetic
causal graph methods that account for genealogi-
cal relatedness between the languages in our sample
(see Fig. 3) and reveal the causal processes behind
the current feature distribution. The results generally
show a positive correlation between the number of
semantic rules and the number of agreement patterns.
These results indicate that gender systems are not con-
strained to be economical, as we do not find a negative
coevolutionary dependency between the assignment
rules and agreement patterns.These results favor the
explanation based on first-language acquisition and
the claim that gender systems with multiple rules and
agreement patterns might be easier to acquire. How-
ever, the positive correlation between semantic rules
and agreement patterns is not equal across language
families and the world tree. A moderate relationship
is found for the Bantu languages. This observation
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matches with existing studies (Di Garbo 2016). Nev-
ertheless, we establish no relationship between these
features in Indo-European, Austronesian, or Dravid-
ian languages. Taken together, these findings show that
the relationships between semantic rules and agree-
ment patterns is lineage-specific. However, the analyses
based on the world tree reveals a weak positive corre-
lation. This can be explained by the fact that the world
tree includes further languages families that we have
separately analyzed here. It could be that the corre-
lation between semantic rules and agreement patterns
is strong on other language families, but we did not
include them due to the lack of specialist-established
family trees. It might be that there is a bias toward
combinations of more agreement patterns with more
semantic rules (and fewer agreement patterns with
semantic rules) in languages families (or language fam-
ily branches) that show substantial variation in the
number of semantic rules, which is the case with Bantu
languages, some of which have three out of four seman-
tic rules based on our data. The development of other
phylogenies is thus needed to further test these claims.

The phylogenetic path analysis results highlight the
importance of accounting for multiple variables while
controlling for the non-independence of languages in
the sample. Our analyses show that the weak positive
coevolutionary relationship between gender agreement
and semantic assignment rules does not hold in Indo-
European when other assignment rules are taken into
account. Instead, the agreement patterns in this lan-
guage family are driven to a great extent by the rules
grounded in phonological properties and those that are
phonologically and semantically unpredictable. This is
in line with previous work showing that languages with
formal and semantic assignment rules are more likely to
have pervasive agreement as opposed to languages with
purely semantic assignment rules (Di Garbo 2016). In
that study, the rule assignment variable was binarized
to reflect whether a language had a purely seman-
tic/formal assignment rule or combined both semantic
and formal assignment rules.

Similarly, using an explicit causal approach allows
us to avoid the potential pitfalls of including more
variables than necessary, which can, in some cases,
undermine the analyses due to the “collider bias”
McElreath (2020). Our results suggest that semantic
rules in the best-supported model for Bantu languages
act as a collider, a variable influenced by multiple vari-
ables: phonological and unpredictable rules, both of
which are negatively correlated with semantic rules.
From this causal structure, we can infer that phono-
logical and unpredictable rules are not correlated with
each other. However, fitting a model where phono-
logical rules serve as an outcome and unpredictable

and semantic rules as predictors would result in a neg-
ative but spurious correlation between phonological
and unpredictable rules. This can leave an misleading
impression that Bantu languages tend to have either
phonological or unpredictable rules (a causal path
where unpredictable rules influence phonological rules
was also tested in our model set but not confirmed as
supported), whereas the correct implication is that two
variables are not causally connected but the presence of
either is associated with fewer semantic rules.

Notably, we find no evidence for complexity
trade-offs and all discovered substantial relationships
between rules and agreement patterns are invariably
positive. This indicates that gender systems are not
constrained to be economical but are predominantly
shaped by the needs of first-language speakers. When a
language develops a gender system, especially one with
numerous rules, it might be more robustly transmit-
ted to future generations if the complexity of rules is
comparable to the complexity of agreement patterns.
Conversely, the process of first language acquisition
of gender systems in languages with few rules and
few agreement patterns, like Dutch, might take longer
time because with sparse gender agreement, children
encounter fewer opportunities to acquire the existing
rules (Audring 2014). This is in line with the view that
gender systems serve a range of lexical and discourse
functions (Contini-Morava and Kilarski 2013), such
as error-checking (Dahl 2004) and reference-tracking
(Corbett 1991), rather than being redundant and
“unnecessary to human communication” (McWhorter
2001).

However, we do uncover two unexpected instances
of trade-offs between the variety of semantic rules and
the presence of other rule types in Bantu languages.
Specifically, languages with phonological or unpre-
dictable rules are more likely to have fewer semantic
rules. These trade-offs appear to be restricted to Bantu
languages and are not discovered on the global tree
or in Indo-European languages. It might be that such
relationships between different rule types develop in
languages like Bantu which generally possess numer-
ous semantic rules. Alternatively, in Bantu languages,
the development of additional rule types might be more
closely associated with the replacement of the available
semantic rules.

Apart from the first-language acquisition hypothe-
sis (Audring 2014) that posits the positive relationship
between different complexity dimensions of gender sys-
tems, more agreement patterns might be found in lan-
guages with complex assignment rules for another rea-
son. In some languages, distinct rules come to be asso-
ciated with different agreement targets. For instance,
some varieties of Pashayi (Indo-Aryan) have gender
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systems with sex- and animacy-based assignment rules.
While most agreement patterns found in these lan-
guages reflect the masculine-feminine differentiation,
animacy-based distinctions are present exclusively in
the verbal paradigm (Liljegren 2019). This way, addi-
tional rules might also imply additional agreement
patterns.

Our results should be interpreted keeping the lim-
itations of the grammatical data and methods in
mind. We used typological information from Gram-
bank (Skirgård et al. 2023) to obtain information on
assignment rules and agreement patterns. However,
gender-related features presented in this database are
not exhaustive and do not cover all possible gender
assignment rules and agreement patterns. For instance,
we do not have separate features on human versus
non-human semantic distinction or gender agreement
of verbs. Further work should explore whether more
detailed cross-linguistic studies corroborate the positive
associations revealed here. Besides, we do not account
for the effects of contact in our analyses, which could
also shed light on the evolution of complexity in gen-
der systems. This might be especially relevant for the
Bantu languages where the distribution of gender fea-
tures did not have strong phylogenetic signal. At the
same time, when analyzing the properties of gender
systems, controlling for phylogenetic autocorrelation
might be sufficient given that gender systems features
are among features resistant to borrowing Greenhill
et al. (2017); Nichols (2003); Allassonnière-Tang and
Dunn (2020); Allassonnière-Tang et al. (2021); and
Stolz and Levkovych (2022).

Finally, our results contribute to the existing stud-
ies claiming that positive complexity correlations can
be diachronically well-motivated, as it is also found
between syllable complexity and morphological syn-
thesis (Easterday et al. 2021) and grammatical marking
of nominal words and verbs in Sino-Tibetan languages
(Shcherbakova et al. 2022). Our study suggests that
the evolution of gender systems complexity is shaped
by the drive for robustness rather than the economy
constraints. Further work should investigate the influ-
ence of other potential predictors of gender agreement
patterns in other language families and how the third
complexity dimension (gender values) interacts with
complexity of rules and agreement patterns on the
global scale and in individual families.
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