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Abstract. With the primary goal of enhancing the efficiency of drones
for research and rescue missions through the exploitation of neuromor-
phic sensors and event-based vision, our focus in this work lies in setting
up a simulated environment that can be used for synthetic data genera-
tion. In particular, we employ Unreal Engine to generate scenes suitable
for the case of vehicle perception, followed by a dynamic event-based
simulation environment in conjunction with AirSim and v2e tools. The
synthetic event data acquired in this simulated environment serves as a
crucial resource for training Artificial Intelligence (AI) systems, with a
specific focus on car detection using YOLOv7.
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1 Introduction

The increasing frequency of natural disasters calls for new solutions to im-
prove the effectiveness and efficiency of disaster response services. According
to a United Nations review, in 2019 only, around 400 climate-related and geo-
physical events resulted into tens of thousands of human losses. In this context,
first-response by Search-And-Rescue (SAR) robots has shown its potential to
operate in unstructured and hostile environments. A SAR team typically com-
posed of aerial and/or ground vehicles operate remotely via a control post or
center. To accomplish such missions, efforts must be directed towards multiple
aspects, including:

– Safe movement: enhancing safety with onboard AI assistance that ensures
reliable obstacle detection.

– Fast movement: achieving low-latency environment capture for more effective
navigation and perception.

– Preserved energy autonomy: prioritizing artificial vision solutions that are
conducive to low energy consumption.

Motivated by the factors mentioned earlier, SAR missions would significantly
benefit from any technological shift that would combine higher energy efficiency



2 Authors Suppressed Due to Excessive Length

and improved navigation autonomy of drones. In this work, we particularly aim
to investigate newly emerging bio-inspired sensors known as event or neuro-
morphic cameras [3]. Thanks to their unique properties including lightweight,
energy-efficient, and high-frequency data acquisition, an increasing interest has
been shown in exploiting these new sensors in the control of drones [2]. However,
event-based vision requires additional training and dataset acquisition, which
are more readily accessible in traditional RGB sensors. Since the drone calibra-
tion, validation, and AI training processes cannot be overly extensive, it becomes
crucial to minimize any drone damage while maximizing exploration opportu-
nities within a simulated environment. On this basis, our primary objective in
this work is to create a simulated event-based environment. Throughout this
paper, we will present tools that are intelligently integrated to create that. The
simulated environment will serve us to generate synthetic event aerial data. An
application using this data to train a custom car detector will be described in
the last section before concluding.

2 Simulated Event-based Environment

In the literature, object detection or tracking by drones has been mostly per-
formed using conventional frame-based cameras [5], [1]. Event cameras are newly
emerging bio-inspired sensors that asynchronously measure per-pixel brightness
changes. Known also as neuromorphic sensors, they are different from conven-
tional frame-based sensors, where images at a fixed frame rate are captured.
Their resulting output is a stream of events encoding multiple information at
once such as time, position, and sign of the brightness changes. Event sensors
have several advantages compared to conventional RGB cameras including high
microsecond temporal resolution, very high dynamic range (140 dB vs. 60 dB),
low power consumption, and high pixel bandwidth (in the order of kHz) [3].
Given all these advantages, these cameras have witnessed an increasing interest
in drone applications.

At present, there is no aerial event dataset. In this work, we are opting to
create data through simulation for multiple compelling reasons. This approach
helps in preventing drone crashes, offers a more convenient alternative to creat-
ing data with real images, and allows for more accurate annotations in nearly
infinite environmental scenarios. To this end, inspired by research works that use
AirSim simulator [7] and Unreal Engine (UE), we build a simulated event-based
environment by integrating an additional component which is v2e toolbox [4] for
synthetic event data creation.

For more details, AirSim, which stands for Aerial Informatics and Robotics
Simulation, is an open-source simulation platerform developed by Microsoft for
unmanned robots. AirSim is built using Unreal Engine as a graphics engine [6],
which is highly appreciated for its power and versatility. UE boasts impressive
graphics capabilities, stunning visual effects, and strong support for virtual and
augmented reality. AirSim comes with photo-realistic camera, depth and thermal
sensors. For event-based data, some tools are available to generate such data
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from an RGB image capture. An alternative solution is to use v2e toolbox for
converting conventional image data into event-based data [4]. This toolbox allows
for adjust various parameters to the image conversion. It enables users to control
timing, output video dimensions, and noise levels to simulate real-world event
data collection conditions.

3 Data Generation

Since aerial images are expensive to be collected, and hard to be manually anno-
tated, synthetic data becomes the most feasible solution to provide large amounts
of automatically annotated data. For the task of car detection, the training data
is created using the Modular Neighborhood pack 1. The scene depicts a subur-
ban neighborhood and contains vehicles, which are suitable for our application
of car detection. For RGB images, the expected size is 640x480 and images need
to be captured at a frequency of 200Hz. Since at this high acquisition frequency,
data could be significantly blurred, it is worth making efforts in Unreal Engine
and AirSim to slow down the simulation. Initially, we could capture images at a
frequency of 20 Hz. By making time flow 10 times slower within the simulation,
data capture would reach 200 Hz. AirSim allows us also to select the date at
which the simulation takes place. This parameter enables data captures with
four types of sunlight conditions: day, night, day followed by night, and night
followed by day. This helps to test the recognition capabilities under varying
lighting conditions.

To construct an image from raw events, various representations could be in-
vestigated [10]. In our approach, we opt to aggregate events within a temporal
window of ∆t = 5 ms, aligning with the initial frequency of the simulated en-
vironment. The resulting collected dataset comprises a total number of 10982
frames, with 7191 for training and 3791 for testing. The training set consists
of 3216 samples acquired under daytime conditions and 3975 during the night.
Similarly, the test set includes 2301 samples under daytime conditions and 1490
under nighttime conditions. For the annotations, bounding boxes with a size of
less than 240 pixels are excluded. Figure 1 shows two sample images (daytime
and nighttime), with their corresponding event frames and annotations.

4 Experiments

As for the task of car detection, we conduct our experiments on YOLOv7 detec-
tor [8]. We choose this detector belonging to YOLO family, since it has demon-
strated its effectiveness for real-time applications, also more accurate results are
obtained compared to previous versions [9]. It outperforms other real-time ob-
ject detection models in both speed and accuracy. In the training phase, we use
a mini-batch size equal to 64 and 30 epochs. The model is trained on NVIDIA

1 https://www.unrealengine.com/marketplace/en-US/product/modular-
neighborhood-pac
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(a) RGB image (b) Event frame (c) Annotations

Fig. 1. Two sample images of the simulated dataset with their corresponding generated
event frames and annotation boxes in the segmentation map. In the first row, a frame
during the day, and in the second row, another sample under nighttime conditions.

RTX A6000 GPU. The performance of car detector in the test set of our created
synthetic event data is evaluated in terms of mean Average Precision (mAP) of
detections at Intersection Over Union (IOU) equal to 0.5 regarding the ground
truth boxes. The achieved mAP stands at 0.63, with precision and recall both
reaching 0.93 and 0.63, respectively. These outcomes affirm that we succeed in
precisely detecting cars within the simulated data. However, there is room for
improvement in recall. Enhancing True Positives by detecting more objects could
be achieved by expanding the size of the training data.

5 Conclusion

In this work, we build a simulation environment based on Unreal Engine, AirSim
and v2e toolbox to simulate dynamic aerial events. These tools are assessed in
generating event-based data, which is used to train a custom car detection model.
By means of experiments using YOLOv7 detector, the relevance of the simulated
event data for training a custom model under different lighting conditions has
been shown. As perspective, for the chosen Modular Neighborhood environment,
despite its relevance to our case, but the overall visual variety of objects is
relatively limited. Thus, this work could be potentially extended using other
environments.
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