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Abstract

We propose a new self-supervised method for pre-training
the backbone of deep perception models operating on point
clouds. The core idea is to train the model on a pretext
task which is the reconstruction of the surface on which
the 3D points are sampled, and to use the underlying latent
vectors as input to the perception head. The intuition is
that if the network is able to reconstruct the scene surface,
given only sparse input points, then it probably also captures
some fragments of semantic information, that can be used to
boost an actual perception task. This principle has a very
simple formulation, which makes it both easy to implement
and widely applicable to a large range of 3D sensors and
deep networks performing semantic segmentation or object
detection. In fact, it supports a single-stream pipeline, as
opposed to most contrastive learning approaches, allowing
training on limited resources. We conducted extensive exper-
iments on various autonomous driving datasets, involving
very different kinds of lidars, for both semantic segmenta-
tion and object detection. The results show the effectiveness
of our method to learn useful representations without any
annotation, compared to existing approaches.

The code is available at github.com/valeoai/ALSO

1. Introduction
As a complement to 2D cameras, lidars directly capture

the 3D environment of a vehicle with high accuracy and
low sensitivity to adverse conditions, such as low illumina-
tion, bright sunlight or oncoming headlights. They are thus
essential sensors for safe autonomous driving.

Most state-of-the-art lidar-based perception methods,
whether they regard semantic segmentation [21, 76, 94] or
object detection [44, 73, 87, 90], assume they can be trained
on large annotated datasets. However, annotating 3D data for
such tasks is notoriously costly and time consuming. As data
acquisition is much cheaper than data annotation, being able
to leverage unannotated data to increase the performance or
reduce the annotation effort is a significant asset.

(a) nuScenes.

(b) SemanticKITTI.

Figure 1. Aggregation of the self-supervised training on lidar
datasets. Input point cloud (first column) and occupancy prediction
colored by the learned downstream labels.

A promising direction to address this question is to pre-
train a neural network using only unannotated data, e.g., on
a pretext task which does not require manual labelling, and
then to fine-tune the resulting self-supervised pre-trained
network for the targeted downstream task(s). With adequate
pre-training, the learned network weights are a good starting
point for further supervised optimization; training a specific
downstream task then typically requires fewer annotations to
reach the same performance level as if trained from scratch.

A number of self-supervised approaches have been very
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Figure 2. Overview of the approach. The backbone to pre-train produces latent vectors for each input point. At pre-training time, the latent
vector are fed into an volumetric occupancy head that classifies query points as full or empty. At semantic training or test time, the same
latent vectors are fed into a semantic head, e.g., for semantic segmentation or object detection.

successful in 2D (images), even reaching the level of su-
pervised pre-training [12, 16, 32, 36]. Some self-supervised
ideas have been proposed for 3D data as well, which are
often transpositions in 3D of 2D methods [39, 58]. Most of
them focus on contrastive learning [64, 72, 86, 89, 93] which
learns to infer perceptual features that are analogous for
similar objects while being far apart for dissimilar objects.

Only few such methods apply to lidar point clouds, which
have the particularity of having very heterogeneous densities.

In this work, we propose a totally new pretext task for the
self-supervised pre-training of neural networks operating on
point clouds. We observe that one of the main reasons why
downstream tasks may fail is related to the sparsity of data.
Indeed, with automotive lidars, 3D points are especially
sparse when far from the sensor or on areas where laser
beams have a high incidence on the scanned surface. In such
cases, objects are difficult to recognize, and even more so if
they are small, such as so-called vulnerable road user (e.g.,
pedestrians, bicyclists) and traffic signs.

In a mostly supervised context, geometric information
such as object shape [42, 61] and visibility information [38]
have proved to boost detection performance. Our approach
uses visibility-based surface reconstruction as a pretext task
for self-supervision. It takes root in the implicit shape rep-
resentation literature, where shapes are encoded into latent
vectors, that can be decoded into a function indicating the
shape volume occupancy or the distance to the shape surface.
The intuitive idea is that if a network is able to properly
reconstruct the 3D geometry of a scene from point clouds,
then there are good chances that it constructs rich features
that can be reused in a number of other contexts, in particular
regarding semantic-related tasks.

Our contributions are as follows: (1) we combine surface
reconstruction and visibility information to create a sensor-
agnostic and backbone-agnostic pretext task on 3D point
clouds, which produces good self-supervised point features
for semantic segmentation and object detection; (2) we de-

sign a loss that leads each point to capture enough knowledge
to reconstruct its neighborhood (instead of aggregating in-
formation from neighbors for a more accurate surface recon-
struction), which instils a taste of semantics in the geometric
task; (3) based on experiments across seven datasets, our
self-supervised features, that require only limited resources
for training (single 16G GPU), outperform state-of-the-art
self-supervised features on semantic segmentation, and are
on par with these features on object detection.

2. Related work
Self-supervision has been the subject of a significant

research effort, including for image applications. Early
methods mostly focused on direct estimation of the trans-
formation applied to images [22, 30, 60, 63, 92]. More re-
cently a great boost of performances has been accomplished
with contrastive learning [15, 59, 78, 85], clustering based
methods [10, 11] and reconstruction-based approaches. The
latter can operate the reconstruction in the feature space
[12, 16, 28, 29, 32] trying to reconstruct the features issued
from a teacher signal or in the images domain [4, 36], a
partially masked input image being reconstructed.

2.1. 2D adaptation to point clouds

2D methods have being adapted to point cloud, in par-
ticular for detection. In the dataset presentation paper
of ONCE [54], the authors produce self-supervision base-
lines using methods adapted from image self-supervision:
BYOL [32], SWaV [11] and DeepCluster [10]. Another
work, related to MAE [36] (images) or Point-MAE [66] (part
segmentation): Voxel-MAE [58] reconstruct the complete
voxel grid, given a partially masked input.

Our approach is a reconstruction approach. The major
difference lies in our supervision signal which is not made
by masking an already sparse input, but by estimating the
unknown underlying scene surface using sensor information.
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2.2. Self-supervision for point clouds.

Classification and part segmentation. Following the same
trends as image methods, pretext tasks have been built in
order to reconstruct the input point cloud [71, 79], estimate
a global transformation [17, 69], contrast between objects
views [14, 23, 70, 81] or estimate clusters [35, 91].
Semantic segmentation. Scene level pre-training has been
tackled using multi-temporal data, for example, by con-
trasting point-wise representation which are matched across
two temporally distinct and registered acquisitions of the
same scene [37, 43, 86]. Segcontrast [64] extract segments
likely to belong to the same object (ground plane using
RANSAC [26], other cluster using DBSCAN [25]) and then
contrast between segment representations for different aug-
mentation of the same scene. DepthContrast [93] contrast
four representations obtained with two networks and two
augmented views of the same scene. The method is shown
to be efficient for indoor data as well as outdoor data, but
requires a joint-training of two networks, thus is memory
intensive. In STRL [39], a model and an exponential mov-
ing average version of it are fed two temporally-close point
cloud frames, altered with various 3D augmentations, and
the objective is that both representation are similar.

Another class of methods explores cross-modality, lever-
aging one or multiple images [45, 49, 72]. In our case, we
condider that only lidar modality is available.

Our method is, as opposed to all previously cited ap-
proaches, not a contrastive method. We do not rely on sev-
eral augmentations of the scenes, processed in parallel to
build our representations. Therefore, our approach can be
easily trained on a single 16GB memory GPU.
Detection. Several methods have been adapted from seman-
tic segmentation to detection. PointContrast [86], DepthCon-
trast [93] or STRL [39] propose an extension to detection by
training the 3D backbone of the detectors [73, 87].

The current best performing methods are specially de-
signed for 3D detection. GCC3D [46] uses both a contrastive
and clustering mechanisms to learn a 3D object detection
encoder. Augmented versions of a scene are encoded and a
local contrastive loss is applied to enforce feature invariance.
Feature learning is then refined with a clustering objective us-
ing temporal clues. ProposalContrast [89] applies contrastive
learning at region level arguing that scene-level representa-
tion may lose details while point-level contrast favors small
receptive field, without object-level knowledge.

Our approach also achieves object-size knowledge, but
we only require a single parameter, which is the size of the
neighborhood to be reconstructed, which intuitively should
have a similar dimension to objects in the scene. Moreover,
our method can be applied indifferently for semantic seg-
mentation or detection, contrarily to the best performing
methods [46, 58, 89].

2.3. Occupancy reconstruction

Surface reconstruction is a well studied subject in com-
putational geometry. Surfaces are usually described either
using explicit representations (voxels [55, 83], surface point
clouds [1, 48, 88] or meshes [31, 34, 47, 53, 62, 80]) or with
implicit representations, which define a function over the 3D
space from which the surface can be extracted.
Implicit reconstruction with deep networks. Implicit rep-
resentations have gained in popularity since the seminal work
DeepSDF [67]. The existing methods estimate either a dis-
tance function [20, 33, 57, 67] (signed or not), an occupancy
function [6, 18, 56] or both [24].

Our approach predicts an occupancy function, i.e., label
the 3D space as inside or outside the volume.
Global and local representations. Surface reconstruction
from point clouds has mainly been tackled with two distinct
objectives. On the one hand, shape representation [9, 56, 67]
aims at associating each object with a single latent vector
containing rich global geometric information, in a space
suitable for interpolation, possibly with good classification
properties [7]. On the other hand, surface reconstruction
using local representation [6, 19, 20, 24, 40, 68, 82] aims
at precise surface estimation and is able to scale to large
scenes. However, the local description focuses on low-level
geometric information, rather than object-level knowledge
needed for self-supervision.

Our method intends to exploit the properties of both cat-
egories. As large outdoor scenes are composed of multiple
objects and surfaces, we propose to learn the occupancy
using a local approach, but with the objective of learning
object-level representations.
Supervision. Thanks to the synthetic datasets such as Model-
Net [84], ShapeNet [13] or ABC [41], it is possible to obtain
an occupancy ground truth used for supervision. Local ap-
proaches supervised on these shapes are able to generalize
to scene level when provided an additional orientation infor-
mation such as point normals [6, 40] or sensor location [74].

Other methods have been developed to perform volume
reconstruction without the need for any ground truth label,
focusing on loss design. Sign agnostic losses are used in SAL
[2] and SALD [3]. It minimizes the norm of the estimated
signed distance field with respect to input-computed distance
field. A careful initialization of the network is needed to
ensure a signed output. IGR [33] encourages a null distance
at each input point, while enforcing a non-null gradient norm,
thus favoring sign changes. Needrop [7] uses a loss applied
on a segment sampled such that the middle point is an input
point and force both extremities to have opposite labels.

Our approach, in contrast, does not rely on the design
of a specific loss. We use the sensor information as in [74]
to generate points where we can estimate the occupancy
with confidence. We can then train our model with a binary
cross-entropy as if in a supervised setting.
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3. Method

We propose surface reconstruction as a pretext task to
create self-supervised features for 3D point clouds, that are
well suited for semantic segmentation and object detection.

As mentioned in Section 2, networks can be trained with
supervision to estimate implicitly the surface underlying a
given point cloud. Besides, using visibility information has
been shown an effective way to improve surface reconstruc-
tion by adding extra points to supervise the training [74].
Inspired by these works, we propose to reuse rich shape fea-
tures for downstream tasks. To create such features without
the need for manual annotations, we propose to use visibility
information for unsupervised surface reconstruction. What’s
more, we adapt surface reconstruction to produce intermedi-
ate latent vectors that capture not only geometrical details
but also some semantic knowledge. The overall principle of
the method is presented in Figure 2.

3.1. Support points and latent vectors

In methods such as POCO [6], resp. ConvONet [68], a
latent vector is first computed for each input point, resp.
each pre-defined (2D or 3D) grid point. The occupancy of a
given query point is then predicted from the latent vectors of
neighboring points [6], resp. neighboring grid points [68].

Similarly, in our setting, we consider that input points p ∈
P , with optional intensity ip, are given to a backbone that
outputs, on given support points s ∈ S, an associated latent
vector zs. For semantic segmentation, the support points are
the input points. For object detection, using detectors such
as SECOND [87] or PVRCNN [73], the support points are
2D points on a grid in the bird-eye-view (BEV) plane.

3.2. Generating query points for self-supervision

To introduce self-supervision, we create query points
q ∈ Q with known occupancy oq, although no ground truth
surface is used or even available. To that end, we exploit
visibility information, knowing the sensor location.

Given a 3D point p sampled on the surface of the scene
by a sensor whose center is located at c, we consider that
points in front of p, i.e., on the 3D segment [c, p], are empty,
while points immediately behind the observed point p along
the line of sight of the sensor are not (see Figure 3(a)).

Concretely, as in [74], for each input point p, we create
two query points qfront = p− δp and qbehind = p+ δp, where
δp = δu, δ > 0 is a small distance, and u = (c−p)/∥c−p∥
is a unit vector pointing from the sensor location c to the
observed point p. qfront is considered empty and qbehind
full. While qfront is empty for sure (unless p is an outlier),
qbehind is not necessarily full in case the object is very thin
(thinner than δ) or at the border of objects for grazing lines of
sight. Nevertheless, [74] shows that this hypothesis is correct
enough in general, leading to significant benefits in surface

Input points
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empty space

Unknown
volume

Segment in
full space

Lines of sight

(a) Query generation

Estimated
full space

Estimated
empty space

s

Occupancy
decoder

q
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q-s

(b) Reconstruction process

Figure 3. Generation of the queries. The line between the sensor
and each points is used to find empty and full points in space. Input
features for each query are constructed with the features of support
points and the relative coordinates of the query to those points.

reconstruction. The parameter δ however has to be adjusted
to the expected minimum thickness of scene objects.

Additionally, we create a third empty query point qsight
randomly picked in the segment [c, p]. These query points
q ∈ Q and associated occupancies oq are used as the super-
vision signal to pre-train the backbone.

3.3. Estimating occupancy towards semantization

In surface reconstruction methods, the goal is to infer the
most accurate reconstruction. To that end, these methods
rely on different forms of interpolation [6, 68], gathering in-
formation from latent vectors of neighboring support points.

Here, our goal is different. We do not care so much about
geometrical details. What we want is to infer features that
are typical to the underlying objects or object parts. To that
end, we reverse the reconstruction paradigm: instead of esti-
mating occupancy by combining fine local information from
neighbors, we encourage features of neighbors to be similar
by enforcing the feature of a point to be able to reconstruct a
whole ball around it. Surface reconstruction is then possibly
less accurate, but the inferred features are more global to the
object or object part, which makes semantization easier.

Concretely, for each support point s, we consider as neigh-
borhood a ball of radius r centered at s, as well as the queries
Qs = {q ∈ Q, ∥q − s∥ ≤ r} falling in this neighborhood.
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For each such query q ∈ Qs, we create an input to the occu-
pancy decoder which is the concatenation of the latent vector
zs and the local coordinates of the query with respect to the
support, i.e., q − s. The occupancy decoder consists of an
MLP and a final sigmoid activation function. For each input
vector zs ⊕ (q− s), it produces the estimated occupancy at
q given the latent vector at s, denoted ôq|s. This predicted
occupancy has value in [0, 1]; it corresponds to an empty
(resp. full) space if greater (resp. less) than 0.5.

3.4. Reconstruction loss

Intuitively, we want the loss function to encourage the
latent vector zs of a support point s to be able to reconstruct
everything inside the ball of radius r centered at s. To do
so practically, the loss function Loccup penalizes wrong es-
timated occupancies for query points q falling into the ball.
Concretely, Loccup is a binary cross-entropy between the es-
timated occupancies at the query points ôq|s and the actual
sensor-based self-supervised occupancies oq:

Loccup=
−1

|S|
∑
s∈S

1

|Qs|
∑
q∈Qs

oq log(ôq|s)+(1−oq) log(1−ôq|s).

(1)
where |S| is the number of support points and |Qs| is the
number of query points in the ball centered on S. Please
note that a query point may appear several times in this term,
as it may be in the neighborhood of several support points.

3.5. Particular case of BEV support points

Current object detectors, such as SECOND [87] or PV-
RCNN [73], operate a projection on the bird-eye-view (BEV)
plane, which has no pre-defined altitude. In this case, instead
of considering a ball centered on s as query neighborhood
Qs for support point s, we define Qs as the infinite vertical
cylinder of radius r centered on s. As previously, a latent
vector zs should be able to estimate the occupancy of all
query points falling in the cylinder.

Please note that the 3D coordinates of q are still used to
compute the input to the occupancy decoder, using a dummy
Z = 0 vertical coordinate to compute the relative location
q − s that is provided as input to the decoder.

3.6. Exploiting returned lidar intensity

Our approach is based on volumetric occupancy estima-
tion given an input point cloud, which is a purely geometric
task. However, lidar point clouds often also come with re-
turned lidar intensity at each point, which is widely used
to enrich the input features for both semantic segmentation
and object detection [44, 50, 54, 73, 87, 94]. We follow the
literature and also input the lidar intensity when available.

Nevertheless, it is not obvious that the network makes the
most of both geometry and intensity information. We thus
consider here an extra intensity-based loss term, which our

ablation study proves beneficial. In this case, we consider a
variant of the above presentation where the decoder outputs
not only the estimated occupancy ôq|s but also an estimated
intensity îq|s of the input point p used to generate query q.
We then introduce an intensity-recovery loss term Lintens that
penalizes the ℓ2 distance between the estimated intensity îq|s
of the query point q and the actual intensity iq = ip of the
corresponding input point p:

Lintens =
1

|S|
∑
s∈S

1

|Q′
s|

∑
q∈Q′

s

||̂iq|s − iq||2 (2)

where Q′
s ⊂ Qs is the subset of query points q ∈ Qs con-

sisting only of queries qfront and qbehind close to sampled
points, ignoring queries qsight lying between the sensor and
the points, as intensity does not make sense for them. In this
setting, the overall loss function is defined as:

L = Loccup + λLintens (3)

where λ is a weight for balancing the two terms.

4. Experiments
To assess our pre-training method, we conduct experi-

ments on both semantic segmentation and object detection.

4.1. Datasets

We briefly describe the datasets used for pre-training
semantic segmentation (Pre-Seg), downstream semantic seg-
mentation (Seg), pre-training detection (Pre-Det), down-
stream object detection (Det).

nuScenes [8] (Pre-Seg, Seg, Pre-Det) is composed of
1000 sequences (train/val/test) acquired with a 32-layer ro-
tative lidar in Boston and Singapore. Points are annotated
with 15 classes. Ablation sets and partial training sets are
defined according to [72] (for 0.1% we use sequence 0392).

SemanticKITTI [5] (Pre-Seg, Seg) contains 22 lidar
sequences acquired with a 64-layers Velodyne HDL-64E
sensor annotated with 19 labels. For downstream task, partial
training sets are those defined in [64].

SemanticPOSS [65] (Seg) is composed of 6 sequences
annotated with the same labels as SemanticKITTI. Contrary
to [64], we use the official validation set (sequence 3).

LivoxSimu [51] (Pre-Seg, Seg) is a synthetic dataset
simulating 5 Livox Horizon lidars. Points are annotated with
14 labels. The first 90% of the data is used as training set,
the remaining is used as the test set.

ONCE (Pre-Det, Det) contains 1M lidar scenes, most of
which are unannotated. Pre-training is done with the small
unlabeled set as in [54], while downstream uses the training
and validation splits to train and evaluate the detectors.

KITTI 3D [27] (Pre-Det, Det) is a dataset dedicated to
various autonomous driving tasks, including 3D detection.
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Figure 4. Qualitative comparison on SemanticKITTI segmentation, fine-tuned with 1% of training data.

Annotations are provided for ∼7.5k frames, in the front
camera field of view. We provide evaluation scores on the
moderate difficulty objects with the official 40 recall points
R40, and 11 recall points R11 for comparison purpose.

KITTI-360 (Pre-Det) is a multiple sensor dataset, includ-
ing 100k lidar scans in a suburban environment. We use this
dataset for detection pre-training purpose.

4.2. Semantic segmentation

Network architectures. To evaluate the ability of our
approach to generalize to different architectures and for a fair
comparison with previous work, we use several backbones.
Experiments are done with: two variants of MinkUNet [21],
one from [72, 86], one from [64], and SPVCNN [76]. The
occupancy decoder is a 4 layer-MLP with interposed ReLU
activations and a hidden size of 128, similar to the latent out-
put size. For segmentation fine-tuning, the occupancy head
is removed, as well as the last layer of the backbone, which
is replaced by a linear layer with output size corresponding
to the number of classes in the dataset.

Pre-training. We use the AdamW optimizer with de-
fault PyTorch parameters: learning rate 10−3, (β1, β2) =
(0.9, 0.999), ϵ = 10−8 and weight decay 0.01. For nuScenes
and LivoxSimu (resp. SemanticKITTI), we downsample the
input to 16k points (resp. 80k), randomly select 2k query
points (resp. 4k) per frame and pre-train for 200 epochs with
batch size 16 (resp. 50 epochs, with batch size 4).

We set δ = 10 cm. It corresponds more or less to the min-
imal thickness of objects encountered in outdoor scenes, e.g.
poles or human limbs. We use λ = 1 in all our experiments.

Downstream training. Each method’s pre-training is
evaluated after fine-tuning on downstream tasks.

Outdoor data. For fair comparison and in order to setup a
simple evaluation protocol, we use the cross-entropy loss and
AdamW default PyTorch parameters for all the downstream
experiments: learning rate 10−3, (β1, β2) = (0.9, 0.999),
ϵ = 10−8 and weight decay 0.01. In addition, the learn-
ing rate is modulated by a cosine annealing scheduler [52]
with multiplier ranging from 1 at first epoch to 0. The fluc-

tuation for any given metric during different runs of the
same experiment being significant, we report averages over
5 runs, both for our method, baselines and concurrent works,
whenever possible. For nuScenes and LivoxSimu (resp. for
SemanticKITTI and SemanticPOSS), we use 16k (resp. 80k)
input points, batch size 8 (resp. 2). For final score compu-
tation, we reproject the labels of the downsampled point
cloud on the original point cloud with nearest-neighbor in-
terpolation. We adapt the number of epochs according to the
percentage of training data used. Note that we use the same
number of epochs for all datasets: 1000 for 0.1%; 500 for
1%; 100 for 10%; 50 for 50% and 30 for 100%.

Ablation studies. Ablation studies are done on nuScenes.
We follow the evaluation procedure of [72] where the train-
ing set of nuScenes is split in ablation-train and ablation-
val sets, and fine-tune using 1% of the annotations of the
ablation-train set. Doing so ensures that we do not tune
method parameters on the validation set which is the set
used for comparison to other methods. We train for 100
epochs. Ablations are presented in Table 3.

Context radius. We study the context radius r to be used
for outdoor lidar dataset (Table 3(a)). r is a crucial parame-
ter. On the one hand, a small value makes it easier for the
network to reconstruct the occupancy, however it will only
contain local geometric features without object level shape
understanding. On the other hand, a too large value may
cover an area that includes several objects/surfaces, which
thus will not favor discrimination between classes/objects
in the latent vector. Intuitively, r should correspond to the
scale of the objects that we want to discover in the scene.

Intensity loss. Next, we study the impact of intensity both
as an input and as a reconstruction objective (Table 3(b)).
It appears that providing intensity to the network already
increases the performances (second column). An additional
boost is obtained when using Lintens (third column), enforc-
ing the network to maintain intensity information, which
then can easily be used at downstream time.

Method evaluation. In this section, we evaluate our
method on several datasets and for several sensor types.

13460



Dataset Backbone Method 0.1% 1% 10% 50% 100%

nuScenes
MinkUNet [72]

No pre-training 21.6 35.0 57.3 69.0 71.2
PointContrast [86] 27.1 +5.5 37.0 +2.0 58.9 +1.6 69.4 +0.4 71.1 -0.1
DepthContrast [93] 21.7 +0.1 34.6 -0.4 57.4 +0.1 69.2 +0.2 71.2 -
ALSO (ours) 26.2 +4.6 37.4 +2.4 59.0 +1.7 69.8 +0.8 71.8 +0.6

SPVCNN [76]
No pre-training 22.2 34.4 57.1 69.0 70.7
ALSO (ours) 24.8 +2.6 37.4 +3.0 58.4 +1.3 69.5 +0.5 71.3 +0.6

SemanticKITTI
MinkUNet [64]

No pre-training 30.0 46.2 57.6 61.8 62.7
PointContrast [86] 32.4 +2.4 47.9 +1.7 59.7 +2.1 62.7 +0.9 63.4 +0.7
DepthContrast [93] 32.5 +2.5 49.0 +2.8 60.3 +2.7 62.9 +1.1 63.9 +1.2
SegContrast [64] 32.3 +2.3 48.9 +2.7 58.7 +1.1 62.1 +0.3 62.3 -0.4
ALSO (ours) 35.0 +5.0 50.0 +3.8 60.5 +2.9 63.4 +1.6 63.6 +0.9

SPVCNN [76]
No pre-training 30.7 46.6 58.9 61.8 62.7
ALSO (ours) 35.0 +4.3 49.1 +2.5 60.6 +1.7 63.6 +1.8 63.8 +1.1

MinkUNet [64]

No pre-training 36.9 46.4 54.5 55.3 55.1
SemanticPOSS PointContrast [86] 39.3 2.4 48.1 1.7 55.1 +0.6 56.2 +0.9 56.2 +1.1
(pre-training DepthContrast [93] 39.7 +2.8 48.5 +2.1 55.8 +1.3 56.0 +0.7 56.5 +1.4
SemanticKITTI) SegContrast [64] 41.7 +4.8 49.4 +3.0 55.4 +0.9 56.2 +0.9 56.4 +1.3

ALSO (ours) 40.7 +3.8 49.6 +3.2 55.8 +1.3 56.4 +1.1 56.7 +1.6

LivoxSimu MinkUNet [72]
No pre-training 48.0 63.8 66.7 68.5 68.9
ALSO (ours) 52.6 +4.6 65.5 +1.7 67.8 +1.1 69.6 +1.1 69.7 +0.8

Results averaged over 5 runs. Individual run details and standard deviation in the supplementary material.

Table 1. Semantic segmentation results. We report the mIoU (%) of fine-tuned models on four different datasets, while varying the amount
of annotated data, the pre-training dataset and the architecture. We compare ALSO against a non-pre-trained baseline and concurrent work.

Quantitive scores are presented in Table 1.
First, we compare ALSO to state-of-the-art methods

PointContrast [86], DepthContrast [93] and SegContrast [64]
on nuScenes, SemanticKITTI and SemanticPOSS. Com-
pared to [64], using the default AdamW parameters and
training for longer leads to improved performances for all
models, including the "no pre-training" setting. We can ob-
serve that performance ranking among the previously cited
methods may vary from one dataset to the other, more par-
ticularly, DepthContrast benefits a lot from a higher point
cloud density. ALSO outperforms the previous methods for
nearly all the configurations (datasets and percentages), e.g.,
ranking first on nuScenes 1% by 0.4 mIoU point over Point-
Contrast and first on SemanticKITTI 0.1% by 2.5 points over
DepthContrast. Qualitative examples are presented in Fig-
ure 4. We demonstrate here that occupancy reconstruction
pre-training method is an efficient and valid alternative to
the memory costly contrastive methods.

Second, to hightlight that ALSO is not architecture de-
pendant, we also experiment with SPVCNN [76], a sparse
variant of PVCNN [50] mixing local point based representa-
tion and sparse voxel convolutions. Our approach presents
the same improvement margin over from scratch training
than with a MinkUNet.

Third, nuScenes, SemanticKITTI and SemanticPOSS are

all datasets created using a rotative lidar. Even though they
were acquired with different sensors, they present similar
patterns on the surface, i.e., concentric circles. We test our
approach on the LivoxSimu dataset, where sensors have a
very different acquisition patterns. The MinkUNet network
shows a similar behavior as for the rotative sensors, high-
lighting that our approach can work with different sensors.

4.3. Detection

Network architectures. For detection, we experiment
with the commonly used SECOND [87] and PV-RCNN [76]
object detectors. They share the same backbone architecture:
a 3D sparse encoder (3D-backbone) made with 3D sparse
convolution processing input voxels, and a bird-eye-view
(BEV) encoder (2D-backbone) applied after BEV projec-
tion. They mainly differ by the detection heads: SECOND
directly applies a region prosal network (RPN) on top of the
2D-backbone, PV-RCNN uses a point-level refinement of
the RPN predictions, leading to more accurate boxes and
confidence estimation. We use the OpenPCDet [77] imple-
mentation of these networks.

Pre-training. We pre-train the detection backbone (3D
and 2D) using ALSO. As for semantic segmentation, we
train with the default AdamW optimizer parameters, lim-
iting the number of input points to 80k (to prevent high
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(a) KITTI3D [27], validation set, moderate difficulty.

Method Data. Cars Ped. Cycl. mAP Diff.

SECOND - R40 metric
No pre-training - 81.50 48.82 65.72 65.35

K 81.97 51.93 69.14 67.68 +2.33
K360 81.79 52.45 70.68 68.31 +2.96

ALSO (ours)

NS 81.78 54.24 68.19 68.07 +2.72

SECOND - R11 metric
No pre-training - 78.62 52.98 67.15 66.25
Voxel-MAE [58] K 78.90 53.14 68.08 66.71 +0.46

K 78.78 53.57 68.22 66.86 +0.61
K360 78.63 54.23 69.35 67.40 +1.15

ALSO (ours)

NS 78.65 55.17 68.05 67.29 +1.04

PV-RCNN - R40 metric
No pre-training - 84.50 57.06 70.14 70.57
STRL [39] K 84.70 57.80 71.88 71.46 +0.89
GCC-3D [46] NS - - - 70.75 +0.18
GCC-3D [46] W - - - 71.26 +0.69
PointCont. [86] W 84.18 57.74 72.72 71.55 +0.98
Prop.Cont. [89] W 84.72 60.36 73.69 72.92 +2.35

K 84.72 58.49 75.06 72.76 +2.19
K360 84.68 60.16 74.04 72.96 +2.39

ALSO (ours)

NS 84.86 57.76 74.98 72.53 +1.98

PV-RCNN - R11 metric
No pre-training - 83.61 57.90 70.47 70.66
Voxel-MAE [58] K 83.82 59.37 71.99 71.73 +1.07

K 83.67 58.48 73.74 71.96 +1.30
K360 83.39 60.83 73.85 72.69 +2.03

ALSO (ours)

NS 83.77 58.49 74.35 72.20 +1.54

(b) ONCE [54], validation set, SECOND detector, ONCE metric.

Method Data. Cars Ped. Cycl. mAP Diff.

No pre-training - 71.19 26.44 58.04 51.89
BYOL [32] Os 68.02 19.50 50.61 46.04 -5.85
PointCont. [86] Os 71.07 22.52 56.36 49.98 -1.91
SwAV [11] Os 72.71 25.13 58.05 51.96 +0.07
DeepCluster [10] Os 73.19 24.00 58.99 52.06 +0.17

ALSO (ours) Os 71.73 28.16 58.13 52.68 +0.79
Datasets: KITTI3D (K), KITTI-360 (K360), nuScenes (NS),
ONCE Small (Os), Waymo (W).

Table 2. Detection results on KITTI3D (a) and ONCE (b). We
report AP (%) and the dataset used for pre-training each method.

memory peeks), and query points to 4k. For KITTI3D, we
pre-train with batch size 8 for 500 epochs on KITTI3D, 100
on nuScenes and 75 on KITTI-360. For ONCE, we pre-train
for 50 epochs on the Usmall unannotated set.

Downstream training. Downstream is done with Open-
PCDet [77] for KITTI3D and ONCE [54] official detection
code, in both cases with default settings.

Quantitative evaluation. Table 2 displays the scores

(a) Reconstruction radius (with intensity and Lintens)

Radius (m) 0.5 1 2 4

mIoU (%) 37.6 38.4 38.2 36.4

(b) Intensity for pre-training (with radius=1.0 m)

Input intensity ✗ ✓ ✓

Loss Lintens ✗ ✗ ✓

mIoU (%) 36.4 38.2 38.4

Table 3. Parameter study for radius r (a) and ablation study of in-
tensity usage (b), as input and objective for pre-training. Evaluation
is on the ablation-val set of nuScenes, training 100 epochs.

obtained using our pre-training pipeline.
Pre-training on the downstream dataset. First, we look

specifically at methods trained on the target dataset KITTI3D
(K) in Table 2(a) and on ONCE, Table 2(b). We can observe
that we consistently improve over the no-pre-training base-
line: +2% with SECOND, +2.2% with PV-RCNN on KITTI
(R40), and by +0.8% on ONCE. Compared to literature, we
perform on par with Voxel-MAE [58].

Transfering from another dataset. Finally, we also pre-
trained on KITTI360 and nuScenes to assess the transfer-
ability of our pre-training. We observe first that pre-training
on larger datasets, leads to higher performances, regardless
of the dataset, even if the sensor is not the same. Then,
when considering the choice of the pre-training dataset as
a design option, we reach the state of the art on par with
ProposalContrast [89] trained on the Waymo dataset [75].

5. Conclusion
In this work we investigate the use of occupancy recon-

struction as a pretext task for self-supervision on point cloud.
We show that a supervision signal for occupancy estimation
can directly be inferred from the sensor information. The
resulting method is conceptually simple and can be trained
with limited resources (single 16GB memory GPU). ALSO
can be used for semantic segmentation as well as for detec-
tion, and provides clear benefits on tested architectures and
datasets. It outperforms contrastive methods on semantic
segmentation and is able to perform on par with state-of-the-
art detection methods specifically designed for the task.

In the footsteps of input reconstruction approaches, we
show that geometric tasks, here estimating the occupancy, are
meaningful alternatives to contrastive learning and masked
autoencoders. Future work include studying combinations
with contrast-based and completion-based approaches.
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