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A B S T R A C T

In this paper, mechanical systems presenting instabilities induced by friction such as brakes
and clutches are studied using a phenomenological model. For these systems, the stability and
vibration levels are strongly linked to the values of certain parameters such as the friction
coefficient, contact stiffness, etc. Therefore, it is particularly important to take into account
the uncertainties of these parameters to obtain robust and predictive models. In this paper,
the modelling of uncertainties is done using probabilistic theory with a parametric view.
Each quantity that is a function of the random variables is decomposed in a basis using
polynomial chaos. For the model studied, the choice of a classical intrusive approach to solve
the mechano-stochastic problem induces particularly long computation times. This is due to
the need to perform probabilistic numerical integrations to determine integral terms associated
with generalized stochastic forces. As the integration steps in these numerical quadratures must
be very small, the calculation times are very long. This is why, in this paper, a modified
intrusive approach is presented with the main objective of solving a mechano-stochastic problem
in reasonable times and thus avoiding approximation of stochastic generalized forces with
numerical integrations. This modified intrusive approach is composed of two parts. In the first
part, an approximation of the mechanical action torsor (forces and moments) at the contact
and friction interface, is performed. To achieve this, behaviour laws (between torsors) are
constructed using potentials and dissipation functions based on physical considerations and
reinforced by an influence study. In the second part, the properties of Chebyshev polynomials
of the second kind are exploited to avoid numerical integration, several times per time step,
of the terms associated with generalized stochastic forces. This approach is initially used in a
linear framework to perform a stability study of fixed points. It is then used in a nonlinear
framework to carry out temporal integrations. Finally, the results of temporal integration and
simulation times from the modified intrusive approach are compared to those of the non-
intrusive approach. For the latter, Chebyshev polynomials of the second kind are also used to
interpolate the results of deterministic temporal integrations.

1. Introduction

The objects of study of this article are mechanical systems subjected to vibrations induced by friction [1,2]. The most famous
examples are braking systems (automobiles [3], aeronautics [4–6] railways [7]) and clutches [8,9], which have been the subject of
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much research. The physical mechanisms causing these vibrations have been studied extensively, in particular stick–slip [10–15]
and sprag-slip [16]. The design of these mechanical systems must often satisfy very strict vibration requirements linked to the
existence of instabilities and associated vibration levels. For financial reasons, major designers used numerical simulation, which
requires knowledge of the main physical phenomena to be introduced in the models. In the case of vibrations induced by friction,
the origin of the instabilities is located in the adhesion/friction zones between the rotating and fixed parts. Consequently, the main
physical phenomena are unilateral contact and sticking/sliding with friction. Several works based on phenomenological models
have shown the importance of taking these phenomena into account [17–22]. Some of the parameters associated with these major
phenomena, such as contact stiffness and friction coefficient, present uncertainties and have a strong influence on stability and
vibration amplitudes. Consequently, it is essential to take these uncertainties into account in the models. In general, uncertainties
can be linked to a lack of information (epistemic uncertainties) or the natural variability (intrinsic uncertainties) of parameters such
as those mentioned in [23,24]. The probabilistic theory is that most often used and the most successful for modelling uncertainties
and we make use of it in this paper. It makes it possible to represent the probabilistic content of a physical problem by introducing
a probabilistic space and then choosing either a parametric [25] or a non-parametric [26,27] view depending on the sources of
uncertainty (parameters, geometry, modelling hypotheses, etc.). The polynomial chaos method initiated in 1938 [28] in infinite
dimension with extensions [29,30], later applied in finite dimension [31,32], and also generalized [33], is very often used in
probabilistic approaches. It will be used in this paper. It consists in decomposing the quantities of interest, which are functions
of the random variables, in a basis of multi-dimensional orthogonal polynomials. From the polynomial chaos, a mechano-stochastic
problem can be solved using two types of approach: intrusive or non-intrusive. The intrusive approach consists in directly introducing
the uncertainties in the equations of the problem. First, a spatial discretization of the material domain is performed and then followed
by a spatial approximation of the solution and an initial 𝐺𝑎𝑙𝑒𝑟𝑘𝑖𝑛 projection. Then, the probabilistic approximation of the solution
s performed using the polynomial chaos method followed by a second 𝐺𝑎𝑙𝑒𝑟𝑘𝑖𝑛 projection. This second projection makes it possible

to project the spatially approximated mechano-stochastic problem on the probabilistic approximation subspace generated by a finite
number of multi-dimensional orthogonal polynomials. Finally, a single temporal integration with an adapted finite difference scheme
is necessary to obtain quantities of interest such as temporal evolutions associated with displacements, means and even standard
deviations. The non-intrusive approach first consists in solving, by temporal integration, a succession of mechano-deterministic
problems for a finite number of values of random variables. Then, the results from determinist temporal integrations are either
interpolated (projection method [34]) or approximated (regression method [35–39]) using polynomial chaos.

The study carried out in this article is performed on a phenomenological model which includes the main physical mechanisms
related to instabilities induced by friction and in particular mode coupling. This model consists of a clamped beam on which a
stator disc is mounted. This model also includes a rotor disc rubbing on the stator. The uncertainties of two parameters having a
strong influence on stability and vibration levels are taken into account in the model. This is the contact stiffness and the coefficient
of friction at the interface of the rotor and stator discs. Chebyshev polynomials of the second kind are used to form the basis with
polynomial chaos. Indeed, as values of parameters are bounded in engineering, the associated probability density (weight function
of the Chebyshev polynomials of the second kind) is very well adapted. Expressions of generalized stochastic forces are complex
because of the expressions for the forces and moments at the interface of the discs, the use of polynomial chaos and the Galerkin
projection. Consequently, it is necessary to perform numerical integrations to calculate these expressions, several per time step,
during the temporal integration. Nevertheless, the numerical integration step must be very low due to a slow convergence, which
induces very long resolution times. This is why the main objective of this article is to propose a modification of the classic intrusive
approach to avoid numerical integrations and thus reduce calculation times. This modified approach consists of two steps. The
first consists in simplifying the mathematical expressions of the forces and moments at the interface of the rotor and stator discs.
To do this, laws of behaviour linking primal and dual variables are established from physical reasoning reinforced by a study of
influence. The simplifications make it possible to carry out the second step, which consists in using certain properties of Chebyshev
polynomials of the second kind such as [40–44], to directly determine expressions of the stochastic generalized forces without
numerical integration.

First, the mechano-stochastic problem is established and all the associated hypotheses are listed. Then, the difficulties related to
solving the problem with a classic intrusive approach are detailed after which the modified intrusive approach is presented and fully
detailed in two sections. In the first of these sections, the modified intrusive approach is used for a fixed point stability study in
a linear framework. Then, in the second of these sections, the modified intrusive approach is presented and used in a nonlinear
framework. Finally, the results from the modified intrusive approach are compared with those from a non-intrusive approach
in which Chebyshev polynomials of the second kind are used to interpolate the results from several temporal integrations of the

echano-deterministic problem, as in [45].

. Model presentation and main hypothesis

The phenomenological model used for this study is represented in Fig. 1. This is a mechanical system moving in Euclidean space
during a time interval 𝑇 =

[

0, 𝑡𝑚𝑎𝑥
]

⊂ R and is composed of a clamped beam, denoted 𝑏, upon which is mounted a stator disc
denoted 𝑠 in contact with a rotor disc, 𝑟. Its movement is measured in the Galilean framework designated by 𝑅0 thanks to the
Cartesian coordinate system R0 =

(

𝑂,B0
)

where B0 =
(

𝒆𝟏, 𝒆𝟐, 𝒆𝟑
)

is the canonical basis of R3. The associated parameters are given
n Table 1 and two among them present uncertainties: the contact stiffness 𝜘 and the friction coefficient 𝜇 at the interface (𝑟 − 𝑠),
2
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Fig. 1. Diagram of the mechanical system. (a) System in the initial state with geometric parameters whose values are indicated in Table 1. (b) System in motion
with a displacement 𝑤 following 𝑥 imposed on the rotor disc rotating around 𝑥 at an angular velocity 𝜔𝑟.

Table 1
Values of constant parameters appearing in Fig. 1.
Parameter name Notation Value Unit

System density 𝜌 7800 kg m−3

Thickness of the beam following 𝑦 b 2.5 10−2 m
Thickness of the beam following 𝑧 h 3 10−2 m
Beam length L 2 10−1 m
Contact stiffness per area unit k 1 109 N m−3

Young modulus E 210 109 Pa
Coulomb modulus G 81 109 Pa
Thickness of the rotor and stator discs 𝑒 1 10−2 m
Radius of the stator 𝑅𝑠 7.5 10−2 m
Radius of the rotor 𝑅𝑟 +∞ m

which are independent. Consequently, two associated random variables denoted 𝜉1 and 𝜉2 contained in the vector 𝝃 ∈ 𝛩 = ]−1, 1[2,
are introduced, such that:

{

𝜘 ∶ 𝜉1 ∈ ] − 1, 1[ ⟼ 𝜘̄ + 𝜉1 𝜘𝑑 ∈ R

𝜇 ∶ 𝜉2 ∈ ] − 1, 1[ ⟼ 𝜇̄ + 𝜉2 𝜇𝑑 ∈ R
(1)

where 𝜘̄ (respectively 𝜇̄) is the mean value and where 𝜘𝑑 (respectively 𝜇𝑑) for 𝑘 (respectively 𝜇). Mathematically, the random
vector 𝝃 is the image represented by the map Ξ ∶ 𝜔 ∈ 𝛺 ⟼ 𝝃 = Ξ(𝜔) ∈ 𝛩, where 𝛺 is an unknown universe and 𝜔 an event. The
probability measure for Ξ is denoted PΞ and associated with the following Chebyshev probability density of the second kind:

𝑓Ξ ∶ 𝝃 ∈ 𝛩 ⟼
4
𝜋2

2
∏

𝑖=1

√

1 − 𝜉2𝑖 ∈ [0, 1] (2)

This probability density is very well adapted for engineering problems given that values of parameters are bounded. Thus, it possible
to define the following real Hilbert space:

𝑆 =
2

⨂

𝑖=1
𝐿2
𝑃𝛯𝑖

(] − 1, 1[,R) = span
(

𝐻𝒌 =
2

⨂

𝑖=1
𝑈 (𝑖)
𝑘𝑖
, 𝒌 =

(

𝑘1, 𝑘2
)

∈ N2

)

(3)

where 𝑈 (𝑖)
𝑘𝑖

∶ ] − 1, 1[ ⟶ R is the 𝑘𝑖 the Chebyshev polynomial associated with the random variable 𝜉𝑖 and proceeding from the
following recurrence relation:

∀𝑘𝑖 ∈ N∗, 𝑈𝑘𝑖+1(𝜉𝑖) = 2 𝜉𝑖 𝑈𝑘𝑖 (𝜉𝑖) − 𝑈𝑘𝑖−1(𝜉𝑖) with 𝑈0(𝜉𝑖) = 1 et 𝑈1(𝜉𝑖) = 2 𝜉𝑖 (4)

onsequently, 𝐻𝒌 =
2
∏

𝑖=1
𝑈 𝑖
𝑘𝑖

and 𝑆 is equipped with the following dot product:

⟨𝐻𝒌|𝐻𝒍⟩𝑆′ ,𝑆 = ∫𝛩
𝐻𝒌(𝝃)𝐻𝒍(𝝃) 𝑑PΞ(𝝃) =

⎧

⎪

⎨

⎪

⎩

0 if 𝒌 ≠ 𝒍

1 else
(5)

where 𝑑P (𝝃) = 𝑓 (𝝃) 𝑑𝝃 and 𝑆′ the topological dual of 𝑆.
3

Ξ Ξ
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In order to simplify the mechanical problem, a small displacement hypothesis is made. Moreover, the structure occupying the
omain 𝛺 ⊂ E is composed of the following parts:

∙ 𝑏 is a Euler–Bernoulli beam, of length 𝐿 and section 𝑆𝑏 = 𝑏 ℎ and considered infinitely rigid in tension and torsion.
∙ the stator 𝑠 is considered non-deformable, with section 𝑆𝑠 = 𝜋 𝑅2 and thickness 𝑒. In order to manage the contact with friction

at the interface between the rotor and stator discs denoted (𝑟 − 𝑠) of domain 𝛤𝑐 , a Cartesian coordinate system R1 =
(

𝑂1,B1
)

where B1 =
(

𝒆𝟏′, 𝒆𝟐′, 𝒆𝟑′
)

, is defined.
∙ the rotor disc 𝑟 is also considered non-deformable, and has a rotation velocity 𝜔𝑟 around direction 𝑥 and a displacement

imposed in direction 𝑥, which is defined as follows:

𝑤 ∶ 𝑡 ∈ 𝑇 ⟼

{

𝛼 𝑡 for 𝑡 ∈
[

0, 𝑡𝑓
]

𝑤𝑓 for 𝑡 ∈ 𝑇 ⧵
[

0, 𝑡𝑓
] ∈ R where 𝛼 ≤ 0 and 𝑤𝑓 ≤ 0 (6)

3. Mechano-stochastic problem and approximation

3.1. Mechano-stochastic problem

In agreement with the previous hypotheses, the mechanical and stochastic problem associated with the phenomenological model
is the following:

Find the field 𝒖 ∈ 𝑈 = R2 ⊗𝑅⊗ 𝑆 ⊗ 𝑉 =
{

𝑣 ∶ (𝑥, 𝝃, 𝑡) ∈]0, 𝐿[×𝑇 × 𝛩 ⟼ 𝒗(𝑥, 𝝃, 𝑡) ∈ R2} such that:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝐸 𝑰𝒃
𝜕4𝒖
𝜕𝑥4

+ 𝜌𝑆𝑏 𝑰𝒅
𝜕2𝒖
𝜕𝑡2

= 𝟎 in ]0, 𝐿[ × 𝛩 × 𝑇 (a)

𝒖 = 𝟎 in {0} × 𝛩 × 𝑇 (b)
𝜕𝒖
𝜕𝑥

= 𝟎 in {0} × 𝛩 × 𝑇 (c)

𝐸 𝑰𝒃
𝜕3𝒖
𝜕𝑥3

= −𝑀𝑠 𝑰𝒅
𝜕2𝒖
𝜕𝑡2

− 𝑭 in {𝐿} × 𝛩 × 𝑇 (d)

𝐸 𝑰𝒃
𝜕2𝒖
𝜕𝑥2

= 𝑱 𝒔
𝜕3𝒖

𝜕𝑥 𝜕𝑡2
− 𝑪 in {𝐿} × 𝛩 × 𝑇 (e)

𝒖 = 𝟎 in ]0, 𝐿[ × 𝛩 × {0} (f)
𝒖̇ = 𝟎 in ]0, 𝐿[ × 𝛩 × {0} (g)

(7)

with:

∙ 𝑉 = 𝐿2(𝑇 ,R), is the square-integrable space.
∙ Eq. (7)(a) is the equilibrium of the beam for each section 𝑥 ∈ ]0, 𝐿[, equations (b) and (c) are the Dirichlet boundary conditions,

equations (d) and (e) are the equilibrium of the stator (mixed boundary conditions), and equations (f) and (g) represent the
Dirichlet initial conditions.

∙ 𝑰𝒃 = 𝑏 ℎ3

12
𝒆𝟐 ⊗ 𝒆𝟐 +

𝑏3 ℎ
12

𝒆𝟑 ⊗ 𝒆𝟑 ∈ 2,2(R), the inertia tensor and 𝑆𝑏 = 𝑏 ℎ is the beam section.

∙ 𝑱 𝒔 =
𝜋 𝑅4

𝑠
4

(

𝒆𝟐 ⊗ 𝒆𝟐 + 𝒆𝟑 ⊗ 𝒆𝟑
)

∈ 2,2(R), inertia tensor of stator disc 𝑠 and 𝑀𝑠 = 𝜌 𝜋 𝑅2
𝑠 𝑒 ∈ R, is the mass of stator disc 𝑠.

∙ 𝑭 ∶ (𝝃, 𝑡) ∈ 𝛩 × 𝑇 ⟼ 𝒇𝑭 (𝒀 , 𝑤) = 𝜇 𝜘 ∫𝛤𝑐 (𝑡)
𝛥𝑢𝑛

‖∆𝒖̇𝒕‖

(

𝛥𝑢̇𝑡1 𝒆𝟐 + 𝛥𝑢̇𝑡2 𝒆𝟑
)

𝑑𝛤𝑐 (𝑡) ∈ R2, the force applied on the boundary of domain

𝛤𝑐 in direction 𝑦 (respectively 𝑧) .

∙ 𝑪 ∶ (𝝃, 𝑡) ∈ 𝛩 × 𝑇 ⟼ 𝒇𝑪 (𝒀 , 𝑤) = 𝜘 ∫𝛤𝑐 (𝑡)

(

(

𝑥′2 𝒆𝟐
′ + 𝑥′3 𝒆𝟑

′) ∧ 𝛥𝑢𝑛

(

𝒆𝟏 + 𝜇
𝛥𝑢̇𝑡1 𝒆𝟐 + 𝛥𝑢̇𝑡2 𝒆𝟑

‖∆𝒖̇𝒕‖

))

𝑑𝛤𝑐 (𝑡) ∈ R2, the moment applied

on the boundary of domain 𝛤𝑐 around the direction 𝑦 (respectively 𝑧) .
∙ 𝒀 =

[

𝒖𝒔,𝜽𝒔, 𝒖̇𝒔, 𝜽̇𝒔
]𝑇 ∈ R8, the vector containing the displacement, the rotation and their time derivatives associated with

the centre of the stator disc and for each direction. The rotation is linked to the Euler–Bernoulli hypothesis, which gives:
𝜽𝒔 =

𝜕𝒖(𝐿, ⋅, ⋅)
𝜕𝑥

∈
(

𝑆̃ ⊗ 𝑉
)2.

.2. Spatial and probabilistic approximations

According to the spatial approximation based on the modal synthesis method and a probabilistic approximation based on the use
f polynomial chaos with a Chebyshev polynomial of the second kind, the weak solution of the dynamic problem (7) is the following:

𝒖̃ ∈ 𝑈̃𝑤 =

⎧

⎪

⎨

⎪

⎩

𝒗 ∶ (𝑥, 𝝃, 𝑡) ∈]0, 𝐿[×𝛩 × 𝑇 ⟼
∑

𝒑∈𝑝

𝑤𝒑(𝑡)𝐻𝒑𝟑 (𝝃)𝜙𝑝2 𝑝1 (𝑥) 𝒆𝑝1 = Φ(𝑥)(𝝃)𝒘(𝑡) ∈ R2

⎫

⎪

⎬

⎪

⎭

2

(8)
4

= R ⊗ 𝑅̃𝑤 ⊗ 𝑆̃ ⊗ 𝑉
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with:

∙ 𝑝 =
{

𝒑 =
(

𝑝1, 𝑝2,𝒑𝟑
)

∈ N4
| 𝑝1 ∈ {1; 2}, 𝑝2 ∈ [[1, 𝑁]] and 𝒑𝟑 ∈ 𝑘

}

, 𝑁 ∈ N∗, the first index set.
∙ 𝑘 =

{

𝒌 =
(

𝑘1, 𝑘2
)

∈ N2
| 𝑘1 ≤ 𝑛1 and 𝑘2 ≤ 𝑛2

}

, the second index set.
∙ 𝑅̃𝑤 ⊂ 𝑅𝑤 = 𝐻2

0,𝐷 (]0, 𝐿[,R) (respectively 𝑆̃ ⊂ 𝑆), the approximation of the Sobolev space taking into account the Dirichlet
boundary condition (7) (b) and (c) (respectively the probabilistic Hilbert space).

∙ Φ ∶ 𝒙 ∈ ]0, 𝐿[ ⟼

[

𝜙11(𝒙) ⋯ 𝜙𝑖1(𝒙) ⋯ 𝜙𝑁1(𝒙) 0 ⋯ 0 ⋯ 0
0 ⋯ 0 ⋯ 0 𝜙12(𝒙) ⋯ 𝜙𝑖2(𝒙) ⋯ 𝜙𝑁2(𝒙)

]

∈ 2,2𝑁 (R), the map associated

with the spatial eigenfunction named 𝜙𝑗𝑖, (𝑖, 𝑗) ∈ [[1, 𝑁]] × {1; 2} where 𝑁 ∈ N∗, determined with the mixed boundary
conditions (7) (c) and (d) for which 𝑭 and 𝑪 are null. These spatial eigenfunctions represent the bending modes, taking
into account each direction 𝑦 and 𝑧.

∙  ∶ 𝝃 ∈ 𝛩 ⟼

⎡

⎢

⎢

⎣

Diag𝒌𝟏 ,… ,Diag𝒌𝐜𝐚𝐫𝐝(𝒌)
,Diag𝒌𝟏 ,… ,Diag𝒌𝐜𝐚𝐫𝐝(𝒌)

Diag𝒌𝟏 ,… ,Diag𝒌𝐜𝐚𝐫𝐝(𝒌)
,Diag𝒌𝟏 ,… ,Diag𝒌𝐜𝐚𝐫𝐝(𝒌)

⎤

⎥

⎥

⎦

∈ 2𝑁,𝑚(R) where card
(

𝑘
)

= 𝑛1 𝑛2, 𝑚 = card
(

𝑝
)

=

2 card
(

𝑘
)

𝑁 and Diag𝒌 = diag
(

𝐻𝒌(𝝃),… ,𝐻𝒌(𝝃)
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
N once

, 𝒌 ∈ 𝑘, is the map associated with the probabilistic approximation where

the map 𝐻𝒌 is defined in (3). In this study, Chebyshev polynomials of the second kind are used, taking their specific properties
compared to other possible polynomials into consideration [43].

∙ 𝒘 ∶ 𝑇 ⟶

[

𝒘𝒑𝟏 (𝑡)⋯𝒘𝒑𝐜𝐚𝐫𝐝(𝒑)
(𝑡)
]𝑇

∈ R𝑚, the map giving the stochastic generalized coordinates.

The modal and stochastic coordinates are the solutions of the following discrete problem put in state form:
Find the state map 𝑿 ∶ 𝑡 ∈ 𝑇 ⟼

[

𝒘(𝑡) 𝒘̇(𝑡)
]𝑇 ∈ R𝑛, where 𝑛 = 2𝑚, such that:

{

𝑿̇ = 𝑮(𝑿, ⋅) in 𝑇

𝑿 = 𝑿𝟎 in {0}
(9)

with:

∙ 𝑮 ∶ (𝑿(𝑡), 𝑡) ∈ R𝑛 × 𝑇 ⟼

[

𝟎 𝑰
−Ω2 𝟎

] [

𝒘(𝑡)
𝒘̇(𝑡)

]

+
[

𝟎
𝑾 (𝑡)

]

∈ R𝑛, is the vector field giving the temporal variation of state.

∙ 𝑾 𝑇 ∶ 𝑡 ∈ 𝑇 ⟼

⟨

𝑑Φ𝑇 (𝐿)
𝑑𝑥

𝑪(⋅, 𝑡)
|

|

|

|


⟩

′
1 ,2

+
⟨

Φ𝑇 (𝐿)𝑭 (⋅, 𝑡)||
|


⟩

′
1 ,2

= ∫𝛩

(

𝑪𝑇 (𝝃, 𝑡) 𝑑Φ(𝐿)
𝑑𝑥

+ 𝑭 𝑇 (𝝃, 𝑡)Φ(𝐿)
)

 𝑑PΞ(𝝃)
∈ R1×𝑚, the map associated with stochastic generalized

forces where 1 = 𝑆2𝑁 and 2 = 𝑆2𝑁×𝑚.

∙ Ω2 =
⟨

𝐸 𝑰𝒃
𝑑2Φ
𝑑𝑥2

|

|

|

|

𝑑2Φ
𝑑𝑥2

⟩

R ′
𝑤 ,R𝑤

= 𝐸 ∫]0,𝐿[
𝑑2Φ𝑇

𝑑𝑥2
𝑰𝑇
𝒃
𝑑2Φ
𝑑𝑥2

𝑑𝑥 ∈ 2𝑁,2𝑁 (R), the squared pulsation matrix where R𝑤 = 𝑅2×2𝑁 .

The knowledge at each instant 𝑡 ∈ T of the state of the mechanical system 𝑿(𝑡) is calculated by means of a temporal integration of the
differential equations system (9) using the Runge–Kutta 4 scheme. These equations define a non-autonomous stochastic dynamical
system denoted 𝑝ℎ𝑒𝑛𝑜 =

(

R𝑛, 𝑇 ,𝝋𝒑𝒉𝒆𝒏𝒐
𝒕

)

.

3.3. Classical intrusive approach and disadvantages

Solving of the mechano-stochastic problem (9) can be done using two approaches: either intrusive (solving of the mechano-
stochastic model directly), or non-intrusive (several solvings of the mechano-deterministic model then the interpolation of the
results). In both cases, the objective is to determine the unique trajectory 𝜑𝑝ℎ𝑒𝑛𝑜 (𝑿𝟎, ⋅

)

given implicitly by the dynamic system
𝑝ℎ𝑒𝑛𝑜 knowing the state at the initial time 𝑡0 ∈ 𝑇 . The main advantage of the intrusive approach is that only one time integration
is needed to obtain quantities such as displacements 𝒖𝒔, rotations 𝜽𝒔, velocities 𝒖̇𝒔 and angular rotations 𝜽̇𝒔 at the end of the beam
in each or around the 𝑦 directions and 𝑧, for all the values of the random variables 𝝃 ∈ 𝛩. During the temporal integration with
he Runge–Kutta 4 scheme, the expressions present in the duality brackets associated with the stochastic generalized forces 𝑾 must
e calculated several times per time step. These duality brackets correspond to double integrals (on the open set 𝛩) and contain
nother double integral associated with forces 𝑭 or moments 𝑪 on the contact surface with the adhesion/friction of the stator disc
occupying the open domain 𝛤𝑐 . Because of the complexity of the expressions in the duality brackets, it is necessary to perform
probabilistic numerical integration. The use of the trapezium method enables approaching the stochastic generalized forces as

ollows:

𝑾̂ 𝑇 = 1
2

𝑀1
∑

𝑖=1

𝑀2
∑

𝑗=1

(

𝑪̂𝑇 (𝝃𝒊𝒋 , ⋅)
𝜕Φ(𝐿)
𝜕𝑥

+ 𝑭̂ 𝑇 (𝝃𝒊𝒋 , ⋅)Φ(𝐿)
)

(𝝃𝒊𝒋 , ⋅)
√

1 − 𝜉21,𝑖
√

1 − 𝜉22,𝑗 𝛥𝜉1 𝛥𝜉2 ∈ 𝑉 1×𝑚 (10)

ith:

∙ 𝑪̂(𝝃𝒊𝒋 , ⋅) =
(

𝜘̄ + 𝜉1,𝑖 𝜘𝑑
)

𝑁1
∑

𝑁2
∑

(

(

𝑥′2,𝑘 𝒆𝟐
′ + 𝑥′3,𝑙 𝒆𝟑

′
)

∧ 𝛥𝑢𝑛(𝒙𝒌𝒍, ⋅)
(

𝒆𝟏 + 𝜇
𝛥𝑢̇𝑡1 (𝒙𝒌𝒍, ⋅) 𝒆𝟐 + 𝛥𝑢̇𝑡2 (𝒙𝒌𝒍, ⋅) 𝒆𝟑

))

𝛥𝑥′2 𝛥𝑥
′
3 ∈ 𝑉 𝑚
5

𝑘=1 𝑙=1 ‖∆𝒖̇𝒕(𝒙𝒌𝒍, ⋅)‖
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s
t
r

4

4

a
t

∙ 𝑭̂ (𝝃𝒊𝒋 , ⋅) =
(

𝜇̄ + 𝜉2,𝑗 𝜇𝑑
) (

𝜘̄ + 𝜉1,𝑖 𝜘𝑑
)

𝑁1
∑

𝑘=1

𝑁2
∑

𝑙=1

𝛥𝑢𝑛(𝒙𝒌𝒍, ⋅)
‖∆𝒖̇𝒕(𝒙𝒌𝒍, ⋅)‖

(

𝛥𝑢̇𝑡1 (𝒙𝒌𝒍, ⋅) 𝒆𝟐 + 𝛥𝑢̇𝑡2 (𝒙𝒌𝒍, ⋅) 𝒆𝟑
)

𝛥𝑥′2 𝛥𝑥
′
3 ∈ 𝑉 𝑚

∙
(

𝑀1,𝑀2
)

∈ (N∗)2, the number of probabilistic integration points associated with the first (respectively second) random variable
𝜉1 (respectively 𝜉2).

∙ 𝝃𝒊𝒋 =
(

𝜉1,𝑖, 𝜉2,𝑗
)

∈ 𝛩, the coordinates of the probabilistic integration point which follow the following relation: 𝜉1,𝑖 = 𝜉1,1 + 𝑖 𝛥𝜉1
and 𝜉2,𝑗 = 𝜉2,1 + 𝑗 𝛥𝜉2 ∀(𝑖, 𝑗) ∈ [[1,𝑀1]] × [[1,𝑀2]].

∙
(

𝑁1, 𝑁2
)

∈ (N∗)2, the number of spatial integration points associated with the first (respectively second) random variable 𝑥′1
(respectively 𝑥′2).

∙ 𝒙′𝒌𝒍 =
(

𝑥2,𝑘, 𝑥3,𝑙
)

∈ 𝛩, the coordinates of the spatial integration point according to the following relation: 𝑥′2,𝑘 = 𝑥′2,1 + 𝑘𝛥𝑥′2
and 𝜉′3,𝑙 = 𝑥′3,1 + 𝑙 𝛥𝑥′3 ∀(𝑘, 𝑙) ∈ [[1, 𝑁1]] × [[1, 𝑁2]].

The convergence step for probabilist numerical integration, is very low which induces very long temporal integration times.
Probabilistic numerical integration tests of forces 𝑭 and moments 𝑪, showed that a numerical integration step of about 𝛥𝜉1 =
𝛥𝜉2 = 10−6 rad was necessary. During a temporal integration, this time step would induce temporal integration times about
6 h. This inconvenience makes it necessary to avoid integrating the expressions associated with stochastic generalized forces 𝑾
numerically, by proposing a modification of the classical intrusive approach. The latter is fully detailed in Sections 4 and 5. The
modification contains two main steps and makes it possible to calculate duality brackets 𝑾 without performing probabilistic
numerical integration. The first step is necessary to carry out the second and consists in simplifying, in polynomial form, the
expressions of the mechanical action torsor, that is to say the forces 𝑭 and moments 𝑪 at the disc interface (𝑟 − 𝑠). This first
step also allows getting round the need to carry out spatial numerical integrations (in the domain 𝛤𝑐) and thus further reducing the
calculation times. The second step exploits certain properties of the Chebyshev polynomials of the second kind to directly identify
the coefficients of each monomial of the left term of the duality brackets 𝑾 . Comparisons with a non-intrusive approach including
everal deterministic temporal integrations must be carried out to validate the results from the modified intrusive approach. For
he non-intrusive approach, other interesting properties of second kind Chebyshev polynomials can be exploited to interpolate the
esults from deterministic temporal integrations.

. Modified intrusive approach for the linear stochastic problem

.1. Study of fixed point stability

The first study carried out focuses on the linear stochastic problem. For this purpose, the maps 𝒇𝑭 and 𝒇𝑪 giving the forces 𝑭
nd the moments 𝑪 are developed at the first order around 𝒀 𝒆 = 𝟎, which correspond to a fixed point 𝑿𝒆 = 𝟎 (static equilibrium of
he mechanical system) for the dynamical system 𝑝ℎ𝑒𝑛𝑜. This gives:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑭̃ 𝟏 =
𝜕𝒇𝑭 (𝒀 𝒆)

𝜕𝒖𝒔
𝒖𝒔 +

𝜕𝒇𝑭 (𝒀 𝒆)
𝜕𝒖̇𝒔

𝒖̇𝒔 +
𝜕𝒇𝑭 (𝒀 𝒆)

𝜕𝜽𝒔
𝜽𝒔 +

𝜕𝒇𝑭 (𝒀 𝒆)
𝜕𝜽̇𝒔

𝜽̇𝒔 = 𝜘 𝜇
(

𝑲𝑭 𝒘 + 𝑪𝑭  𝒘̇
)

𝑪̃𝟏 =
𝜕𝒇𝑪 (𝒀 𝒆)

𝜕𝒖𝒔
𝒖𝒔 +

𝜕𝒇𝑪 (𝒀 𝒆)
𝜕𝒖̇𝒔

𝒖̇𝒔 +
𝜕𝒇𝑭 (𝒀 𝒆)

𝜕𝜽𝒔
𝜽𝒔 +

𝜕𝒇𝑪 (𝒀 𝒆)
𝜕𝜽̇𝒔

𝜽̇𝒔 = 𝜘
(

𝑲𝑪 𝒘 + 𝑪𝑪  𝒘̇
)

∈
(

𝑆̃ ⊗ 𝑉
)2 (11)

with:

∙ 𝑲𝑭 =
𝜕𝒇𝑭 (𝒀 𝒆)

𝜕𝒖
Φ(𝐿) +

𝜕𝒇𝑭 (𝒀 𝒆)
𝜕𝜽

𝜕Φ(𝐿)
𝜕𝑥

∈ 2,2𝑁 (R) (respectively 𝑲𝑪 =
𝜕𝒇𝑪 (𝒀 𝒆)

𝜕𝒖
Φ(𝐿) +

𝜕𝒇𝑪 (𝒀 𝒆)
𝜕𝜽

𝜕Φ(𝐿)
𝜕𝑥

), the stiffness ma-

trix associated with 𝑭̃ 𝟏 (respectively 𝑪̃𝟏).
∙ 𝑪𝑭 =

𝜕𝒇𝑭 (𝒀 𝒆)
𝜕𝒖̇

Φ(𝐿) +
𝜕𝒇𝑭 (𝒀 𝒆)

𝜕𝜽̇
𝜕Φ(𝐿)
𝜕𝑥

∈ 2,2𝑁 (R) (respectively 𝑪𝑪 =
𝜕𝒇𝑪 (𝒀 𝒆)

𝜕𝒖̇
Φ(𝐿) +

𝜕𝒇𝑪 (𝒀 𝒆)
𝜕𝜽̇

𝜕Φ(𝐿)
𝜕𝑥

), the damping ma-

trix associated with 𝑭̃ 𝟏 (respectively 𝑪̃𝟏).

By calculating the dot products associated with 𝑾 = 𝑾 𝑭 + 𝑾 𝑪 and using the properties (4), it is possible to obtain the final
expression without calculating the integrals:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑾̃ (𝟏),𝑻
𝑭 =

⟨

Φ𝑇 (𝐿)
(

𝑲𝑭 𝑸𝑭 𝒘 + 𝑪𝑭 𝑸𝑭  𝒘̇
)

|

|

|


⟩

′
1 ,2

=
(

𝑲𝑭 𝑸𝑭 𝒘 + 𝑪𝑭 𝑸𝑭 𝒘̇
)𝑇

Φ(𝐿)

𝑾̃ (𝟏),𝑻
𝑪 =

⟨

𝑑Φ𝑇 (𝐿)
𝑑𝑥

(

𝑲𝑪 𝑸𝑪 𝒘 + 𝑪𝑪 𝑸𝑪  𝒘̇
) |

|

|

|


⟩

′
1 ,2

=
(

𝑲𝑪 𝑸𝑪 𝒘 + 𝑪𝑪 𝑸𝑪 𝒘̇
)𝑇 𝜕Φ(𝐿)

𝜕𝑥

∈ 𝑉 1×𝑚 (12)

with:

∙ 𝑸𝑭 = 𝜇̄ 𝜘̄ + 1
2
𝜇̄ 𝜘𝑑 𝑷 𝜉1 +

1
2
𝜇𝑑 𝜘̄ 𝑷 𝜉2 +

1
4
𝜇𝑑 𝜘𝑑 𝑷 𝜉1 ,𝜉2 ∈ 2𝑁,𝑚(R) and 𝑸𝑪 = 𝜘̄ + 1

2
𝜘𝑑 𝑷 𝜉1 ∈ 2𝑁,𝑚(R), matrix that allows taking

into account the properties (4).

∙ 𝑷 𝜉2 ,𝑷 𝜉2 ,𝑷 𝜉1 ,𝜉2 ∈ 2𝑁,𝑚(R), matrix such that terms 𝜉𝑖 𝑈 𝑖
𝑘𝑖
(𝜉𝑖) are replaced by

{

𝑈 𝑖
𝑘𝑖+1

(𝜉𝑖) + 𝑈 𝑖
𝑘𝑖−1

(𝜉𝑖) if 𝑘𝑖 ∈ N∗

𝑈 𝑖
1(𝜉𝑖) if 𝑘𝑖 = 0

(see
6

expression (4)).
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Fig. 2. Stability study of fixed point 𝑿𝒆 = 𝟎 with respect to rotation velocity 𝜔𝑟 ∈ [5, 200] rad/s and 𝑤 ∈ [−2 10−4 , 0] m and 3 values of dispersal rate
𝜏𝑑 ∈ {5; 10; 20}%. (a)(b) Evolution of real part of eigenvalues Re(𝜆) and eigenfrequencies 𝑓 = Im(𝜆)

2𝜋
with respect to rotation velocity 𝜔𝑟 ∈ [5, 200] rad/s, a fixed

displacement 𝑤 = −10−4 m. (c)(d) Evolution of real part of eigenvalues Re(𝜆) and eigenfrequencies 𝑓 = Im(𝜆)
2𝜋

with respect to displacement 𝑤 ∈ [−2 10−4 , 0] m, a
fixed velocity rotation 𝜔 = 20 rad/s.

Finally, the expression of the stochastic generalized forces is as follows:

𝑾̃ (𝟏),𝑻 =
(

𝑲𝑭 𝑸𝑭 𝒘 + 𝑪𝑭 𝑸𝑭 𝒘̇
)𝑇

Φ(𝐿) +
(

𝑲𝑪 𝑸𝑪 𝒘 + 𝑪𝑪 𝑸𝑪 𝒘̇
)𝑇 𝜕Φ(𝐿)

𝜕𝑥
∈ 𝑉 1×𝑚 (13)

First of all, a stability study of the fixed point is carried out by varying parameters 𝑤 and 𝜔𝑟. Initially, 𝑤 is fixed at 10−4 m and the
stability of 𝑿𝒆 = 𝟎 is studied for a rotation velocity 𝜔𝑟 ranging from 5 to 200 rad/s. Then, a displacement 𝑤 guaranteeing fixed point
stability is chosen and the stability of 𝑿𝒆 is studied for a displacement 𝑤 ranging from 0 to 10−4 m. These two studies are carried
out for three dispersal rates 𝜏𝑑 ∈ {2, 5, 10}%, giving a dispersion stiffness 𝜘𝑑 = 𝜏𝑑 𝜘̄ and a dispersion friction coefficient 𝜇𝑑 = 𝜏𝑑 𝜇̄.
Figs. 2(a) and (b) (alongside (c) and (d) respectively) present the evolution of the real parts 𝜆 and frequencies 𝑓 associated with the
eigenvalues, according to rotation velocity 𝜔𝑟 (with respect to the displacement of the rotor 𝑤), the displacement of the fixed rotor
𝑤 (with respect to the rotation velocity 𝜔𝑟) and for three dispersion rates. For the real parts (Fig. 2 (a) and (c)), the equation of
plane Re(𝜆) = 0 is displayed and corresponds to the boundary for which the system 𝑝ℎ𝑒𝑛𝑜 presents a Hopf bifurcation (coalescence
of frequencies corresponding to a mode coupling with associated levels which amplifies exponentially over time). Moreover, for the
ranges of parameters chosen, only the first bending modes of the beam 𝑏 couple (coalesce around 200 Hz), as shown in Figs. 2 (b)
and (d).

4.2. Estimation of the dynamic response in a linear case

The linear response of the mechanical system is studied in the case of transient behaviour. The pair (𝑤𝑓 , 𝛺𝑟) ∈ R2 is chosen such
that the fixed point is stable. On the other hand, during the displacement ramp represented by 𝛼 ∈ R, there is no fixed point, and
the points of dynamic equilibrium are not necessarily stable. The objective is to verify its properties and also to study the velocities
at which the non-detachment hypothesis is no longer verified, as the linearity hypothesis at the interface (𝑟 − 𝑠) is valid only if the
whole of the surface of the disc is in contact. For this purpose, a temporal integration of the differential equations system is carried
out for three velocities 𝑤̇ = 𝛼 using the Rung–Kutta 4 scheme. For each velocity, the mean, denoted 𝑢̄𝑠,1(𝑡), associated with the
displacement at the end of beam 𝑏 and the associated standard deviation 𝜎[𝑢𝑠,1] are determined for each instant 𝑡𝑛 of the sequence
(𝑡𝑛)𝑛∈𝑡 . Moreover, to verify that the non-detachment hypothesis is satisfied, the mean, 𝛥𝑢𝑛(𝒙𝒃, 𝑡), associated with the normal relative
displacement at a point of position vector 𝒙𝑏 located at the edge of domain 𝛤𝑐 (𝑡), is determined. In Fig. 3 the temporal evolution of
the mean 𝑢̄𝑠,1(𝑡)3 (a), of the standard deviation 𝜎[𝑢𝑠,1]3 (b) and relative displacement 𝛥𝑢𝑛(𝒙𝒃, 𝑡)3 (c) for three different slope values 𝛼
are represented. The development of instability is closely related to the slope and is permitted if it is low. In the case of a very high
slope, the instability does not have time to develop before critical displacement is reached. In addition, the greater the dispersion
rate 𝜏𝑑 , the higher the slope must be to avoid excessive separation and consequently no longer satisfy the associated hypothesis.
Finally, it is therefore essential to take nonlinearities into consideration, in particular those related to unilateral contact and friction,
when instabilities have time to develop.
7
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Fig. 3. Stochastic temporal integration around 𝑿𝒆 = 𝟎 for 3 different slopes 𝛼. Temporal evolution of the mean 𝑢̄1 (a), deviation type 𝜎[𝑢𝑠,1] (b) and normal
relative displacement 𝛥𝑢𝑛(𝒙𝒃 , 𝑡) at the interface (𝑟 − 𝑠) in 𝒙𝒃 ∈ 𝛤𝑐 .

5. Modified intrusive approach for the nonlinear stochastic problem

5.1. Approximations of forces et moments at the interface

As explained previously, if the hypothesis of non-detachment at the interface (𝑟 − 𝑠) is not satisfied, nonlinear behaviour due
to detachment at the interface (𝑟 − 𝑠) must be taken into account. However, before focusing on stochastic approximation, it is
necessary to find simplified expressions of the forces 𝑭 and moments 𝑪. Indeed, these forces and moments are expressed in the
form of an integral on the interface (𝑟−𝑠) of domain 𝛤𝑐 , which generates a considerable numerical cost during temporal integration.
Moreover, the expression of 𝑭 and 𝑪 must be in polynomial form; this will be detailed subsequently. To propose a simplification,
it is first necessary to determine the bounds of the intervals to which the variables belong. To do this, four temporal integrations
are carried out using the Runge–Kutta 4 scheme and are associated with four cases. After integration, the extrema of the variables
are determined over the integration interval, which correspond to the limits. The temporal evolution is demonstrated in Fig. 4, and
makes it possible to fix the following intervals which corresponds to the extremums: 𝜃𝑠,1, 𝜃𝑠,2 ∈ 𝐼𝜃 = [−5 10−3, 5 10−3] rad (Fig. 4 (b)
et (f)), 𝜃̇𝑠,1, 𝜃̇𝑠,2 ∈ 𝐼𝜃̇ = [−5, 5] rad/s (Fig. 4 (d) et (h)), 𝑢𝑠,1, 𝑢𝑠,2 ∈ 𝐼𝑢 = [−1 10−3, 1 10−3] m (Fig. 4 (a) et (e)) and 𝑢̇𝑠,1, 𝑢̇𝑠,2 ∈ 𝐼𝑢̇ = [−1, 1]
(Fig. 4 (c) et (g)). In the second step, it is necessary to identify the variables which have little or no influence on the forces 𝑭 and
the moment 𝑪 . To achieve this, and as shown in Fig. 5, the forces and moments are plotted as a function of the variables. For the
forces, it is easy to see that there is a strong influence exerted by the angles and velocities (Figs. 5 (b) and (c)), a weak influence
by the displacements (Fig. 5 (a)) and almost no influence from the angular velocities (Fig. 5 (d)). Concerning the moments, only
the angles have a notable influence (Fig. 5 (f)), while the influence of the other variables is limited (Figs. 5 (e), (g) and (h)). In
order to reinforce these analyses of the influence of the variables and thus make them more relevant, the partial derivatives of the
expressions of the forces and moments with respect to each of the variables are studied. To perform the relevant comparisons, each
partial derivative is multiplied by the maximum of the associated variable. This makes it possible to obtain quantities of the same
dimension (same unit). Finally, these modified partial derivatives have the following form:

𝜕𝑭
𝜕𝒀

= 𝜕𝑭
𝜕𝒀

𝒀 𝑚𝑎𝑥 and 𝜕𝑪
𝜕𝒀

= 𝜕𝑪
𝜕𝒀

𝒀 𝑚𝑎𝑥 ∈
(

𝑆̃ ⊗ 𝑉
)2×8 (14)

with :

∙ 𝒀 = (𝒀 𝑚𝑎𝑥)−1 𝒀 ∈ R8 ⟹
𝜕𝒀
𝜕𝒀

= 𝒀 𝑚𝑎𝑥 ∈ R8×8

Fig. 6 (respectively 7) shows the evolutions of the modified partial derivatives which are associated with the first (and second)
bending of beam 𝑏. The analysis of these two Figs. 6 and 7 confirms the previous conclusions, i.e. a strong influence of the variables
𝜽𝒔 and 𝒖̇𝒔 (respectively 𝜽𝒔) for the forces 𝑭 (respectively moments 𝑪). These conclusions lead to the following simplifications:

∙ Approximated moments 𝑪̃ = 𝒇 𝑪̃
(

𝜽𝒔, 𝑤
)

in 𝛩 × 𝑇 : these moments are considered dependent only on the angles 𝜃𝑠,1 and 𝜃𝑠,2
as shown in Fig. 5. Given that these components are conservative forces (per unit area), it is advisable to choose a form of
8
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Fig. 4. Temporal integration of problem (9) with Runge–Kutta 4 and for 4 pairs (𝑘, 𝜇) with 𝜏 = 5 10−2%. Temporal evolution of 𝑢𝑠,1 (a), 𝜃𝑠,1 (b), 𝑢̇𝑠,1 (c), 𝜃̇𝑠,1 (d),
𝑢𝑠,2 (e), 𝜃𝑠,2 (f), 𝑢̇𝑠,2 (g), 𝜃̇𝑠,2 (h).

Fig. 5. Influence of displacements 𝒖𝒔, rotation 𝜽𝒔, and their temporal derivative 𝒖̇𝒔, 𝜽̇𝒔 on the forces 𝑭 and moments 𝑪 . Evolution with respect to 𝑢𝑠,1 and 𝑢𝑠,2
for the forces (a) and moments (e), with respect to 𝑢̇𝑠,1 and 𝑢̇𝑠,2 for the forces (b) and moments (f), with respect to 𝜃𝑠,1 and 𝜃𝑠,2 for the forces (c) and moments
(g) and with respect to 𝜃̇𝑠,1 and 𝜃̇𝑠,2 for the forces (d) and moments (h).

potential energy which is positive-definite:

W = 1
2
𝜘
∑

𝑗∈𝑐

𝐴𝑗 (𝑤)
(

𝜃2𝑠,1 + 𝜃2𝑠,2
)𝑗

∈ 𝑆̃ ⊗ 𝑉 (15)

where: 𝐴𝑗 ∶ [𝑤𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥] ⟶ R, 𝑗 ∈ 𝑐 =
{

2; 4;⋯ ; 𝑛𝑐
}

⊂ 2N∗ contains the terms of the series after truncation at index 𝑛𝑐 ,
maps to be determined which are defined on the set of displacements 𝑤 of the rotor disc in the direction 𝑥. Consequently, the
simplified polynomial form is the following:

𝑪̃ =
3
∑

𝑖=2

𝜕W
𝜕𝜃𝑠,𝑖−1

𝒆𝒊 = 𝜘
3
∑

𝑖=2

(

∑

𝑗∈𝑐

(𝑗 − 1)𝐴𝑗 (𝑤)
(

𝜃2𝑠,1 + 𝜃2𝑠,2
)𝑗

𝜃𝑠,𝑖−1

)

𝒆𝒊 ∈
(

𝑆̃ ⊗ 𝑉
)2 (16)

∙ Forces 𝑭̃ = 𝒇 𝑭̃
(

𝜽𝒔, 𝒖̇𝒔, 𝑤
)

in 𝛩×𝑇 : These forces are considered dependent only on angles 𝜃𝑠,1 and 𝜃𝑠,2 and the velocity 𝑢̇1 (with
9

respect to 𝑢̇2) for 𝐹1 (with respect to 𝐹2) as shown in Fig. 5. The form of the forces is associated with physical considerations
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Fig. 6. Influence of displacements 𝒖𝒔, rotation 𝜽𝒔, and their temporal derivative 𝒖̇𝒔, 𝜽̇𝒔 on the modified partial derivatives 𝜕𝑭
𝜕𝒀 𝟏

and moments 𝜕𝑪
𝜕𝒀 𝟏

. Evolution with
respect to 𝑢𝑠,1 and 𝑢𝑠,2 for the forces (a) and moments (e), with respect to 𝑢̇𝑠,1 and 𝑢̇𝑠,2 for the forces (b) and moments (f), with respect to 𝜃𝑠,1 and 𝜃𝑠,2 for the
forces (c) and moments (g) and with respect to 𝜃̇𝑠,1 and 𝜃̇𝑠,2 for the forces (d) and moments (h).

Fig. 7. Influence of displacements 𝒖𝒔, rotation 𝜽𝒔, and their temporal derivative 𝒖̇𝒔, 𝜽̇𝒔 on the modified partial derivatives 𝜕𝑭
𝜕𝒀 𝟐

and moments 𝜕𝑪
𝜕𝒀 𝟐

. Evolution with
respect to 𝑢𝑠,1 and 𝑢𝑠,2 for the forces (a) and moments (e), with respect to 𝑢̇𝑠,1 and 𝑢̇𝑠,2 for the forces (b) and moments (f), with respect to 𝜃𝑠,1 and 𝜃𝑠,2 for the
forces (c) and moments (g) and with respect to 𝜃̇𝑠,1 and 𝜃̇𝑠,2 for the forces (d) and moments (h).

and is composed of two parts. The first is associated with the instability induced by friction and must mainly contain angle
𝜃𝑠,𝑖. The second is associated with the dissipation given by plane friction at the interface (𝑟− 𝑠) and must mainly contain angle
𝜃𝑠,1 (with respect to 𝜃𝑠,2) for 𝐹1 (with respect to 𝐹2). Consequently, the expression is the following:

𝑭̃ = 𝜇 𝜘
3
∑

𝑖=2

⎛

⎜

⎜

⎝

∑

𝑗∈𝑓

(

𝐵𝑗 (𝑤) 𝜃𝑠,𝑖−1 +𝐷𝑗 (𝑤) 𝑢̇𝑠,𝑖−1
)

(

𝜃2𝑠,1 + 𝜃2𝑠,2
)𝑗⎞

⎟

⎟

⎠

𝒆𝒊 ∈
(

𝑆̃ ⊗ 𝑉
)2 (17)

where: 𝐵𝑗 ∶ [𝑤𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥] ⟶ R and 𝐷𝑗 ∶ [𝑤𝑚𝑖𝑛, 𝑤𝑚𝑎𝑥] ⟶ R, 𝑗 ∈ 𝑓 =
{

2; 4;⋯ ; 𝑛𝑓
}

⊂ 2N∗ contains the terms of the series after
truncation at index 𝑛 , maps to be determined defined on the set of displacements 𝑤 of the rotor disc in direction 𝑥.
10

𝑓
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Fig. 8. Comparison to reference 𝑭 and 𝑪 and the approximated 𝑭̃ and 𝑪̃ forces and moments. (a) Comparison of reference (grey) and approximated (blue)
forces with errors between 𝐹1 and 𝐹1 (c) as well as 𝐹2 and 𝐹2 (d). (b) Comparison of reference (grey) and approximated (blue) moments with errors between
𝐶1 and 𝐶̃1 (e) and 𝐶2 and 𝐶̃2 (f).

Then, in the first step, the least squares method is used to approximate and establish the coefficient vectors 𝑨(𝑤), 𝑩(𝑤) and 𝑫(𝑤)
for each 𝑤 ∈ [[𝑤1, 𝑤𝑛]], where 𝑤𝑘 = 𝑤𝑚𝑖𝑛 + 𝑘ℎ is the term of the arithmetic sequence (𝑤𝑘)𝑘∈𝑤 . In the second step, the least squares
method is still used to approximate each map 𝑨, 𝑩 and 𝑫. These two steps give rise to the following optimization problem without
constraints:

⎧

⎪

⎨

⎪

⎩

∀𝑘 ∈ 𝑤, 𝒇 𝒍𝒒𝟏
(

𝑨(𝑤𝑘),𝑩(𝑤𝑘),𝑫(𝑤𝑘)
)

= min
𝒂∈R𝑛𝑐 ,𝒃,𝒅∈R𝑛𝑓

𝒇 𝒍𝒒𝟏(𝒂, 𝒃,𝒅) (Step 1)

𝒇 𝒍𝒒𝟐
(

𝒄𝒂, 𝒄𝒃, 𝒄𝒅
)

= min
𝒙𝒂 ,𝒙𝒃 ,𝒙𝒅∈R3

𝒇 𝒍𝒒𝟐
(

𝒙𝒂,𝒙𝒃,𝒙𝒅
)

(Step 2)
(18)

with:

∙ 𝒇 𝒍𝒒𝟏 ∶ (𝒂, 𝒃,𝒅) ∈ R𝑛𝑐 × R𝑛𝑓 × R𝑛𝑓 ⟼ 𝒇 𝒍𝒒𝟏(𝒂, 𝒃,𝒅) =
‖

‖

‖

[

𝑭 (𝒀 𝑖, 𝑤𝑘) 𝑪(𝒀 𝑖, 𝑤𝑘)
]𝑇 −

[

𝑭̃ (𝒀 𝑖, 𝑤𝑘) 𝑪̃(𝒀 𝑖, 𝑤𝑘)
]𝑇 ‖
‖

‖

2

2
∈ R, the square of

the discrete Euclidean norm of the difference between reference maps 𝑭 and 𝑪 , and approximated map 𝑭̃ and 𝑪̃ evaluated
in 𝑛𝑙𝑞1 vector 𝒀 where 𝜃𝑠,1 ∈ [𝜃𝑚𝑖𝑛𝑠,1 , 𝜃𝑚𝑎𝑥𝑠,1 ], 𝜃𝑠,1 = 0, 𝑢̇𝑠,1 ∈ [𝑢̇𝑚𝑖𝑛𝑠,1 , 𝑢̇

𝑚𝑎𝑥
𝑠,1 ] and 𝑢̇𝑠,2 = 0.

∙ 𝒇 𝒍𝒒𝟐 ∶
(

𝒙𝒂,𝒙𝒃,𝒙𝒅
)

∈ R3 × R3 × R3 ⟼ 𝒇 𝒍𝒒𝟐(𝒙𝒂,𝒙𝒃,𝒙𝒅) =
‖

‖

‖

‖

‖

‖

[

𝑨(𝑤𝑘)𝑩(𝑤𝑘)𝑫(𝑤𝑘)
]𝑇 −

2
∑

𝑖=0

[

𝒙𝒂 𝒙𝒃 𝒙𝒅
]𝑇 𝑤𝑖

𝑘

‖

‖

‖

‖

‖

‖

2

2

∈ R, the square of the

discrete Euclidean norm of the difference between the maps and the approximated map (polynomial of degree two) evaluated
in each term of the sequence (𝑤𝑘)𝑘∈𝑤 .

The previous steps can now be used to find approximations of forces and moments. In Fig. 8 , the reference (𝑭 and 𝑪 in Fig. 8 (a))
and approximated (𝑭̃ and 𝑪̃ in Fig. 8 (b)) forces and moments as well as the approximation errors (Fig. 8 (c), (d), (e) and (f)) are
plotted, with respect to the angles (𝜃𝑠,1 and 𝜃𝑠,2) and velocities (𝑢̇𝑠,1 and 𝑢̇𝑠,2). The errors overall demonstrate minor irregularities,
which makes it possible to validate the approximations.

5.2. Use of Chebyshev polynomial properties

Once an efficient approximation of the forces and moments in a polynomial form has been obtained, it is possible to apply certain
properties of the Chebyshev polynomials of the second kind, in order to transform the products (associated with the nonlinearities)
into sums. This transformation makes it possible to obtain expressions of forces 𝑭̃ and moments 𝑪̃ directly in the scope of spatial
and probabilistic approximation bases and consequently to avoid a numerical calculation of the integral (corresponding to the inner
product) at each time step, which would greatly lengthen the times. Firstly, replacing the expressions of 𝒖𝒔, 𝜽𝒔, 𝒖̇𝒔 and 𝜽̇𝒔 in (16)
and (17), gives us:

⎧

⎪

⎪

⎨

⎪

⎪

𝑭̃ = 𝜇 𝜘
∑

𝒋∈𝑎𝑝

𝒄𝑭 ,𝒋 (𝒘, 𝒘̇)
𝑛1
∏

𝑖=1
𝑈 (1),𝑗𝑖
𝑖

𝑛2
∏

𝑖=1
𝑈

(2),𝑗𝑛1+1
𝑖

𝑪̃ = 𝜘
∑

𝒄𝑪 ,𝒋 (𝒘, 𝒘̇)
𝑛1
∏

𝑈 (1),𝑗𝑖
𝑖

𝑛2
∏

𝑈
(2),𝑗𝑛1+1
𝑖

∈
(

𝑆̃ ⊗ 𝑉
)2 (19)
11

⎩ 𝒋∈𝑎𝑝 𝑖=1 𝑖=1
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with:

∙ 𝑎𝑝 =

{

𝒋 =
(

𝑗1,… , 𝑗2(𝑛1+𝑛2)
)

∈ N2(𝑛1+𝑛2)
|

2(𝑛1+𝑛2)
∑

𝑖=1
𝑗𝑖 ≤ 𝑛𝑓 = 𝑛𝑐

}

, the index set corresponding to term 𝒋 of series (19).

∙ 𝒄𝑭 ,𝒋 ∶ R𝑛 ⟶ R2 (respectively 𝒄𝑪 ,𝒋 ∶ R𝑛 ⟶ R2), the coefficient associated with term 𝒋 of series (19).

ext, by adapting the linearization property of the Chebyshev polynomials 𝑈𝑖 𝑈𝑗 =
min(𝑖,𝑗)
∑

𝑘=0
𝑈
|𝑖−𝑗|+2 𝑘 in ]−1, 1[, ∀(𝑖, 𝑗) ∈ N2, it represents

he previous products in the expression (19):

∀𝒋 ∈ 𝑠,
𝑛
∏

𝑖=0
𝑈 𝑗𝑖
𝑖 =

∑

𝒌∈𝑠

𝑈
||⋯|0−1|+2 𝑘0−2|+2 𝑘1+⋯−(𝑖+1)|+2 𝑘𝑖+⋯−(𝑛+1)|+2 𝑘𝑛 in [−1, 1] (20)

ith:

∙ 𝑠 =

{

𝒌 =
(

𝑘1,… , 𝑘𝑛
)

∈ N𝑛
| 𝑘𝑖 ∈

[[

0,min
(

||⋯ |1 +
𝑖

∑

𝑗=0
−(𝑗 + 1)| + 2 𝑘𝑗 , 𝑗 + 2

)]]}

, the set vector corresponding to term

𝒌 of the series (20).

hen, by replacing (20) in (19), simplified expressions of forces and moments are obtained:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑭̃ =
∑

𝒌∈𝑘

𝒂𝒌 (𝒘, 𝒘̇) 𝑯𝒌 =  𝒂 (𝒘, 𝒘̇)

𝑪̃ =
∑

𝒌∈𝑘

𝒃𝒌 (𝒘, 𝒘̇) 𝑯𝒌 =  𝒃 (𝒘, 𝒘̇)
∈
(

𝑆̃ ⊗ 𝑉
)2 (21)

ith:

∙ 𝒂 ∶ R𝑛 ⟶ R𝑚 (respectively 𝒃 ∶ R𝑛 ⟶ R𝑚), the map giving the vector of coefficient associated with term 𝒌 of previous series
(21).

rom the expressions (21), it is very easy to identify and retrieve nonlinear stochastic generalized forces without calculating the dot
roduct, thus:

𝑾̃ 𝑇 =
⟨

𝑑Φ𝑇 (𝐿)
𝑑𝑥

𝑪̃
|

|

|

|


⟩

′
1 ,2

+
⟨

Φ𝑇 (𝐿) 𝑭̃ |

|

|


⟩

′
1 ,2

= 𝒂𝑇 (𝒘, 𝒘̇)
𝑑Φ(𝐿)
𝑑𝑥

+ 𝒃𝑇 (𝒘, 𝒘̇)Φ(𝐿) ∈ 𝑉 1×𝑚 (22)

he stochastic generalized forces 𝑾̃ are now known without carrying out the numerical integration of the scalar products at each
ime step. It is now possible to perform a temporal integration of the problem (9) withing reasonable times using the Runge–Kutta

scheme, with a dispersion rate of 𝜏 = 5% and numbers 𝑛1 and 𝑛2 of identical Chebyshev polynomials for each of the uncertain
arameters (𝑘 and 𝜇). It is initially necessary to determine the minimum number of polynomials to be chosen (convergence criterion)
or each parameter. Fig. 9 presents the temporal evolution of the components of the state vector 𝒘 for 𝑛1 = 𝑛2 = 3. In Fig. 9(a)
and (c) respectively) they are those associated with the first mode of bending in direction 𝑦 (with respect to 𝑧). Likewise, in Fig. 9
b) (with respect to (d)) those associated with the second mode of bending in direction 𝑦 (with respect to 𝑧). According to these
volutions, it is possible to validate the choice of the number of polynomials selected for each parameter (𝑘 and 𝜇), given that the
mplitudes of the last two (𝑤1𝑗8 et 𝑤1𝑗9) for each mode 𝑗 ∈ [[1, 4]] are very low.

Fig. 10 shows the temporal evolutions of the displacement of the centre of the stator disc 𝑠 in direction 𝑦. In Fig. 10(a), it is the
ean 𝑢̄𝑠,1 (in black), the mean to which is added the standard deviation 𝜎

[

𝑢𝑠,1
]

(in blue) and the mean from which is subtracted
he standard deviation 𝜎

[

𝑢𝑠,1
]

(in red). The expression associated with the mean 𝑢̄𝑠,1 is written as:

𝑢̄𝑠,1 = ∫𝛩
𝑢𝑠,1(𝒙, ⋅) 𝑑PΞ(𝒙) =

𝑁
∑

𝑗=1

∑

𝒌∈𝑘

𝑤1𝑗𝑘

(

∫𝛩
𝐻𝒌(𝒙) 𝑑PΞ(𝒙)

)

𝜙𝑗1(𝐿)

= 𝑤110 𝜙11(𝐿) +𝑤120 𝜙21(𝐿) ∈ 𝑉

(23)

or the standard deviation 𝜎
[

𝑢𝑠,1
]

, the expression is the following:

𝜎
[

𝑢𝑠,1
]

=
(

∫𝛩

(

𝑢𝑠,1(𝒙, ⋅) − 𝑢̄𝑠,1
)2 𝑑PΞ(𝒙)

)0.5
=
⎛

⎜

⎜

⎝

∫𝛩

( 𝑁
∑

𝑗=1

∑

𝒌∈𝑘

𝑤1𝑗𝑘 𝐻𝒌(𝝃)𝜙𝑖
𝑗 (𝐿) −

𝑁
∑

𝑗=1
𝑤1𝑗0 𝜙

𝑖
𝑗 (𝐿)

)2

𝑑PΞ(𝒙)
⎞

⎟

⎟

⎠

0.5

=
⎛

⎜

⎜

⎝

∫𝛩

( 𝑁
∑

𝑗=1

∑

𝒌∈𝑘∖(0,0)
𝑤1𝑗𝑘 𝐻𝒌(𝝃)𝜙𝑖

𝑗 (𝐿)

)2

𝑑PΞ(𝒙)
⎞

⎟

⎟

⎠

0.5

=

( 𝑁
∑

𝑗=1

∑

𝒌∈𝑘∖(0,0)
𝑤2

1𝑗𝑘 𝜙
2
𝑗𝑖(𝐿)

)0.5

∈ 𝑉

(24)

It should be noted that these two final expressions are quite simple. This avoids making numerical integrations which would be much
ore costly in time. In Fig. 10 (a) temporal evolutions of the mean 𝑢̄𝑠,1 and the mean plus or minus standard deviation 𝑢̄𝑠,1 ± 𝜎[𝑢𝑠,1]
12

are presented. In Fig. 10 (b) (respectively (c)), they are limit cycles in the state space that are presented for the following values of
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Fig. 9. Temporal evolution of state vector 𝑿. Components of 𝑿 denoted 𝑤𝑖𝑗𝑘, 𝑘 ∈ [[1, 9]] and 𝑗 ∈ {1; 2; 3; 4}, corresponding to the first bending mode of the beam
in the direction 𝑦 (a), the second in direction 𝑦 (b), the first bending mode of the beam in direction 𝑧 (c) and the second in direction 𝑧 (d).

Fig. 10. Temporal evolution of the mean 𝑢̄𝑠,1, the mean plus or minus the standard deviation 𝑢̄𝑠,1 ± 𝜎[𝑢𝑠,1] and the limit cycles associated with the displacements
𝑢𝑠,1. (a) Temporal evolution of 𝑢̄𝑠,1 (black), the mean plus the standard deviation 𝑢̄𝑠,1 + 𝜎[𝑢𝑠,1] (blue) and the mean plus the standard deviation 𝑢̄𝑠,1 − 𝜎[𝑢𝑠,1] (red).
(b) (respectively (c)) temporal evolution of limits cycles in the state space R𝑚 associated with 𝑢𝑠,1 and 𝑢̇𝑠,1 for 𝜉1 ∈ [−1, 1] and 𝜉2 = 0 (respectively 𝜉2 ∈ [−1, 1]
and 𝜉1) = 0. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

random variables: 𝜉2 = 0 and 𝜉1 ∈ [−1, 1] (respectively 𝜉1 = 0 and 𝜉2 ∈ [−1, 1]). These data are particularly valuable in the general
case of a design of a mechanical system with instabilities induced by friction and presenting uncertainties on certain parameters.
The interesting point is that access to these results is obtained in very reasonable times (about 1.5 h) and in a single temporal
integration. The difference in computation time is not negligible compared to the classic intrusive approach.

5.3. Comparison with non-intrusive approach using Chebyshev polynomials

In order to validate the modified intrusive approach, the associated results from the modified intrusive approach can be compared
2

13

to a non-intrusive approach with interpolation (projection 𝐿 ). For the latter, it is first necessary to perform temporal integrations
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Fig. 11. Temporal evolution of the mean 𝑢̄𝑠,1, the mean plus or minus the standard deviation 𝑢̄𝑠,1 ± 𝜎[𝑢𝑠,1] and limit cycles associated with the displacements
𝑢𝑠,1. (a) Temporal evolution of 𝑢̄𝑠,1 (black), the mean plus the standard deviation 𝑢̄𝑠,1 + 𝜎[𝑢𝑠,1] (blue) and the mean plus the standard deviation 𝑢̄𝑠,1 − 𝜎[𝑢𝑠,1] (red).
(b) ((c) respectively) temporal evolution of limit cycles in the state space R𝑚 associated with 𝑢𝑠,1 and 𝑢̇𝑠,1 for 𝜉1 ∈ [−1, 1] and 𝜉2 = 0 (respectively 𝜉2 ∈ [−1, 1] and
𝜉1 = 0). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

for a set of values of the random variables 𝝃 contained in 𝛩. An interpolation of the results from these temporal integrations is then
performed. For the non-intrusive approach, the weak solution associated with the problem (7) has the following form:

𝒖̃ = Φ 𝒗 ∈ 𝑈̃𝑤 (25)

with:

∙ 𝒗 ∶ (𝝃, 𝑡) ∈ 𝛩×𝑇 ⟼ 𝒗(𝝃, 𝑡) ∈ R2𝑁 , the first part of the state vector 𝑿 ∈ R𝑛 which is the solution of the problem (9) transformed
into a deterministic problem (for this : 𝑛1 = 𝑛2 = 1).

As for the intrusive approach, interesting properties of the Chebyshev polynomial can be used to approximate 𝒗 at each instant
𝑡 ∈ 𝑇 by interpolation. The use of these polynomials makes it possible to converge uniformly towards the real solution 𝒗 when the
number of polynomials 𝑞 ∈ N∗ used tends towards infinity. This allows approximating 𝒗 as follows:

𝒗̃ = 𝒘 ∈
(

𝑆̃ ⊗ 𝑉
)2𝑁 (26)

with :

∙ 𝒘𝑇 = ⟨𝒗̃|⟩(𝑆̃⊗𝑉 )2𝑁′
,𝑆̃2𝑁×2𝑁𝑞 = ∫𝛩

𝒗̃𝑇 (𝒙, ⋅)(𝒙) 𝑑PΞ(𝒙) ∈ 𝑉 1×2𝑁𝑞 , the projection of 𝒗̃ on .

where : 𝑞 = 𝑞1 × 𝑞2, corresponding to the number of Chebyshev polynomials associated with 𝜉1 (𝑞1) and 𝜉2 (𝑞2). Uniform convergence
is guaranteed by choosing particular interpolation points called Gauss–Chebyshev points. Using these points, it is possible to
approximate 𝒘 with the following quadrature:

𝒘̃𝑇 =
𝑄1
∑

𝑖=1

𝑄2
∑

𝑗=1

sin
(

𝑖 𝜋
𝑀1+1

)

sin
(

𝑗 𝜋
𝑀2+1

)

(

𝑀1 + 1
) (

𝑀2 + 1
) 𝒗̃𝑇 (𝒙𝒊𝒋 , ⋅)(𝒙𝒊𝒋) ∈ 𝑉 1×2𝑁𝑞 (27)

with :

∙
(

𝑄1, 𝑄2
)

∈ (N∗)2, the number of Gauss–Chebyshev points associated with the first (respectively second) random variable 𝜉1
(respectively 𝜉2) .

∙ ∀(𝑖, 𝑗) ∈ [[1, 𝑄1]] × [[1, 𝑄2]], 𝒙𝒊𝒋 =
(

cos
(

𝑖 𝜋
𝑀1 + 1

)

, cos
(

𝑗 𝜋
𝑀2 + 1

))

∈ 𝛩, coordinates of Gauss–Chebyshev points.

Now, 𝑞 = 9 deterministic temporal integrations associated with 𝑞 = 9 points of Gauss–Chebyshev, are realized with the scheme of
Runge–Kutta 4. Then an interpolation of the results is done using the expression (27). In the Fig. 11, the temporal evolution of
the displacement and the limit cycles, corresponding to the centre of the stator disc 𝑠 in the direction 𝑦, are presented and can
14
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Fig. 12. Comparison of temporal evolutions associated with the mean 𝑢̄𝑠,1 and ̄̇𝑢𝑠,1, the mean plus or minus the standard deviation 𝑢̄𝑠,1 ± 𝜎[𝑢𝑠,1] and ̄̇𝑢𝑠,1 ± 𝜎[𝑢𝑠,1],
between the modified intrusive and non-intrusive approaches. (a) ((c) respectively) Temporal evolution of the mean 𝑢̄𝑠,1, the mean plus the standard deviation
𝑢̄𝑠,1+𝜎[𝑢𝑠,1] and the mean plus the standard deviation 𝑢̄𝑠,1−𝜎[𝑢𝑠,1]. (b) ((d) respectively) Temporal evolution of the mean ̄̇𝑢𝑠,1, the mean plus the standard deviation
̄̇𝑢𝑠,1 + 𝜎[𝑢̇𝑠,1] and the mean plus the standard deviation ̄̇𝑢𝑠,1 − 𝜎[𝑢𝑠,1].

be compared directly with those in the Fig. 10. Concerning the displacements 11 (a), the extremal amplitudes and the overall
shape of the mean 𝑢̄𝑠,1, mean plus standard deviation 𝑢̄𝑠,1 + 𝜎[𝑢𝑠,1] and mean minus standard deviation 𝑢̄𝑠,1 − 𝜎[𝑢𝑠,1] for modified
intrusive 11 (a) and non-intrusive 10 (a) approaches, are very close. There are some differences including a slight time shift that
can be observed on the exponential growth of vibrational levels (development of instability). Concerning the limit cycles associated
with the values of the random variables (Figs. 11 (b)(c) and Fig. 11 (b) (c)), the amplitudes are also very close. Finally, temporal
evolutions between two approaches are presented in the same figure (Fig. 12) to facilitate comparisons. These observations allow to
validate the results of the modified intrusive approach. It is also necessary to recall the interest of the modified intrusive approach
which makes it possible to obtain results in a single temporal integration, within reasonable delays (4 times faster than the classic
intrusive approach) and with more ergonomics than the non-intrusive approach (several deterministic temporal integrations then
interpolation of results).

6. Conclusion

This paper described a phenomenological model associated with the physical mechanisms inducing instabilities caused by
friction. Uncertainties were taken into account for two of the parameters of this model: the contact stiffness and the coefficient
of friction. To properly model the dynamic behaviour of the mechanical system studied, it was necessary to take into account
the physical phenomena involved at the interface of the rotor and stator discs and in particular the unilateral contact and
adhesion/sliding with friction. The structure of the equations associated with these phenomena is complex, generating resolution
times by temporal integration which are already long. In addition, taking into account uncertainties in the model with a classic
intrusive approach, induces an additional and not insignificant increase in computation times. Therefore, a modified intrusive
approach was presented. This approach comprises two stages and first consists in simplifying the expression of the mechanical
actions torsor (forces and moments) at the interface of the rotor and stator discs. To achieve this, an influence study was carried
out to identify the variables having a strong influence on the forces and the moments. This study of influence was reinforced by
physical considerations and made it possible to develop laws of behaviour between the mechanical action torsors. The polynomial
expressions resulting from the simplification can be obtained quickly and the errors made between the approximate expressions and
those of the references are very few. Properties of Chebyshev polynomials of the second kind were then exploited to calculate the
expressions of the generalized stochastic forces, without performing probabilistic numerical integrations of the associated integral
terms. Consequently, the temporal integration times could be greatly reduced (4 times faster). The results from the modified intrusive
approach were then compared to those of a non-intrusive approach. In the latter, other properties of Chebyshev polynomials were
also exploited to interpolate the results from deterministic temporal integrations. Small differences were observed between the two
approaches for data such as means, standard deviations, and limit cycle amplitudes. Therefore, the results of the optimized non-
intrusive approach could be validated. Finally, the modified intrusive approach makes it possible to obtain robust results within very
reasonable delays, by performing a single temporal integration and with much more ergonomics than the non-intrusive approach.
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