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# DISCRETE HYPOCOERCIVITY FOR A NONLINEAR KINETIC REACTION MODEL 

MARIANNE BESSEMOULIN-CHATARD, TINO LAIDIN, AND THOMAS REY


#### Abstract

In this article, we propose a finite volume discretization of a one dimensional nonlinear reaction kinetic model proposed in [28], which describes a 2 -species recombination-generation process. Specifically, we establish the long-time convergence of approximate solutions towards equilibrium, at exponential rate. The study is based on an adaptation for a discretization of the linearized problem of the $L^{2}$ hypocoercivity method introduced in [18]. From this, we can deduce a local result for the discrete nonlinear problem. As in the continuous framework, this result requires the establishment of a maximum principle, which necessitates the use of monotone numerical fluxes.
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## 1. Introduction

1.1. On a kinetic generation-recombination model. In this article, we construct and analyze the decay to equilibrium of a finite volume scheme for a one-dimensional kinetic relaxation model describing a generation-recombination reaction of two species proposed in [28], which can be seen as a simplified version of models describing generation and recombination of electron-hole pairs in semiconductors (see e.g. [16]). More precisely, we consider the system

$$
\begin{align*}
& \partial_{t} \mathfrak{f}+v \partial_{x} \mathfrak{f}=\chi_{1}-\rho_{\mathfrak{g}} \mathfrak{f}  \tag{1.1}\\
& \partial_{t} \mathfrak{g}+v \partial_{x} \mathfrak{g}=\chi_{2}-\rho_{\mathfrak{f}} \mathfrak{g} \tag{1.2}
\end{align*}
$$

where $\mathfrak{f}$ and $\mathfrak{g}$ represent the phase space densities of two chemical reactants A and B. These reactants are produced by the decomposition of a substance C (whose density is assumed to be fixed) with nonnegative velocity profiles $\chi_{1}$ and $\chi_{2}$, and can also recombine to form C and thus be eliminated from the system. The densities $\mathfrak{f}$ and $\mathfrak{g}$ depend on time $t \geq 0$, position $x \in \mathbb{T}$ the one-dimensional torus, and velocity $v \in \mathbb{R}$. The probability of the reaction depends on the position density of the reaction partner, defined by

$$
\begin{equation*}
\rho_{\mathfrak{h}}(t, x):=\int_{\mathbb{R}} \mathfrak{h}(t, x, v) \mathrm{d} v, \quad \mathfrak{h}=\mathfrak{f}, \mathfrak{g} . \tag{1.3}
\end{equation*}
$$

The system (1.1)-(1.2) is completed by the initial condition

$$
\begin{equation*}
\mathfrak{f}(0, x, v)=\mathfrak{f}_{I}(x, v) \geq 0, \quad \mathfrak{g}(0, x, v)=\mathfrak{g}_{I}(x, v) \geq 0 \tag{1.4}
\end{equation*}
$$

Since the chemical reaction under consideration is assumed to be reversible, it is required that $\int_{\mathbb{R}}\left(\chi_{1}-\chi_{2}\right) \mathrm{d} v=0$. We moreover make the following assumptions about the moments of the velocity profiles, which are given positive functions of $v$ : for $k=1,2$,

$$
\begin{gather*}
\int_{\mathbb{R}} \chi_{k} \mathrm{~d} v=1, \quad \int_{\mathbb{R}} v \chi_{k} \mathrm{~d} v=0,  \tag{1.5}\\
D_{k}:=\int_{\mathbb{R}} v^{2} \chi_{k} \mathrm{~d} v<\infty, \quad Q_{k}:=\int_{\mathbb{R}} v^{4} \chi_{k} \mathrm{~d} v<\infty .
\end{gather*}
$$

[^0]The purpose of this article is to propose a numerical scheme for the system (1.1)-(1.2) for which we are able to rigorously study the long-time behavior. More precisely, remarking that the mass difference is conserved:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{T} \times \mathbb{R}}(\mathfrak{f}-\mathfrak{g}) \mathrm{d} v \mathrm{~d} x=0
$$

let us introduce the unique constant $\rho_{\infty}>0$ such that

$$
\begin{equation*}
\int_{\mathbb{T} \times \mathbb{R}}\left(\mathfrak{f}_{I}-\mathfrak{g}_{I}\right) \mathrm{d} v \mathrm{~d} x=|\mathbb{T}|\left(\rho_{\infty}-\frac{1}{\rho_{\infty}}\right) . \tag{1.6}
\end{equation*}
$$

The equilibrium state $\mathfrak{F}_{\infty}=\left(\mathfrak{f}_{\infty}, \mathfrak{g}_{\infty}\right)$, depending only on velocity, is then defined by

$$
\begin{equation*}
\mathfrak{f}_{\infty}(x, v):=\rho_{\infty} \chi_{1}(v), \quad \mathfrak{g}_{\infty}(x, v):=\frac{1}{\rho_{\infty}} \chi_{2}(v) . \tag{1.7}
\end{equation*}
$$

In [28], the exponential decay to equilibrium (what we shall call in this paper hypocoercivity) of the solution to the linearization of (1.1)-(1.2) is established by applying the method proposed in [18]. Then, this result is extended to a local result for the nonlinear case, thanks to the proof of maximum principle estimates for the nonlinear problem.
1.2. Hypocoercivity. Due to the relaxation structure of the right hand side of system (1.1)-(1.2) and to the mixing properties of the free transport operator on the torus, one can naturally expect that the solutions to this type of problem will exhibit a fast relaxation towards $\mathfrak{F}_{\infty}$. This is a classical problem, which can be traced back to the seminal work of Hörmander [27] on the hypoellipticity of linear operators.

The first partial proof of this large time behavior can be found in [3]. It was then proved for a very large class of collision operators (with or without confinement in velocity) in $[26,25]$, and in the series of papers [18, 9] (see also the references therein) that for a suitable norm, the rate of convergence towards the equilibrium is exponential: there exists some constants $\lambda>0$ and $C \geq 1$ such that

$$
\left\|\mathfrak{h}(t)-\mathfrak{h}_{\infty}\right\|_{\mathcal{X}} \leq C\left\|\mathfrak{h}_{I}-\mathfrak{h}_{\infty}\right\|_{\mathcal{X}} e^{-\lambda t}
$$

in a well chosen Hilbert space $\mathcal{X}$. We shall call this type of behavior hypocoercivity [32] (the case $C=1$ corresponding to classical coercive behavior).

A very robust proof for establishing such a result can be found in the seminal work [18]. It introduces a so-called "modified entropy functional" that is equivalent to a weighted $L^{2}$ norm and decays exponentially fast toward the global Maxwellian equilibrium. This technique was then used extensively in many applications, showing its robustness and practicality. One can cite for example its use on the kinetic Keller-Segel-type chemotaxis models (the so-called Othmer, Dunbar and Alt model) in [12]; on the study of the fractionnal Fokker-Planck equation in [8]; on the fine properties of a large class of Vlasov-Fokker-Planck models in [10]; on the large time behavior of the Vlasov-Poisson-Fokker-Planck equation in [1]. Note that this technique has been very recently refined to singular problems, with motivation in control theory in [17].

The goal of the current work is to establish hypocoercive properties of finite volume types discretizations of the nonlinear system (1.1)-(1.2). Such an objective has been classical in the last decade for numerical approximations of macroscopic models exhibiting an entropic structure, see for example the classical works [11, 24, 13, 4]. A particular emphasis on the accurate discretization of steady states was done in [22, 29]. These results were then extended to problems with nonhomogeneous boundary conditions using the so-called $\phi$ entropy method in $[21,14]$.

Extension to numerical discretizations of kinetic models which are able to reproduce accurately this type of behavior then becomes natural. This can be considered as a special case of Asymptotic Preserving (AP) schemes, where the asymptotic regime preserved is the large time behavior of the model. The first works on the subject considered the discretization of the so-called Kolmogorov master equation, which is a simplified kinetic model where the collision operator is only a Laplacian in velocity. Both finite differences and finite elements approaches were considered in the papers [30, 23]. Such AP schemes were then recently used to stabilize a finite element solver in [19]. The first numerical work "à la Villani" about the $H^{1}$-hypocoercivity of the linear kinetic Fokker-Planck equation using a finite difference
approach was then published in [20]. It uses the framework introduced in [32] to establish the hypocoercive properties of the numerical scheme. The $L^{2}$ method from [18] was then used to establish both hypocoercivity properties and uniform stability of a finite volume scheme for both the linear BGK and kinetic Fokker-Planck equations in [5]. This is the approach we will generalize in the current work. Let us also mention the recent similar work about the hypocoercive properties of a finite volume method for the fractional Fokker-Planck equation in [2]. Finally, extensions of the $L^{2}$ method to the Vlasov equation (both with an external electric field or the linearized Vlasov-Poisson system), using an Hermite expansion in the velocity space was recently developed in $[7,6]$.

The outline of this article is as follows. In Section 2, we briefly present the results in the continuous setting, since we are going to adapt them in the discrete framework in the following. In Section 3, we introduce the discrete setting, in particular the definition of the numerical schemes for the nonlinear problem (1.1)-(1.2) and for its linearization around the equilibrium. Section 4 is devoted to the adaptation of the $L^{2}$-hypocoercivity method of [18] for the discretization of the linearized problem. Then in Section 5, we establish the discrete counterpart of the local result for the nonlinear case. As in the continuous framework, it requires maximum principle estimates, which necessitates the use of monotone numerical fluxes. This motivates our choice of the Lax-Friedrichs fluxes for the transport terms, unlike the centered fluxes used in [5]. Finally, in Section 6, we present some numerical experiments to illustrate the obtained theoretical results.

## 2. The continuous setting

In this section, we recall the main lines of the result in the continuous framework [28]. The decay towards equilibrium will be estimated quantitatively in the following weighted $L^{2}$ space:

$$
\begin{equation*}
\mathcal{H}:=L^{2}\left(\mathbb{T} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} v / \chi_{1}\right) \times L^{2}\left(\mathbb{T} \times \mathbb{R}, \mathrm{d} x \mathrm{~d} v / \chi_{2}\right) \tag{2.1}
\end{equation*}
$$

endowed with the scalar product weighted with the steady state measure:

$$
\left\langle F_{1}, F_{2}\right\rangle=\int_{\mathbb{T} \times \mathbb{R}}\left(\frac{f_{1} f_{2}}{\rho_{\infty} \chi_{1}}+\frac{g_{1} g_{2} \rho_{\infty}}{\chi_{2}}\right) \mathrm{d} v \mathrm{~d} x, \quad \text { for } F_{k}=\binom{f_{k}}{g_{k}} .
$$

The corresponding norm is denoted by $\|\cdot\|$.
2.1. The linearized case. Let us now introduce the linearization of the system (1.1)-(1.2) around the equilibrium $\mathfrak{F}_{\infty}$. We shall denote by $(f, g)$ the perturbations $\mathfrak{f}=\mathfrak{f}_{\infty}+\varepsilon f$, $\mathfrak{g}=\mathfrak{g}_{\infty}+\varepsilon g$. Formally, in the limit $\varepsilon \rightarrow 0$, one gets the following linearized problem:

$$
\begin{align*}
\partial_{t} f+v \partial_{x} f & =-\rho_{\infty} \chi_{1} \rho_{g}-\rho_{\infty}^{-1} f  \tag{2.2}\\
\partial_{t} g+v \partial_{x} g & =-\rho_{\infty}^{-1} \chi_{2} \rho_{f}-\rho_{\infty} g \tag{2.3}
\end{align*}
$$

Remark that the perturbations $f$ and $g$ now satisfy

$$
\int_{\mathbb{T} \times \mathbb{R}}(f-g) \mathrm{d} x \mathrm{~d} v=\int_{\mathbb{T}}\left(\rho_{f}-\rho_{g}\right) \mathrm{d} x=0 .
$$

The orthogonal projection onto the null space of the linearized collision operator

$$
\mathrm{L} F=\binom{-\rho_{\infty} \chi_{1} \rho_{g}-\rho_{\infty}^{-1} f}{-\rho_{\infty}^{-1} \chi_{2} \rho_{f}-\rho_{\infty} g}, \quad \text { for } F=\binom{f}{g}
$$

is given by

$$
\Pi F=\frac{\rho_{f}-\rho_{g}}{\rho_{\infty}^{2}+1}\binom{\rho_{\infty}^{2} \chi_{1}}{-\chi_{2}}
$$

First of all, the following microscopic coercivity estimate can be established.
Lemma 1 (Microscopic coercivity). Let (1.5) hold and let $F=(f, g)$ be the solution to the linearized system (2.2)-(2.3) with initial data $F_{I}=\left(f_{I}, g_{I}\right) \in \mathcal{H}$ satisfying $\int_{\mathbb{T} \times \mathbb{R}}\left(f_{I}-\right.$ $\left.g_{I}\right) \mathrm{d} x \mathrm{~d} v=0$.

Then for every $t \geq 0$,

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|F(t)\|^{2}+C_{m c}\|(I-\Pi) F(t)\|^{2} \leq 0, \text { on } \quad C_{m c}=\min \left(\rho_{\infty}, \rho_{\infty}^{-1}\right)
$$

Proof. Since $F$ is the solution to (2.2)-(2.3),

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|F(t)\|^{2}=\langle\mathrm{L} F, F\rangle
$$

Then straightforward computations using only the fact that $\int_{\mathbb{R}} \chi_{k} \mathrm{~d} v=1$ (see [28]) show that

$$
\begin{equation*}
-\langle\mathrm{L} F, F\rangle \geq \min \left(\rho_{\infty}, \rho_{\infty}^{-1}\right)\|(I-\Pi) F\|^{2} \tag{2.4}
\end{equation*}
$$

which concludes the proof.
Let us now introduce the moments of $h:=f-g$ :

$$
\begin{equation*}
u_{h}:=\int_{\mathbb{R}} h \mathrm{~d} v, \quad J_{h}:=\int_{\mathbb{R}} v h \mathrm{~d} v, \quad S_{h}:=\int_{\mathbb{R}}\left(v^{2}-D_{0}\right) h \mathrm{~d} v \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{0}=\frac{\rho_{\infty}^{2} D_{1}+D_{2}}{\rho_{\infty}^{2}+1} \tag{2.6}
\end{equation*}
$$

$D_{k}$ being defined in (1.5).
By subtracting (2.3) from (2.2), multiplying by $(1, v)$ and integrating with respect to $v$, one obtains the following moments equations for $h$ :

$$
\begin{align*}
& \partial_{t} u_{h}+\partial_{x} J_{h}=0,  \tag{2.7}\\
& \partial_{t} J_{h}+\partial_{x} S_{h}+D_{0} \partial_{x} u_{h}=-\left(\rho_{\infty}^{-1} J_{f}-\rho_{\infty} J_{g}\right), \tag{2.8}
\end{align*}
$$

where $J_{f}$ and $J_{g}$ are the first order moments of $f$ and $g$ respectively.
Lemma 2 (Moments estimates). Under assumptions (1.5), the moments $u_{h}$, $J_{h}$ and $S_{h}$ satisfy the following estimates:

$$
\begin{gather*}
\left\|u_{h}\right\|_{L^{2}(\mathbb{T})}=C_{u}\|\Pi F\|,  \tag{2.9}\\
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})} \leq C_{J 1}\|F\|,  \tag{2.10}\\
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})} \leq C_{J 1}\|(I-\Pi) F\|,  \tag{2.11}\\
\left\|S_{h}\right\|_{L^{2}(\mathbb{T})} \leq C_{S}\|(I-\Pi) F\|,  \tag{2.12}\\
\left\|\rho_{\infty}^{-1} J_{f}-\rho_{\infty} J_{g}\right\|_{L^{2}(\mathbb{T})} \leq C_{J 2}\|(I-\Pi) F\|, \tag{2.13}
\end{gather*}
$$

where the constants are given by:

$$
\begin{align*}
C_{u} & =\sqrt{\frac{\rho_{\infty}^{2}+1}{\rho_{\infty}}}  \tag{2.14}\\
C_{J 1} & =\sqrt{2 \max \left(\rho_{\infty} D_{1}, \rho_{\infty}^{-1} D_{2}\right)}  \tag{2.15}\\
C_{S} & =\sqrt{2 \max \left(\rho_{\infty}\left(Q_{1}-2 D_{0} D_{1}+D_{0}^{2}\right), \rho_{\infty}^{-1}\left(Q_{2}-2 D_{0} D_{2}+D_{0}^{2}\right)\right)}  \tag{2.16}\\
C_{J 2} & =\max \left(\rho_{\infty}^{-1}, \rho_{\infty}\right) C_{J 1} \tag{2.17}
\end{align*}
$$

Proof. Let us start with equality (2.9). By definition of $\|\Pi F\|$ and using the first property in (1.5) one has:

$$
\begin{aligned}
\|\Pi F\|^{2} & =\frac{1}{\left(\rho_{\infty}^{2}+1\right)^{2}} \int_{\mathbb{T}} \int_{\mathbb{R}}\left(\rho_{f}-\rho_{g}\right)^{2}\left(\frac{\rho_{\infty}^{4} \chi_{1}^{2}}{\chi_{1} \rho_{\infty}}+\frac{\chi_{2}^{2} \rho_{\infty}}{\chi_{2}}\right) \mathrm{d} v \mathrm{~d} x \\
& =\frac{\rho_{\infty}}{\left(\rho_{\infty}^{2}+1\right)^{2}} \int_{\mathbb{T}}\left(\rho_{f}-\rho_{g}\right)^{2}\left(\rho_{\infty}^{2}+1\right) \mathrm{d} x \\
& =\frac{\rho_{\infty}}{\rho_{\infty}^{2}+1}\left\|u_{h}\right\|_{L^{2}(\mathbb{T})}^{2}
\end{aligned}
$$

Now for (2.10), by definition of $J_{h}$ and using the identity $(a-b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ one has

$$
\begin{equation*}
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}^{2} \leq 2 \int_{\mathbb{T}}\left(\int_{\mathbb{R}} v f \frac{\sqrt{\rho_{\infty} \chi_{1}}}{\sqrt{\rho_{\infty} \chi_{1}}} \mathrm{~d} v\right)^{2} \mathrm{~d} x+2 \int_{\mathbb{T}}\left(\int_{\mathbb{R}} v g \sqrt{\frac{\rho_{\infty}}{\chi_{2}}} \sqrt{\frac{\chi_{2}}{\rho_{\infty}}} \mathrm{d} v\right)^{2} \mathrm{~d} x \tag{2.18}
\end{equation*}
$$

This yields thanks to Cauchy-Schwarz inequality

$$
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}^{2} \leq 2 \int_{\mathbb{T}}\left(\rho_{\infty} D_{1} \int_{\mathbb{R}} \frac{f^{2}}{\rho_{\infty} \chi_{1}} \mathrm{~d} v+\frac{D_{2}}{\rho_{\infty}} \int_{\mathbb{R}} \frac{g^{2} \rho_{\infty}}{\chi_{2}} \mathrm{~d} v\right) \mathrm{d} x
$$

from which we deduce (2.10).
The second estimate (2.11) on $\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}$ is obtained by observing that using the second property in (1.5), one has

$$
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}^{2} \leq 2 \int_{\mathbb{T}}\left[\left(\int_{\mathbb{R}} v\left(f-\frac{u_{h}}{\rho_{\infty}^{2}+1} \rho_{\infty}^{2} \chi_{1}\right) \mathrm{d} v\right)^{2}+\left(\int_{\mathbb{R}} v\left(g+\frac{u_{h}}{\rho_{\infty}^{2}+1} \chi_{2}\right) \mathrm{d} v\right)^{2}\right] \mathrm{d} x
$$

from which we deduce using Cauchy-Schwarz inequality

$$
\begin{aligned}
\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}^{2} \leq & 2 \int_{\mathbb{T}} \rho_{\infty} D_{1} \int_{\mathbb{R}}\left(f-\frac{u_{h}}{\rho_{\infty}^{2}+1} \rho_{\infty}^{2} \chi_{1}\right)^{2} \frac{1}{\rho_{\infty} \chi_{1}} \mathrm{~d} v \mathrm{~d} x \\
& +2 \int_{\mathbb{T}} \frac{D_{2}}{\rho_{\infty}} \int_{\mathbb{R}}\left(g+\frac{u_{h}}{\rho_{\infty}^{2}+1} \chi_{2}\right)^{2} \frac{\rho_{\infty}}{\chi_{2}} \mathrm{~d} v \mathrm{~d} x
\end{aligned}
$$

from which we obtain (2.11).
Regarding the estimation (2.12) of $\left\|S_{h}\right\|_{L^{2}(\mathbb{T})}$, we notice that by definition (2.6) of $D_{0}$

$$
\int_{\mathbb{R}}\left(v^{2}-D_{0}\right) \frac{u_{h}}{\rho_{\infty}^{2}+1}\left(\rho_{\infty}^{2} \chi_{1}+\chi_{2}\right) \mathrm{d} v=0
$$

and as previously, we use that $(a-b)^{2} \leq 2\left(a^{2}+b^{2}\right)$, leading to the estimate

$$
\begin{aligned}
\left\|S_{h}\right\|_{L^{2}(\mathbb{T})}^{2} & \leq 2 \int_{\mathbb{T}}\left(\int_{\mathbb{R}}\left(v^{2}-D_{0}\right)\left(f-\frac{u_{h}}{\rho_{\infty}^{2}+1} \rho_{\infty}^{2} \chi_{1}\right) \mathrm{d} v\right)^{2} \mathrm{~d} x \\
& +2 \int_{\mathbb{T}}\left(\int_{\mathbb{R}}\left(v^{2}-D_{0}\right)\left(g+\frac{u_{h}}{\rho_{\infty}^{2}+1} \chi_{2}\right) \mathrm{d} v\right)^{2} \mathrm{~d} x .
\end{aligned}
$$

The right hand side can then be rewritten

$$
\begin{aligned}
\left\|S_{h}\right\|_{L^{2}(\mathbb{T})}^{2} \leq 2 \int_{\mathbb{T}} & \left(\int_{\mathbb{R}}\left(v^{2}-D_{0}\right) \frac{\sqrt{\chi_{1} \rho_{\infty}}}{\sqrt{\chi_{1} \rho_{\infty}}}\left(f-\frac{u_{h}}{\rho_{\infty}^{2}+1} \rho_{\infty}^{2} \chi_{1}\right) \mathrm{d} v\right)^{2} \mathrm{~d} x \\
& +2 \int_{\mathbb{T}}\left(\int_{\mathbb{R}}\left(v^{2}-D_{0}\right) \sqrt{\frac{\rho_{\infty}}{\chi_{2}}} \sqrt{\frac{\chi_{2}}{\rho_{\infty}}}\left(g+\frac{u_{h}}{\rho_{\infty}^{2}+1} \chi_{2}\right) \mathrm{d} v\right)^{2} \mathrm{~d} x
\end{aligned}
$$

and (2.12) is obtained after applying Cauchy-Schwarz inequality.
Let us finally turn to the last estimate (2.13). We have

$$
\begin{aligned}
\left\|\rho_{\infty}^{-1} J_{f}-\rho_{\infty} J_{g}\right\|_{L^{2}(\mathbb{T})}^{2} & =\int_{\mathbb{T}}\left(\rho_{\infty}^{-1} \int_{\mathbb{R}} v f \mathrm{~d} v-\rho_{\infty} \int_{\mathbb{R}} v g \mathrm{~d} v\right)^{2} \mathrm{~d} x \\
& \leq 2 \max \left\{\rho_{\infty}^{-2}, \rho_{\infty}^{2}\right\} \int_{\mathbb{T}}\left[\left(\int_{\mathbb{R}} v f \mathrm{~d} v\right)^{2}+\left(\int_{\mathbb{R}} v g \mathrm{~d} v\right)^{2}\right] \mathrm{d} x .
\end{aligned}
$$

The right hand side is then treated as previously.
Let us now state the hypocoercivity result for the linearized problem.
Proposition 1. There are constants $C \geq 1$ and $\kappa>0$ such that for all initial data $F_{I}=$ $\left(f_{I}, g_{I}\right) \in \mathcal{H}$ such that $\int_{\mathbb{T} \times \mathbb{R}}\left(f_{I}-g_{I}\right) \mathrm{d} x \mathrm{~d} v=0$, the solution $F=(f, g)$ of $(2.2)-(2.3)$ satisfies

$$
\|F(t)\| \leq C\left\|F_{I}\right\| e^{-\kappa t}
$$

In order to prove this proposition, we introduce following [18, 28] a modified entropy functional, which is as in [5] a slight simplification of the original version using the fact that we work on a bounded space domain. It reads

$$
\begin{equation*}
H_{\delta}[F]:=\frac{1}{2}\|F\|^{2}+\delta\left\langle J_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})} \tag{2.19}
\end{equation*}
$$

where $\Phi(t, x)$ is the solution to the Poisson equation

$$
\begin{equation*}
-\partial_{x x} \Phi=u_{h}, \quad \int_{\mathbb{T}} \Phi \mathrm{d} x=0 \tag{2.20}
\end{equation*}
$$

and $\delta>0$ is a small parameter to be chosen later.

Lemma 3. The function $\Phi$ satisfies for all $t \geq 0$

$$
\begin{gather*}
\left\|\partial_{x} \Phi(t)\right\|_{L^{2}(\mathbb{T})} \leq C_{P} C_{u}\|\Pi F(t)\|  \tag{2.21}\\
\left\|\partial_{t x} \Phi(t)\right\|_{L^{2}(\mathbb{T})} \leq C_{J 1}\|(I-\Pi) F(t)\|, \tag{2.22}
\end{gather*}
$$

where $C_{P}$ is the Poincaré constant of $\mathbb{T}$.
Proof. The first estimate is obtained by multiplying the auxiliary equation (2.20) by $\Phi$, integrating on $\mathbb{T}$, applying the Poincaré inequality and equality (2.9)

$$
\left\|\partial_{x} \Phi\right\|_{L^{2}(\mathbb{T})}^{2}=\left\langle-\partial_{x x} \Phi, \Phi\right\rangle_{L^{2}(\mathbb{T})} \leq\left\|u_{h}\right\|_{L^{2}(\mathbb{T})}\|\Phi\|_{L^{2}(\mathbb{T})} \leq C_{u} C_{P}\|\Pi F\|\left\|\partial_{x} \Phi\right\|_{L^{2}(\mathbb{T})}
$$

For the second estimate, we differentiate the auxiliary equation with respect to time and use the continuity equation (2.7) to obtain $-\partial_{t} \partial_{x x} \Phi=-\partial_{x} J_{h}$. Then we multiply by $\partial_{t} \Phi$ and integrate to get, thanks to (2.11),

$$
\begin{aligned}
\left\|\partial_{t x} \Phi(t)\right\|_{L^{2}(\mathbb{T})}^{2}=\left\langle-\partial_{x} J_{h}, \partial_{t} \Phi\right\rangle_{L^{2}(\mathbb{T})} & =\left\langle J_{h}, \partial_{t x} \Phi\right\rangle_{L^{2}(\mathbb{T})} \\
& \leq C_{J 1}\|(I-\Pi) F(t)\|\left\|\partial_{t x} \Phi(t)\right\|_{L^{2}(\mathbb{T})}
\end{aligned}
$$

Thanks to the moments estimates, for small enough $\delta>0$, the square root of the modified entropy defines an equivalent norm on $\mathcal{H}$, as stated in the following lemma.

Lemma 4 (Equivalent norm). There is $\delta_{1}>0$ such that for all $\delta \in\left(0, \delta_{1}\right)$, there are positive constants $0<c_{\delta}<C_{\delta}$ such that for all $F \in \mathcal{H}$, one has

$$
c_{\delta}\|F\|^{2} \leq H_{\delta}[F] \leq C_{\delta}\|F\|^{2} .
$$

Proof. The result follows from the definition of the modified entropy (2.19) and the estimate

$$
\left|\left\langle J_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})}\right| \leq\left\|J_{h}\right\|_{L^{2}(\mathbb{T})}\left\|\partial_{x} \Phi\right\|_{L^{2}(\mathbb{T})} \leq C_{J 1} C_{P} C_{u}\|F\|\|\Pi F\| .
$$

Using Young inequality and the fact that $\|\Pi F\| \leq\|F\|$,

$$
\left|\left\langle J_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})}\right| \leq C_{J 1} C_{u} C_{P}\|F\|^{2}
$$

With the previous lemmas, it is then possible to establish the proof of Proposition 1.
Proof. By using the moment equation (2.8), the time derivative of the modified entropy becomes a sum of five terms,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H_{\delta}[F]=T_{1}+\delta T_{2}+\delta T_{3}+\delta T_{4}+\delta T_{5} .
$$

Using Lemmas 1, 2 and 3, one has

$$
\begin{aligned}
& T_{1}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|F\|^{2} \leq-C_{m c}\|(I-\Pi) F\|^{2}, \\
& T_{2}=-\left\langle\partial_{x} S_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})} \leq\left|\left\langle S_{h}, \partial_{x x} \Phi\right\rangle_{L^{2}(\mathbb{T})}\right| \leq C_{S} C_{u}\|(I-\Pi) F\|\|\Pi F\|, \\
& T_{3}=-D_{0}\left\langle\partial_{x} u_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})}=D_{0}\left\langle u_{h}, \partial_{x x} \Phi\right\rangle_{L^{2}(\mathbb{T})}=-D_{0} C_{u}^{2}\|\Pi F\|^{2}, \\
& T_{4}=-\left\langle\rho_{\infty}^{-1} J_{f}-\rho_{\infty} J_{g}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})} \leq C_{J 2} C_{P} C_{u}\|(I-\Pi) F\|\|\Pi F\|, \\
& T_{5}=\left\langle J_{h}, \partial_{t x} \Phi\right\rangle_{L^{2}(\mathbb{T})} \leq C_{J 1}^{2}\|(I-\Pi) F\|^{2} .
\end{aligned}
$$

Combining these estimates together, one has

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} H_{\delta}[F] & +\left(C_{m c}-\delta C_{J 1}^{2}\right)\|(I-\Pi) F\|^{2}+\delta D_{0} C_{u}^{2}\|\Pi F\|^{2} \\
& \leq \delta\left(C_{S} C_{u}+C_{J 2} C_{P} C_{u}\right)\|(I-\Pi) F\|\|\Pi F\| .
\end{aligned}
$$

Then, let us set $\delta \in\left(0, \min \left(\delta_{1}, \delta_{2}\right)\right)$ where $\delta_{1}$ appears in Lemma 4 and $\delta_{2}<C_{m c} / C_{J 1}^{2}$ ensures the positivity of $\left(C_{m c}-\delta C_{J 1}^{2}\right)$. We also set $\delta<\delta_{3}$ where

$$
\delta_{3}=C_{m c} D_{0} C_{u}^{2}\left(\left(C_{S} C_{u}+C_{J 2} C_{P} C_{u}\right)^{2}+C_{J 1}^{2} D_{0} C_{u}^{2}\right)^{-1}
$$

allows us to obtain:

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H_{\delta}[F]+K_{\delta}\left(\|(I-\Pi) F\|^{2}+\|\Pi F\|^{2}\right) \leq 0
$$

where $K_{\delta}=\min \left(C_{m c}-\delta C_{J 1}^{2}, \delta D_{0} C_{u}^{2}\right) / 2$. One can then use that $\Pi$ is an orthogonal projector and Lemma 4 to obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} H_{\delta}[F]+\frac{K_{\delta}}{C_{\delta}} H_{\delta}[F] \leq 0 .
$$

This gives the exponential decay of $H_{\delta}[F]$, which allows to conclude the proof of Proposition 1 by using the lower bound in Lemma 4 and setting $\kappa=\frac{K_{\delta}}{2 C_{\delta}}, C=\sqrt{C_{\delta} / c_{\delta}}$.
2.2. Extension to the nonlinear setting. From this exponential decay result for the linearized system (2.2)-(2.3), a local result can be established for the nonlinear case by the same method. It is based on global existence result and maximum principle estimates as stated in [28, Theorem 1.1], and recalled in the following proposition.

Proposition 2 (Global existence result and maximum principle). Under assumptions (1.5), let $\rho_{\infty}$ be defined by (1.6), and assume that there exist positive constants $\gamma_{1}<\rho_{\infty}$ and $\gamma_{2}$ such that the initial datum $\mathfrak{F}_{I}=\left(\mathfrak{f}_{I}, \mathfrak{g}_{I}\right) \in L^{\infty}(\mathbb{T} \times \mathbb{R})$ satisfies for all $(x, v) \in \mathbb{T} \times \mathbb{R}$

$$
\begin{aligned}
\left(\rho_{\infty}-\gamma_{1}\right) \chi_{1}(v) & \leq \mathfrak{f}_{I}(x, v)
\end{aligned} \leq\left(\rho_{\infty}+\gamma_{2}\right) \chi_{1}(v), ~ 子, ~=\left(\rho_{\infty}-\gamma_{1}\right)^{-1} \chi_{2}(v) .
$$

Then the system (1.1)-(1.2) with initial condition $\mathfrak{F}_{I}$ admits a unique global mild solution $\mathfrak{F} \in \mathcal{C}\left([0, \infty), L^{\infty}(\mathbb{T} \times \mathbb{R})\right)^{2}$ satisfying for all $(t, x, v) \in[0, \infty) \times \mathbb{T} \times \mathbb{R}$ :

$$
\begin{aligned}
& \left(\rho_{\infty}-\gamma_{1}\right) \chi_{1}(v) \leq \mathfrak{f}(t, x, v) \leq\left(\rho_{\infty}+\gamma_{2}\right) \chi_{1}(v), \\
& \left(\rho_{\infty}+\gamma_{2}\right)^{-1} \chi_{2}(v) \leq \mathfrak{g}(t, x, v) \leq\left(\rho_{\infty}-\gamma_{1}\right)^{-1} \chi_{2}(v) .
\end{aligned}
$$

From this stability result, exponential decay of small perturbations to equilibrium can be shown for the full nonlinear problem.
Theorem 1. Let (1.5) hold and let $\mathfrak{F}_{I}$ satisfies the assumptions of Proposition 2 with $\gamma_{1}$ and $\gamma_{2}$ small enough.

Then the solution $\mathfrak{F}$ to (1.1)-(1.2) satisfies

$$
\left\|\mathfrak{F}(t)-\mathfrak{F}_{\infty}\right\| \leq C\left\|\mathfrak{F}_{I}-\mathfrak{F}_{\infty}\right\| e^{-\kappa t}
$$

with positive constants $C$ and $\kappa$.
Proof. Let us first denote by $Q(\mathfrak{f}, \mathfrak{g})$ the nonlinear collision operator given by

$$
\begin{equation*}
Q(\mathfrak{f}, \mathfrak{g})=\binom{\chi_{1}-\rho_{\mathfrak{g}} \mathfrak{f}}{\chi_{2}-\rho_{\mathfrak{f}} \mathfrak{g}} . \tag{2.23}
\end{equation*}
$$

Let us also introduce $\widetilde{\mathfrak{F}}=\mathfrak{F}-\mathfrak{F}_{\infty}$. The nonlinear system (1.1)-(1.2) can now be rewritten in term of $\widetilde{\mathfrak{F}}$. Since the equilibrium $\mathfrak{F}_{\infty}$ does not depend on the spatial nor time variables, $\widetilde{\mathfrak{F}}$ satisfies

$$
\partial_{t} \widetilde{\mathfrak{F}}+v \partial_{x} \widetilde{\mathfrak{F}}=L \widetilde{\mathfrak{F}}+(Q(\mathfrak{f}, \mathfrak{g})-L \widetilde{\mathfrak{F}}) .
$$

In addition, one can compute the following relation

$$
\begin{equation*}
Q(\mathfrak{f}, \mathfrak{g})-\mathrm{L} \widetilde{\mathfrak{F}}=\binom{-\left(\rho_{\mathfrak{g}}-\rho_{\infty}^{-1}\right)\left(\mathfrak{f}-\rho_{\infty} \chi_{1}\right)}{-\left(\rho_{\mathfrak{f}}-\rho_{\infty}\right)\left(\mathfrak{g}-\rho_{\infty}^{-1} \chi_{2}\right)} . \tag{2.24}
\end{equation*}
$$

Applying Proposition 2 one has the following bound

$$
\|Q(\mathfrak{f}, \mathfrak{g})-L \widetilde{\mathfrak{F}}\| \leq \gamma\|\widetilde{\mathfrak{F}}\| .
$$

Consequently, the estimate on the entropy becomes

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\widetilde{\mathfrak{F}}(t)\|^{2}+C_{m c}\|(I-\Pi) \widetilde{\mathfrak{F}}(t)\|^{2}-\gamma\|\widetilde{\mathfrak{F}}\|^{2} \leq 0
$$

This ensures that for $\gamma\left(\right.$ related to $\gamma_{1}$ and $\gamma_{2}$ ) small enough, the entropy dissipation of the linearized system given in Proposition 1 is enough to overcome the nonlinear dynamics.

## 3. The discrete setting

In this section, we present numerical schemes for systems (1.1)-(1.2) and (2.2)-(2.3). The schemes are implicit in time and of finite volume type in the $(x, v)$-phase space.

### 3.1. Notations.

3.1.1. Mesh. Since it is in practice not possible to implement a numerical scheme on an unbounded domain, we first have to restrict the velocity domain to a bounded symmetric segment $\left[-v^{*}, v^{*}\right]$. We consider a mesh of this interval composed of $2 L$ control volumes arranged symmetrically around $v=0$. We denote $v_{j+\frac{1}{2}}$ the $2 L+1$ interface points, with $j \in \mathcal{J}:=\{-L, \cdots, L\}$. In this way,

$$
v_{-L+\frac{1}{2}}=-v^{*}, \quad v_{\frac{1}{2}}=0, \quad v_{j+\frac{1}{2}}=-v_{j-\frac{1}{2}} \quad \forall j=0, \cdots, L
$$

For the sake of simplicity, we assume that the velocity mesh is uniform, namely that every cell $\mathcal{V}_{j}=\left(v_{j-\frac{1}{2}}, v_{j+\frac{1}{2}}\right)$ has constant length $\Delta v$. Denoting $v_{j}$ the midpoint of the cell $\mathcal{V}_{j}$, we also have $v_{j}=-v_{-j+1}$ for all $j=1, \cdots, L$.

In space, we consider a uniform discretization of the torus $\mathbb{T}$ into $N$ cells

$$
\mathcal{X}_{i}:=\left(x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\right), \quad i \in \mathcal{I}:=\mathbb{Z} / N \mathbb{Z}
$$

of length $\Delta x$. Once again, we assume uniformity of the mesh for simplicity's sake, but our results generalize to a non-uniform setting. As in [5], we have to impose that $N$ is odd in order to have, among others, a discrete Poincaré inequality on the torus.

The control volumes in phase space are defined by

$$
K_{i j}:=\mathcal{X}_{i} \times \mathcal{V}_{j}, \quad \forall(i, j) \in \mathcal{I} \times \mathcal{J}
$$

The size of this phase space discretization is defined by $\Delta=(\Delta x, \Delta v)$. Finally, we set $\Delta t>0$ the time step, and $t^{n}=n \Delta t$ for all $n \geq 0$.
3.1.2. Discrete velocity profiles. For $k=1,2$, we assume that we are given cell values $\left(\chi_{k, j}\right)_{j \in \mathcal{J}} \in \mathbb{R}^{\mathcal{J}}$ such that the following assumptions are fulfilled

$$
\begin{align*}
& \chi_{k, j}>0, \quad \chi_{k, j}=\chi_{k,-j+1} \quad \forall j=1, \cdots, L \\
& \sum_{j \in \mathcal{J}} \Delta v \chi_{k, j}=1  \tag{3.1}\\
& 0<\underline{D}_{k} \leq D_{k}^{\Delta} \leq \bar{D}_{k}<\infty, \quad Q_{k}^{\Delta} \leq \bar{Q}_{k}<\infty
\end{align*}
$$

where

$$
D_{k}^{\Delta}:=\sum_{j \in \mathcal{J}} \Delta v\left|v_{j}\right|^{2} \chi_{k, j}, \quad Q_{k}^{\Delta}:=\sum_{j \in \mathcal{J}} \Delta v\left|v_{j}\right|^{4} \chi_{k, j},
$$

and $\underline{D}_{k}, \bar{D}_{k}, \bar{Q}_{k}$ are universal constants. Typically, we define $\chi_{k, j}=c_{\Delta v} \chi_{k}\left(v_{j}\right)$ and compute $c_{\Delta v}$ in such a way that the mass of $\left(\chi_{k, j}\right)_{j}$ is 1 . Note also that the symmetry properties imply

$$
\begin{equation*}
\sum_{j \in \mathcal{J}} \Delta v v_{j} \chi_{k, j}=0 \tag{3.2}
\end{equation*}
$$

3.1.3. Discrete gradients and functional setting in space. Due to our choices of discretization, we need to define several discrete gradients in space. Given a macroscopic quantity $u=$ $\left(u_{i}\right)_{i \in \mathcal{I}}$, we define

- the discrete centered gradient $D_{x}^{c} u \in \mathbb{R}^{\mathcal{I}}$ given by

$$
\left(D_{x}^{c} u\right)_{i}=\frac{u_{i+1}-u_{i-1}}{2 \Delta x} \quad \forall i \in \mathcal{I}
$$

- the discrete downstream gradient $D_{x}^{-} u \in \mathbb{R}^{\mathcal{I}}$ given by

$$
\left(D_{x}^{-} u\right)_{i}=\frac{u_{i}-u_{i-1}}{\Delta x} \quad \forall i \in \mathcal{I}
$$

- the discrete upstream gradient $D_{x}^{+} u \in \mathbb{R}^{\mathcal{I}}$ given by

$$
\left(D_{x}^{+} u\right)_{i}=\frac{u_{i+1}-u_{i}}{\Delta x} \quad \forall i \in \mathcal{I} .
$$

It is straightforward to see that these discrete gradients satisfy the following properties:

$$
\begin{equation*}
\frac{1}{2}\left(D_{x}^{-}+D_{x}^{+}\right)=D_{x}^{c}, \quad D_{x}^{+} D_{x}^{-}=D_{x}^{-} D_{x}^{+} \tag{3.3}
\end{equation*}
$$

For $u_{k}=\left(u_{k, i}\right)_{i \in \mathcal{I}}, k=1,2$, we define the discrete $L^{2}$ scalar product by

$$
\begin{equation*}
\left\langle u_{1}, u_{2}\right\rangle_{2}:=\sum_{i \in \mathcal{I}} \Delta x u_{1, i} u_{2, i}, \tag{3.4}
\end{equation*}
$$

and denote $\|\cdot\|_{2}$ the corresponding norm.
Using the definition of the discrete gradients and the periodic boundary conditions, we immediately have the following algebraic properties.
Lemma 5. For all $u=\left(u_{i}\right)_{i \in \mathcal{I}}, \bar{u}=\left(\bar{u}_{i}\right)_{i \in \mathcal{I}}$, it holds

$$
\begin{align*}
& \left\langle D_{x}^{c} u, \bar{u}\right\rangle_{2}=-\left\langle u, D_{x}^{c} \bar{u}\right\rangle_{2}  \tag{3.5}\\
& \left\langle D_{x}^{+} u, \bar{u}\right\rangle_{2}=-\left\langle u, D_{x}^{-} \bar{u}\right\rangle_{2}  \tag{3.6}\\
& \left\langle\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u, \bar{u}\right\rangle_{2}=-4\left\langle D_{x}^{c} u, D_{x}^{c} \bar{u}\right\rangle_{2}  \tag{3.7}\\
& \Delta x\left\|D_{x}^{c} u\right\|_{2} \leq\|u\|_{2} \tag{3.8}
\end{align*}
$$

Let us finally recall the discrete Poincaré inequality on the torus (see for example [5, Lemma 6] for a proof of this result).

Lemma 6 (Discrete Poincaré inequality on the torus). Assume that the number of points $N$ in the space discretization of the torus is odd. Then, there is a constant $C_{P}>0$ independent on $\Delta x$ such that for all $u=\left(u_{i}\right)_{i \in \mathcal{I}}$ satisfying $\sum_{i \in \mathcal{I}} \Delta x u_{i}=0$,

$$
\|u\|_{2} \leq C_{P}\left\|D_{x}^{c} u\right\|_{2} .
$$

Note that in the above lemma, the constant $C_{P}$ converges towards $\frac{1}{\pi}$ while in the continuous case the Poincaré constant equals $\frac{1}{2 \pi}$. For the sake of simplicity, we use the same notation. Actually, the difference originates from the choice of the discrete gradient and we refer to the discussion on the matter in [5] for further details.
3.2. Definition of the numerical scheme for the nonlinear system. The numerical scheme for approximating (1.1)-(1.2) is based on a finite volume discretization in phase space and backward Euler discretization in time. The initial datum $\mathfrak{F}_{I}=\left(\mathfrak{f}_{I}, \mathfrak{g}_{I}\right)$ is discretized by

$$
\mathfrak{f}_{i j}^{0}=\frac{1}{\Delta x \Delta v} \int_{K_{i j}} \mathfrak{f}_{I}(x, v) \mathrm{d} x \mathrm{~d} v, \quad \mathfrak{g}_{i j}^{0}=\frac{1}{\Delta x \Delta v} \int_{K_{i j}} \mathfrak{g}_{I}(x, v) \mathrm{d} x \mathrm{~d} v \quad \forall(i, j) \in \mathcal{I} \times \mathcal{J} .
$$

Then, by integrating (1.1)-(1.2) on each cell $K_{i j}$, the following numerical scheme is obtained: for all $n \geq 0, i \in \mathcal{I}, j \in \mathcal{J}$,

$$
\begin{align*}
& \frac{\mathfrak{f}_{i j}^{n+1}-\mathfrak{f}_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right)=\chi_{1, j}-\rho_{\mathfrak{g}, i}^{n+1} \mathfrak{f}_{i j}^{n+1}  \tag{3.9}\\
& \frac{\mathfrak{g}_{i j}^{n+1}-\mathfrak{g}_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right)=\chi_{2, j}-\rho_{\mathfrak{f}, i}^{n+1} \mathfrak{g}_{i j}^{n+1} \tag{3.10}
\end{align*}
$$

with the so-called Lax-Friedrichs fluxes

$$
\begin{align*}
\mathcal{F}_{i+\frac{1}{2}, j}^{n+1} & =\Delta v \frac{v_{j}}{2}\left(\mathfrak{f}_{i+1, j}^{n+1}+\mathfrak{f}_{i j}^{n+1}\right)-\Delta v \lambda\left(\mathfrak{f}_{i+1, j}^{n+1}-\mathfrak{f}_{i j}^{n+1}\right),  \tag{3.11}\\
\mathcal{G}_{i+\frac{1}{2}, j}^{n+1} & =\Delta v \frac{v_{j}}{2}\left(\mathfrak{g}_{i+1, j}^{n+1}+\mathfrak{g}_{i j}^{n+1}\right)-\Delta v \lambda\left(\mathfrak{g}_{i+1, j}^{n+1}-\mathfrak{g}_{i j}^{n+1}\right), \tag{3.12}
\end{align*}
$$

where $\lambda=\Delta x / 2 \Delta t$ is assumed to be a fixed constant. For all $n \geq 0$ and $i \in \mathcal{I}$, the discrete macroscopic densities are given by

$$
\begin{equation*}
\rho_{\mathfrak{f}, i}^{n}=\sum_{j \in \mathcal{J}} \Delta v \mathfrak{f}_{i j}^{n}, \quad \rho_{\mathfrak{g}, i}^{n}=\sum_{j \in \mathcal{J}} \Delta v \mathfrak{g}_{i j}^{n} . \tag{3.13}
\end{equation*}
$$

Remark that the scheme (3.9)-(3.10) clearly satisfies the discrete mass conservation of $\mathfrak{f}-\mathfrak{g}$ :

$$
\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\mathfrak{f}_{i j}^{n}-\mathfrak{g}_{i j}^{n}\right)=\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\mathfrak{f}_{i j}^{0}-\mathfrak{g}_{i j}^{0}\right) \quad \forall n \geq 0
$$

Then, we define $\rho_{\infty}^{*}>0$ as the unique constant such that

$$
\begin{equation*}
M_{0}:=\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\mathfrak{f}_{i j}^{0}-\mathfrak{g}_{i j}^{0}\right)=|\mathbb{T}|\left(\rho_{\infty}^{*}-\frac{1}{\rho_{\infty}^{*}}\right) . \tag{3.14}
\end{equation*}
$$

In particular we take,

$$
\begin{equation*}
\rho_{\infty}^{*}=\frac{M_{0}+\sqrt{M_{0}^{2}+4|\mathbb{T}|}}{2|\mathbb{T}|} \tag{3.15}
\end{equation*}
$$

It is clear that $\mathfrak{F}^{\infty}=\left(\mathfrak{f}^{\infty}, \mathfrak{g}^{\infty}\right)$ defined by

$$
\begin{equation*}
\mathfrak{f}_{i j}^{\infty}=\rho_{\infty}^{*} \chi_{1, j}, \quad \mathfrak{g}_{i j}^{\infty}=\frac{1}{\rho_{\infty}^{*}} \chi_{2, j} \quad \forall(i, j) \in \mathcal{I} \times \mathcal{J} \tag{3.16}
\end{equation*}
$$

is an equilibrium for the scheme (3.9)-(3.10). As in the continuous framework, the study of the exponential convergence of the approximate solutions to this discrete equilibrium is done by analyzing the discretization of the linearized problem that we now introduce.

Remark 1. Note that one could choose to use many different types of numerical fluxes in (3.9)-(3.10), such as the classical central fluxes (as was done in [5]) given by

$$
\begin{align*}
\mathcal{F}_{i+\frac{1}{2}, j}^{n+1, C} & =\Delta v \frac{v_{j}}{2}\left(\mathfrak{f}_{i+1, j}^{n+1}+\mathfrak{f}_{i j}^{n+1}\right)  \tag{3.17}\\
\mathcal{G}_{i+\frac{1}{2}, j}^{n+1, C} & =\Delta v \frac{v_{j}}{2}\left(\mathfrak{g}_{i+1, j}^{n+1}+\mathfrak{g}_{i j}^{n+1}\right), \tag{3.18}
\end{align*}
$$

or the upwind fluxes, defined for $a^{+}=\max (a, 0)$ and $a^{-}=-\min (a, 0)$ by

$$
\begin{align*}
\mathcal{F}_{i+\frac{1}{2}, j}^{n+1, U} & =\Delta v\left(v_{j}^{+} \mathfrak{f}_{i, j}^{n+1}-v_{j}^{-} \mathfrak{f}_{i+1, j}^{n+1}\right)  \tag{3.19}\\
\mathcal{G}_{i+\frac{1}{2}, j}^{n+1, U} & =\Delta v\left(v_{j}^{+} \mathfrak{g}_{i, j}^{n+1}-v_{j}^{-} \mathfrak{g}_{i+1, j}^{n+1}\right) \tag{3.20}
\end{align*}
$$

The use of the seemingly more complicated Lax-Friedrichs fluxes stems from the fact that central fluxes are not monotone in the sense of Crandall and Majda [15]. This property ensures a maximum principle of the nonlinear scheme, which we will see later is needed for our main result. Upwind fluxes do enjoy such monotonicity properties, but complexify too much the analysis.

We will see in Section 6 that the three choices yield similar numerical results in the linear setting, where monotonicity is not mandatory for the hypocoercive behavior of our method. It will nevertheless be crucial in the nonlinear case, where exponential decay do not occur with central fluxes.
3.3. Definition of the numerical scheme for the linearized problem. As in the continuous framework, the perturbations are again denoted by $f$ and $g$. By integrating the linearized system (2.2)-(2.3) on each cell $K_{i j}$, the following numerical scheme is obtained: for all $n \geq 0, i \in \mathcal{I}, j \in \mathcal{J}$,

$$
\begin{align*}
& \frac{f_{i j}^{n+1}-f_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right)=-\rho_{\infty}^{*} \chi_{1, j} \rho_{g, i}^{n+1}-\left(\rho_{\infty}^{*}\right)^{-1} f_{i j}^{n+1},  \tag{3.21}\\
& \frac{g_{i j}^{n+1}-g_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right)=-\left(\rho_{\infty}^{*}\right)^{-1} \chi_{2, j} \rho_{f, i}^{n+1}-\rho_{\infty}^{*} g_{i j}^{n+1} \tag{3.22}
\end{align*}
$$

where the numerical fluxes are still defined by (3.11)-(3.12) but replacing $\mathfrak{f}$ by $f$ and $\mathfrak{g}$ by $g, \lambda=\Delta x / 2 \Delta t$ is assumed to be a fixed constant, and the discrete macroscopic densities are given by (3.13).

For future use, we also need to define the discrete velocity moments of $h=\left(h_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ given by $h_{i j}^{n}=f_{i j}^{n}-g_{i j}^{n}$ : for all $n \geq 0, i \in \mathcal{I}$,

$$
\begin{equation*}
u_{h, i}^{n}:=\sum_{j \in \mathcal{J}} \Delta v h_{i j}^{n}, \quad J_{h, i}^{n}:=\sum_{j \in \mathcal{J}} \Delta v v_{j} h_{i j}^{n}, \quad S_{h, i}^{n}:=\sum_{j \in \mathcal{J}} \Delta v\left(v_{j}^{2}-D_{0}^{\Delta}\right) h_{i j}^{n}, \tag{3.23}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{0}^{\Delta}=\frac{\left(\rho_{\infty}^{*}\right)^{2} D_{1}^{\Delta}+D_{2}^{\Delta}}{\left(\rho_{\infty}^{*}\right)^{2}+1} \tag{3.24}
\end{equation*}
$$

Note in particular that one obtains from (3.1) the existence of some universal constants $\underline{D}_{0}$ and $\overline{D_{0}}$ such that $\underline{D}_{0} \leq D_{0}^{\Delta} \leq \overline{D_{0}}$.

## 4. Numerical hypocoercivity for the linearized problem

We now adapt the study of the linearized system (2.2)-(2.3) to the discrete setting, following the hypocoercivity method proposed in [18] and briefly described in Section 2. In order to estimate the decay towards the equilibrium, we introduce the following weighted scalar product: for microscopic quantities $F_{k}=\binom{f_{k, i j}}{g_{k, i j}}_{i \in \mathcal{I}, j \in \mathcal{J}}, k=1,2$,

$$
\begin{equation*}
\left\langle F_{1}, F_{2}\right\rangle_{\Delta}:=\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{J}} \Delta x \Delta v\left(\frac{f_{1, i j} f_{2, i j}}{\chi_{1, j} \rho_{\infty}^{*}}+\frac{g_{1, i j} g_{2, i j} \rho_{\infty}^{*}}{\chi_{2, j}}\right) . \tag{4.1}
\end{equation*}
$$

We denote by $\|\cdot\|_{\Delta}$ the corresponding norm.
For $\left(F_{i j}\right)_{i j}=\left(f_{i j}, g_{i j}\right)_{i j}$, we also define the discrete counterpart of the linear collision operator

$$
\begin{equation*}
\left(\mathrm{L}^{\Delta} F\right)_{i j}:=\binom{-\rho_{\infty}^{*} \chi_{1, j} \rho_{g, i}-\left(\rho_{\infty}^{*}\right)^{-1} f_{i j}}{-\left(\rho_{\infty}^{*}\right)^{-1} \chi_{2, j} \rho_{f, i}-\rho_{\infty}^{*} g_{i j}} \tag{4.2}
\end{equation*}
$$

and the orthogonal projection onto its null space:

$$
\begin{equation*}
\left(\Pi^{\Delta} F\right)_{i j}:=\frac{\rho_{f, i}-\rho_{g, i}}{\left(\rho_{\infty}^{*}\right)^{2}+1}\binom{\left(\rho_{\infty}^{*}\right)^{2} \chi_{1, j}}{-\chi_{2, j}} \tag{4.3}
\end{equation*}
$$

In this section, we derive the discrete counterparts of estimates given in Lemmas 1 and 2.

Lemma 7 (Discrete microscopic coercivity). Let (3.1) hold and let $\left(f_{i j}^{n}, g_{i j}^{n}\right)_{n \geq 0, i \in \mathcal{I}, j \in \mathcal{J}}$ solve the scheme (3.21)-(3.22). Then for all $n \geq 0$,

$$
\begin{equation*}
\frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right)+\Delta t C_{m c}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2} \leq 0 \tag{4.4}
\end{equation*}
$$

where $C_{m c}^{*}=\min \left(\left(\rho_{\infty}^{*}\right)^{-1}, \rho_{\infty}^{*}\right)$.
Proof. We multiply (3.21) by $f_{i j}^{n+1} /\left(\rho_{\infty}^{*} \chi_{1, j}\right)$ and (3.22) by $g_{i j}^{n+1} \rho_{\infty}^{*} / \chi_{2, j}$, and then sum the two resulting expressions and sum over $(i, j) \in \mathcal{I} \times \mathcal{J}$. The resulting expression is of the form $A_{1}+A_{2}=A_{3}$ with

$$
\begin{aligned}
& A_{1}=\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\left(f_{i j}^{n+1}-f_{i j}^{n}\right) \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}}+\left(g_{i j}^{n+1}-g_{i j}^{n} \frac{g_{i j}^{n+1} \rho_{\infty}^{*}}{\chi_{2, j}}\right)\right. \\
& A_{2}=\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}}+\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{g_{i j}^{n+1} \rho_{\infty}^{*}}{\chi_{2, j}}\right), \\
& A_{3}=\left\langle\mathrm{L}^{\Delta} F^{n+1}, F^{n+1}\right\rangle_{\Delta} .
\end{aligned}
$$

Let us first deal with the transport part $A_{2}$. By definition of the numerical flux (3.11):

$$
\begin{aligned}
& \quad \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}} \\
& =\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \frac{v_{j} \Delta v}{2}\left(f_{i+1, j}^{n+1} f_{i j}^{n+1}-f_{i j}^{n+1} f_{i-1, j}^{n+1}\right) \frac{1}{\rho_{\infty}^{*} \chi_{1, j}} \\
& \quad-\lambda \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x^{2}\left(D_{x}^{+} D_{x}^{-} f_{j}^{n+1}\right)_{i} \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}} \Delta v .
\end{aligned}
$$

Due to the spatial periodic boundary conditions, the first term on the right hand side vanishes. Then, using the properties of the discrete gradients (3.3) and a discrete integration
by parts (3.7) on the second term, it yields

$$
\begin{aligned}
& \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}} \\
& =-\lambda \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \frac{\Delta x^{2}}{2}\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right)\left(f_{j}^{n+1}\right)_{i} \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}} \Delta v \\
& = \\
& =2 \lambda \Delta x \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(D_{x}^{c} f_{j}^{n+1}\right)_{i}^{2} \frac{\Delta x \Delta v}{\rho_{\infty}^{*} \chi_{1, j}} .
\end{aligned}
$$

Therefore,

$$
\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{f_{i j}^{n+1}}{\rho_{\infty}^{*} \chi_{1, j}} \geq 0
$$

The same computations applied to (3.12) yield

$$
\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right) \frac{g_{i j}^{n+1} \rho_{\infty}^{*}}{\chi_{2, j}} \geq 0
$$

Consequently, one has

$$
\begin{equation*}
A_{2} \geq 0 \tag{4.5}
\end{equation*}
$$

Note that the choice of the Lax-Friedrichs numerical flux leads to an inequality where in previous works, the use of a centered scheme yielded exactly 0 . This was expected since the Lax-Friedrichs scheme classically introduces numerical diffusion in system. Then, using the same computations as in the continuous case, one can obtain from $A_{3}$ a discrete counterpart of (2.4):

$$
\begin{equation*}
\left\langle\mathrm{L}^{\Delta} F^{n+1}, F^{n+1}\right\rangle_{\Delta} \leq-C_{m c}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2} \tag{4.6}
\end{equation*}
$$

where we set $C_{m c}^{*}=\min \left(\rho_{\infty}^{*},\left(\rho_{\infty}^{*}\right)^{-1}\right)$. The term $A_{1}$ can then be bounded from below using the relation $\left(a^{2}-b^{2}\right) / 2 \leq a(a-b)$, yielding

$$
\begin{equation*}
\frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right) \leq A_{1} \tag{4.7}
\end{equation*}
$$

Finally, combining (4.5), (4.6) and (4.7) we obtain the desired estimate.

$$
\frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right)+\Delta t C_{m c}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2} \leq 0
$$

From this lemma, we can deduce the uniqueness and then the existence of a solution to the scheme (3.21)-(3.22) since it is a finite dimensional linear system.

Corollary 1. The scheme (3.21)-(3.22) admits a unique solution $\left(F_{i j}^{n}\right)_{n \geq 0, i \in \mathcal{I}, j \in \mathcal{J}}$.
Let us now give the discrete counterpart of Lemma 2, that is uniform $L^{2}(\mathbb{T})$ bounds on the discrete moments.

Lemma 8 (Discrete moments estimates). Under the assumptions of Lemma 7, the discrete moments $\left(u_{h, i}^{n}\right)_{i \in \mathcal{I}},\left(J_{h, i}^{n}\right)_{i \in \mathcal{I}}$ and $\left(S_{h, i}^{n}\right)_{i \in \mathcal{I}}$ satisfy the following estimates for all $n \geq 0$ :

$$
\begin{gather*}
\left\|u_{h}^{n}\right\|_{2}=C_{u}^{*}\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta}  \tag{4.8}\\
\left\|J_{h}^{n}\right\|_{2} \leq C_{J 1}^{*}\left\|F^{n}\right\|_{\Delta}  \tag{4.9}\\
\left\|J_{h}^{n}\right\|_{2} \leq C_{J 1}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n}\right\|_{\Delta}  \tag{4.10}\\
\left\|S_{h}^{n}\right\|_{2} \leq C_{S}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n}\right\|_{\Delta}  \tag{4.11}\\
\left\|\left(\rho_{\infty}^{*}\right)^{-1} J_{f}^{n}-\rho_{\infty}^{*} J_{g}^{n}\right\|_{2} \leq C_{J 2}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n}\right\|_{\Delta} \tag{4.12}
\end{gather*}
$$

where the constants are given by:

$$
\begin{align*}
C_{u}^{*} & =\sqrt{\frac{\left(\rho_{\infty}^{*}\right)^{2}+1}{\rho_{\infty}^{*}}},  \tag{4.13}\\
C_{J 1}^{*} & =\sqrt{2 \max \left(\rho_{\infty}^{*} \overline{D_{1}},\left(\rho_{\infty}^{*}\right)^{-1} \overline{D_{2}}\right)},  \tag{4.14}\\
C_{S}^{*} & =\sqrt{2 \max \left(\rho_{\infty}^{*}\left(\overline{Q_{1}}-2 \underline{D_{0}} \underline{D_{1}}+{\overline{D_{0}}}^{2}\right),\left(\rho_{\infty}^{*}\right)^{-1}\left(\overline{Q_{2}}-2 \underline{D_{0}} \underline{D_{2}}+{\overline{D_{0}}}^{2}\right)\right)},  \tag{4.15}\\
C_{J 2}^{*} & =\max \left(\left(\rho_{\infty}^{*}\right)^{-1}, \rho_{\infty}^{*}\right) C_{J 1}^{*} . \tag{4.16}
\end{align*}
$$

Proof. The strategy is very similar to the proof in continuous case. Estimate (4.8) is directly obtained from the definition of the discrete projector $\Pi^{\Delta}$ :

$$
\begin{aligned}
\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta}^{2} & =\frac{1}{\left(\left(\rho_{\infty}^{*}\right)^{2}+1\right)^{2}} \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left[\left(\rho_{f, i}^{n}-\rho_{g, i}^{n}\right)^{2} \frac{\left(\rho_{\infty}^{*}\right)^{4} \chi_{1, j}^{2}}{\chi_{1, j} \rho_{\infty}^{*}}+\left(\rho_{f, i}^{n}-\rho_{g, i}^{n}\right)^{2} \frac{\chi_{2, j}^{2} \rho_{\infty}^{*}}{\chi_{2, j}}\right] \Delta v \Delta x \\
& =\frac{\rho_{\infty}^{*}}{\left(\rho_{\infty}^{*}\right)^{2}+1}\left\|u_{h}^{n}\right\|_{2}^{2}
\end{aligned}
$$

The remaining estimates rely on the discrete properties of unit mass (3.1) and null oddmoments (3.2) of the discrete velocity profiles. Estimates (4.9) and (4.10) are obtained noticing that

$$
\left\|J_{h}^{n}\right\|_{2}^{2} \leq 2 \sum_{i \in \mathcal{I}}\left[\left(\sum_{j \in \mathcal{J}} v_{j} \frac{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}}{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}} f_{i j}^{n} \Delta v\right)^{2}+\left(\sum_{j \in \mathcal{J}} v_{j} \frac{\sqrt{\chi_{2, j}}}{\sqrt{\rho_{\infty}^{*}}} \sqrt{\frac{\rho_{\infty}^{*}}{\chi_{2, j}}} g_{i j}^{n} \Delta v\right)^{2}\right] \Delta x
$$

and

$$
\left.\begin{array}{rl}
\left\|J_{h}^{n}\right\|_{2}^{2} \leq 2 & \sum_{i \in \mathcal{I}}
\end{array}\right]\left(\sum_{j \in \mathcal{J}} v_{j} \frac{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}}{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}}\left(f_{i j}^{n}-\frac{u_{h, i}^{n}}{\left(\rho_{\infty}^{*}\right)^{2}+1}\left(\rho_{\infty}^{*}\right)^{2} \chi_{1, j}\right) \Delta v\right)^{2} .
$$

Using definition (3.24) of $D_{0}^{\Delta}$, one has for all $i \in \mathcal{I}$

$$
\sum_{j \in \mathcal{J}}\left(v_{j}^{2}-D_{0}^{\Delta}\right) \frac{u_{h, i}^{n}}{\left(\rho_{\infty}^{*}\right)^{2}+1}\left(\left(\rho_{\infty}^{*}\right)^{2} \chi_{1, j}+\chi_{2, j}\right) \Delta v=0
$$

Estimate (4.11) is then obtained from

$$
\begin{aligned}
\left\|S_{h}^{n}\right\|_{2}^{2} \leq & 2 \sum_{i \in \mathcal{I}}\left[\left(\sum_{j \in \mathcal{J}}\left(v_{j}^{2}-D_{0}^{\Delta}\right) \frac{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}}{\sqrt{\chi_{1, j} \rho_{\infty}^{*}}}\left(f_{i j}^{n}-\frac{u_{h, i}^{n}}{\left(\rho_{\infty}^{*}\right)^{2}+1}\left(\rho_{\infty}^{*}\right)^{2} \chi_{1, j}\right) \Delta v\right)^{2}\right. \\
& \left.+\left(\sum_{j \in \mathcal{J}}\left(v_{j}^{2}-D_{0}^{\Delta}\right) \sqrt{\frac{\chi_{2, j}}{\rho_{\infty}^{*}}} \sqrt{\frac{\rho_{\infty}^{*}}{\chi_{2, j}}}\left(g_{i j}^{n}+\frac{u_{h, i}^{n}}{\left(\rho_{\infty}^{*}\right)^{2}+1} \chi_{2, j}\right) \Delta v\right)^{2}\right] \Delta x .
\end{aligned}
$$

One can then apply Cauchy-Schwarz inequalities and the boundedness of the moments of the velocity profiles to obtain the result. Finally, the last estimate (4.12) is obtained by following exactly the same reasoning as in the continuous case to obtain (2.13).

Lemma 9 (Moments schemes). Under the assumptions of Lemma 7, the discrete moments satisfy the following equations: for all $i \in \mathcal{I}, n \geq 0$,

$$
\begin{align*}
& \frac{u_{h, i}^{n+1}-u_{h, i}^{n}}{\Delta t}+\left(D_{x}^{c} J_{h}^{n+1}\right)_{i}-\frac{\Delta x \lambda}{2}\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u_{h}^{n+1}\right)_{i}=0  \tag{4.17}\\
& \frac{J_{h, i}^{n+1}-J_{h, i}^{n}}{\Delta t}+\left(D_{x}^{c} S_{h}^{n+1}\right)_{i}+D_{0}^{\Delta}\left(D_{x}^{c} u_{h}^{n+1}\right)_{i}-\frac{\Delta x \lambda}{2}\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) J_{h}^{n+1}\right)_{i}= \\
& \quad-\left(\left(\rho_{\infty}^{*}\right)^{-1} J_{f, i}^{n+1}-\rho_{\infty}^{*} J_{g, i}^{n+1}\right) \tag{4.18}
\end{align*}
$$

Proof. Let us start by subtracting (3.22) from (3.21). By linearity of the numerical scheme, we obtain

$$
\begin{aligned}
\frac{h_{i j}^{n+1}-h_{i j}^{n}}{\Delta t} & +\frac{1}{\Delta x \Delta v}\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}-\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right)\right) \\
& =\rho_{\infty}^{*}\left(g_{i j}^{n+1}-\chi_{1, j} \rho_{g, i}^{n+1}\right)-\left(\rho_{\infty}^{*}\right)^{-1}\left(f_{i j}^{n+1}-\chi_{2, j} \rho_{f, i}^{n+1}\right)
\end{aligned}
$$

Using the definition of the numerical fluxes (3.11)-(3.12) and the properties of the discrete gradients (3.3), one gets

$$
\begin{align*}
& \frac{h_{i j}^{n+1}-h_{i j}^{n}}{\Delta t}+v_{j}\left(D_{x}^{c} h_{j}^{n+1}\right)_{i}-\frac{\lambda \Delta x}{2}\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) h_{j}^{n+1}\right)_{i}  \tag{4.19}\\
&=\rho_{\infty}^{*}\left(g_{i j}^{n+1}-\chi_{1, j} \rho_{g, i}^{n+1}\right)-\left(\rho_{\infty}^{*}\right)^{-1}\left(f_{i j}^{n+1}-\chi_{2, j} \rho_{f, i}^{n+1}\right)
\end{align*}
$$

Finally, the moment schemes are obtained by multiplying (4.19) by ( $\Delta v, v_{j} \Delta v$ ), summing over $j \in \mathcal{J}$ and applying definitions (3.23) of the discrete moments.

Thanks to these three lemmas, we are now in position to establish the discrete counterpart of Proposition 1, namely the exponential decay to equilibrium for the discrete linearized problem.

Theorem 2. Assuming that (3.1) is fulfilled and that the number of points $N$ of the spatial discretization is odd, there exist constants $C \geq 1$ and $\kappa>0$ such that for all $\Delta t \leq \Delta t_{\max }$ and all initial data $F^{0}=\left(f_{i j}^{0}, g_{i j}^{0}\right)_{(i, j) \in \mathcal{I} \times \mathcal{J}}$ such that $\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(f_{i j}^{0}-g_{i j}^{0}\right)=0$, the solution $F^{n}=\left(f_{i j}^{n}, g_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ of (3.21)-(3.22) satisfies for all $n \geq 0$

$$
\begin{equation*}
\left\|F^{n+1}\right\|_{\Delta} \leq C\left\|F^{0}\right\|_{\Delta} e^{-\kappa t^{n}} \tag{4.20}
\end{equation*}
$$

The constants $C$ and $\kappa$ do not depend on the size of the discretization $\Delta$, and $\Delta t_{\max }$ can be arbitrarily chosen.

To prove this result, let us introduce the discrete modified entropy functional

$$
\begin{equation*}
H_{\delta}^{\Delta}\left[F^{n}\right]:=\frac{1}{2}\left\|F^{n}\right\|_{\Delta}^{2}+\delta\left\langle J_{h}^{n}, D_{x}^{c} \Phi^{n}\right\rangle_{2}+\frac{\delta}{2 \Delta t} \sum_{i \in \mathcal{I}} \Delta x\left(\left(D_{x}^{c} \Phi^{n}\right)_{i}-\left(D_{x}^{c} \Phi^{n-1}\right)_{i}\right)^{2} \tag{4.21}
\end{equation*}
$$

where $\delta>0$ will be determined later and $\left(\Phi_{i}^{n}\right)_{i \in \mathcal{I}}$ is the solution to the following discrete Poisson equation:

$$
\begin{equation*}
\left(D_{x}^{c} D_{x}^{c} \Phi^{n}\right)_{i}=-u_{h, i}^{n} \quad \forall i \in \mathcal{I}, \quad \sum_{i \in \mathcal{I}} \Delta x \Phi_{i}^{n}=0 \tag{4.22}
\end{equation*}
$$

For an odd number of points $N$ of the spatial discretization, existence and uniqueness of $\left(\Phi_{i}^{n}\right)_{i \in \mathcal{I}}$ satisfying (4.22) is obtained (see [5]).

Let us now derive some discrete estimates on $\left(\Phi_{i}^{n}\right)_{i \in \mathcal{I}}$.
Lemma 10. Under the assumptions of Theorem 2, one has for all $n \geq 0$

$$
\begin{align*}
& \left\|D_{x}^{c} \Phi^{n}\right\|_{2} \leq C_{P} C_{u}^{*}\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta}  \tag{4.23}\\
& \left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2} \leq \Delta t\left\|J_{h}^{n+1}\right\|_{2}+2 \Delta t \lambda C_{u}^{*}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta} \tag{4.24}
\end{align*}
$$

where $C_{P}$ is the discrete Poincaré constant of Lemma 6.
Proof. To show (4.23), we multiply (4.22) by $\Phi_{i}^{n} \Delta x$ and sum over $i \in \mathcal{I}$. Then, discrete integration by parts together with Lemmas 6 and 8 are used to obtain:

$$
\left\|D_{x}^{c} \Phi^{n}\right\|_{2}^{2}=\left\langle-\left(D_{x}^{c} D_{x}^{c} \Phi^{n}\right), \Phi^{n}\right\rangle_{2}=\left\langle u_{h}^{n}, \Phi^{n}\right\rangle_{2} \leq\left\|u_{h}^{n}\right\|_{2}\left\|\Phi_{n}\right\|_{2} \leq C_{P} C_{u}^{*}\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta}\left\|D_{x}^{c} \Phi_{n}\right\|_{2}
$$

Let us now prove (4.24). The first step is to subtract (4.22) at time $t^{n}$ from (4.22) at time $t^{n+1}$, multiply by $\left(\Phi_{i}^{n+1}-\Phi_{i}^{n}\right) \Delta x$ and sum over $i \in \mathcal{I}$ :

$$
\left\langle\left(D_{x}^{c} D_{x}^{c} \Phi^{n+1}-D_{x}^{c} D_{x}^{c} \Phi^{n}\right), \Phi^{n+1}-\Phi^{n}\right\rangle_{2}=-\left\langle u_{h}^{n+1}-u_{h}^{n}, \Phi^{n+1}-\Phi^{n}\right\rangle_{2}
$$

After an integration by parts on the left hand side and plugging the continuity scheme (4.17) in the right hand side, one has

$$
\begin{aligned}
\left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2}^{2}= & -\Delta t\left\langle D_{x}^{c} J_{h}^{n+1}, \Phi^{n+1}-\Phi^{n}\right\rangle_{2} \\
& +\frac{\lambda \Delta t \Delta x}{2}\left\langle\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u_{h}^{n+1}, \Phi^{n+1}-\Phi^{n}\right\rangle_{2}
\end{aligned}
$$

Applying integrations by parts (3.5) and (3.7) on the right hand side together with CauchySchwarz inequality, one obtains

$$
\begin{aligned}
\left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2}^{2}= & \Delta t\left\langle J_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\rangle_{2} \\
& -2 \lambda \Delta t \Delta x\left\langle D_{x}^{c} u_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\rangle_{2} \\
\leq & \Delta t\left(\left\|J_{h}^{n+1}\right\|_{2}+2 \lambda \Delta x\left\|D_{x}^{c} u_{h}^{n+1}\right\|_{2}\right)\left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2} .
\end{aligned}
$$

One can conclude by dividing both sides by $\left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2}$ and using estimates (3.8) and (4.8).

In the following lemma, we establish that for $\delta>0$ small enough, the modified entropy functional is an equivalent $\|\cdot\|_{\Delta}$ norm.

Lemma 11. Under the assumptions of Theorem 2 and assuming that $\Delta t \leq \Delta t_{\max }$, there exists $\alpha_{1}^{*}>0$ such that for all $n \geq 1$

$$
\begin{aligned}
\left(\frac{1}{2}-\delta C_{J 1}^{*} C_{u}^{*} C_{P}\right)\|F\|_{\Delta}^{2} & \leq H_{\delta}^{\Delta}\left[F^{n}\right] \\
& \leq\left(\frac{1}{2}+\delta\left(C_{J 1}^{*} C_{u}^{*} C_{P}+\alpha_{1}^{*} \Delta t_{\max }\right)\right)\left\|F^{n}\right\|_{\Delta}^{2}
\end{aligned}
$$

where $\alpha_{1}^{*}$ depends on $D_{1}^{\Delta}, D_{2}^{\Delta}$ and $\rho_{\infty}^{*}$.
Proof. Let us start by estimating the second term of the discrete modified entropy (4.21). A Cauchy-Schwarz inequality followed by (4.9) and (4.23) yield

$$
\begin{aligned}
\left|\left\langle J_{h}^{n}, D_{x}^{c} \Phi^{n}\right\rangle_{2}\right| & \leq\left\|J_{h}^{n}\right\|_{2}\left\|D_{x}^{c} \Phi^{n}\right\|_{2} \\
& \leq C_{J 1}^{*} C_{P} C_{u}^{*}\left\|F^{n}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta} \\
& \leq C_{J 1}^{*} C_{P} C_{u}^{*}\left\|F^{n}\right\|_{\Delta}^{2}
\end{aligned}
$$

The last term of (4.21) shall be estimated using (4.24) and (4.9), together with Young inequality:

$$
\begin{aligned}
\sum_{i \in \mathcal{I}} \frac{\Delta x}{2 \Delta t} & \left(\left(D_{x}^{c} \Phi^{n}\right)_{i}-\left(D_{x}^{c} \Phi^{n-1}\right)_{i}\right)^{2} \leq \frac{\Delta t}{2}\left(\left\|J_{h}^{n}\right\|_{2}+2 \lambda C_{u}^{*}\left\|\Pi^{\Delta} F^{n}\right\|_{\Delta}\right)^{2} \\
& \leq \Delta t\left(\left(C_{J 1}^{*}\right)^{2}+4\left(\lambda C_{u}^{*}\right)^{2}\right)\left\|F^{n}\right\|_{\Delta}^{2} .
\end{aligned}
$$

Setting

$$
\alpha_{1}^{*}=\left(C_{J 1}^{*}\right)^{2}+4\left(\lambda C_{u}^{*}\right)^{2},
$$

one obtains

$$
0 \leq \sum_{i \in \mathcal{I}} \frac{\Delta x}{2 \Delta t}\left(\left(D_{x}^{c} \Phi^{n}\right)_{i}-\left(D_{x}^{c} \Phi^{n-1}\right)_{i}\right)^{2} \leq \alpha_{1}^{*} \Delta t\left\|F^{n}\right\|_{\Delta}^{2}
$$

Consequently, the modified entropy is bounded from below by a positive quantity as long as $\delta<\left(2 C_{J 1}^{*} C_{u}^{*} C_{P}\right)^{-1}=: \delta_{3}$. Finally, the upper bound is obtained using that $\Delta t \leq \Delta t_{\max }$.

Proposition 3. Under the assumptions of Theorem 2, there is $\delta_{2}>0$ such that for all $\Delta t \leq \Delta t_{\max }$ and $\delta \leq \delta_{2}$, there exists $K_{\delta}>0$ such that

$$
\begin{equation*}
H_{\delta}^{\Delta}\left[F^{n+1}\right]-H_{\delta}^{\Delta}\left[F^{n}\right] \leq-\Delta t K_{\delta}\left\|F^{n+1}\right\|_{\Delta}^{2} \tag{4.25}
\end{equation*}
$$

Proof. Taking the difference between the modified entropy at time $t^{n+1}$ and $t^{n}$ we get

$$
\begin{equation*}
H_{\delta}\left[F^{n+1}\right]-H_{\delta}\left[F^{n}\right]=\frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right)+\delta T_{1}^{n}+\delta T_{2}^{n} \tag{4.26}
\end{equation*}
$$

where

$$
\begin{aligned}
T_{1}^{n} & =\sum_{i \in \mathcal{I}}\left(J_{h, i}^{n+1}\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-J_{h, i}^{n}\left(D_{x}^{c} \Phi^{n}\right)_{i}\right) \Delta x \\
T_{2}^{n} & =\sum_{i \in \mathcal{I}} \frac{\Delta x}{2 \Delta t}\left[\left(\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-\left(D_{x}^{c} \Phi^{n}\right)_{i}\right)^{2}-\left(\left(D_{x}^{c} \Phi^{n}\right)_{i}-\left(D_{x}^{c} \Phi^{n-1}\right)_{i}\right)^{2}\right] .
\end{aligned}
$$

We already showed through Lemma 7 that

$$
\frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right) \leq-\Delta t C_{m c}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n}\right\|_{\Delta}^{2}
$$

It remains to deals with the last two terms. First of all, let us remark that $T_{1}^{n}=T_{11}^{n}+T_{12}^{n}+$ $T_{13}^{n}$, with

$$
\begin{aligned}
& T_{11}^{n}=\left\langle J_{h}^{n+1}-J_{h}^{n}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2}, \\
& T_{12}^{n}=\left\langle J_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\rangle_{2}, \\
& T_{13}^{n}=\sum_{i \in \mathcal{I}} \Delta x\left[J_{h, i}^{n}\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-J_{h, i}^{n+1}\left(D_{x}^{c} \Phi^{n+1}\right)_{i}+J_{h, i}^{n+1}\left(D_{x}^{c} \Phi^{n}\right)_{i}-J_{h, i}^{n}\left(D_{x}^{c} \Phi^{n}\right)_{i}\right] .
\end{aligned}
$$

It is worth noticing that the first two terms are discrete equivalent of

$$
\left(\partial_{t}\left\langle J_{h}, \partial_{x} \Phi\right\rangle_{L^{2}(\mathbb{T})}+\left\langle J_{h}, \partial_{t x} \Phi\right\rangle_{L^{2}(\mathbb{T})}\right) \Delta t
$$

and will therefore be treated in the same manner as their continuous counterparts. Let us first deal with the residual term $T_{13}^{n}$. After reorganizing the terms and integrating by parts, it becomes

$$
\begin{aligned}
T_{13}^{n} & =\sum_{i \in \mathcal{I}} \Delta x\left(J_{h, i}^{n}-J_{h, i}^{n+1}\right)\left(\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-\left(D_{x}^{c} \Phi^{n}\right)_{i}\right) \\
& =\sum_{i \in \mathcal{I}} \Delta x\left(\left(D_{x}^{c} J_{h}^{n+1}\right)_{i}-\left(D_{x}^{c} J_{h}^{n}\right)_{i}\right)\left(\Phi_{i}^{n+1}-\Phi_{i}^{n}\right) .
\end{aligned}
$$

The next step is to replace the discrete space derivatives of $J_{h}$ using the continuity scheme (4.17), followed by several uses of the auxiliary scheme (4.22) and integrations by parts:

$$
\begin{aligned}
T_{13}^{n}= & -\frac{1}{\Delta t} \sum_{i \in \mathcal{I}} \Delta x\left(u_{h, i}^{n+1}-2 u_{h, i}^{n}+u_{h, i}^{n-1}\right)\left(\Phi_{i}^{n+1}-\Phi_{i}^{n}\right) \\
& +\frac{\lambda \Delta x}{2} \sum_{i \in \mathcal{I}} \Delta x\left[\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u_{h}^{n+1}\right)_{i}-\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u_{h}^{n}\right)_{i}\right]\left(\Phi_{i}^{n+1}-\Phi_{i}^{n}\right) \\
= & \frac{1}{\Delta t} \sum_{i \in \mathcal{I}} \Delta x\left(\left(D_{x}^{c} D_{x}^{c} \Phi^{n+1}\right)_{i}-2\left(D_{x}^{c} D_{x}^{c} \Phi^{n}\right)_{i}+\left(D_{x}^{c} D_{x}^{c} \Phi^{n-1}\right)_{i}\right)\left(\Phi_{i}^{n+1}-\Phi_{i}^{n}\right) \\
& -2 \lambda \Delta x \sum_{i \in \mathcal{I}} \Delta x\left(\left(D_{x}^{c} u_{h}^{n+1}\right)_{i}-\left(D_{x}^{c} u_{h}^{n}\right)_{i}\right)\left(\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-\left(D_{x}^{c} \Phi^{n}\right)_{i}\right) \\
= & -\frac{1}{\Delta t} \sum_{i \in \mathcal{I}} \Delta x\left(\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-2\left(D_{x}^{c} \Phi^{n}\right)_{i}+\left(D_{x}^{c} \Phi^{n-1}\right)_{i}\right)\left(\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-\left(D_{x}^{c} \Phi^{n}\right)_{i}\right) \\
& -2 \lambda \Delta x \sum_{i \in \mathcal{I}} \Delta x\left(u_{h, i}^{n+1}-u_{h, i}^{n}\right)^{2} .
\end{aligned}
$$

The second term is clearly nonpositive. The first term is combined with $T_{2}^{n}$ using the identity $-a(a-b)+\left(a^{2}-b^{2}\right) / 2=-(a-b)^{2} / 2$ with $a=\left(D_{x}^{c} \Phi^{n+1}\right)_{i}-\left(D_{x}^{c} \Phi^{n}\right)_{i}$ and $b=$ $\left(D_{x}^{c} \Phi^{n}\right)_{i}-\left(D_{x}^{c} \Phi^{n-1}\right)_{i}$, therefore yielding $T_{2}^{n}+T_{13}^{n} \leq 0$, and finally

$$
\begin{equation*}
H_{\delta}\left[F^{n+1}\right]-H_{\delta}\left[F^{n}\right] \leq \frac{1}{2}\left(\left\|F^{n+1}\right\|_{\Delta}^{2}-\left\|F^{n}\right\|_{\Delta}^{2}\right)+\delta T_{11}^{n}+\delta T_{12}^{n} \tag{4.27}
\end{equation*}
$$

The rest of the proof follows the same steps as in the continuous setting. The term $T_{11}^{n}$ can be expanded using scheme (4.18) so that

$$
T_{11}^{n}=T_{111}^{n}+T_{112}^{n}+T_{113}^{n}+T_{114}^{n}
$$

where

$$
\begin{aligned}
& T_{111}^{n}=-\Delta t\left\langle D_{x}^{c} S_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2} \\
& T_{112}^{n}=-\Delta t D_{0}\left\langle D_{x}^{c} u_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2} \\
& T_{113}^{n}=-\Delta t\left\langle\left(\rho_{\infty}^{*}\right)^{-1} J_{f}^{n+1}-\rho_{\infty}^{*} J_{g}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2} \\
& T_{114}^{n}=\frac{\lambda \Delta t \Delta x}{2}\left\langle\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) J_{h}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2}
\end{aligned}
$$

Thanks to Lemmas 8 and 10 we can estimate $T_{11 k}, k=1, \ldots, 4$. After an integration by parts, using the auxiliary scheme (4.22) and applying a Cauchy-Schwarz inequality, one has

$$
\begin{align*}
\left|T_{111}^{n}\right|=\Delta t\left|\left\langle S_{h}^{n+1}, u_{h}^{n+1}\right\rangle_{2}\right| & \leq \Delta t\left\|S_{h}^{n+1}\right\|_{2}\left\|u_{h}^{n+1}\right\|_{2} \\
& \leq \Delta t C_{S}^{*} C_{u}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta} \tag{4.28}
\end{align*}
$$

The second term is treated similarly and actually provides macroscopic coercivity:

$$
\begin{equation*}
T_{112}^{n}=-\Delta t D_{0}^{\Delta}\left\langle u_{h}^{n+1}, u_{h}^{n+1}\right\rangle_{2}=-\Delta t D_{0}^{\Delta}\left\|u_{h}^{n+1}\right\|_{2}^{2} \leq-\Delta t \underline{D_{0}}\left(C_{u}^{*}\right)^{2}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{2} \tag{4.29}
\end{equation*}
$$

The next estimate follows directly from a Cauchy-Schwarz inequality:

$$
\begin{align*}
\left|T_{113}^{n}\right| & =\Delta t\left|\left\langle\left(\rho_{\infty}^{*}\right)^{-1} J_{f}^{n+1}-\rho_{\infty}^{*} J_{g}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2}\right| \\
& \leq \Delta t\left\|\left(\rho_{\infty}^{*}\right)^{-1} J_{f}^{n+1}-\rho_{\infty}^{*} J_{g}^{n+1}\right\|_{2}\left\|D_{x}^{c} \Phi^{n+1}\right\|_{2} \\
& \leq \Delta t C_{J 2}^{*} C_{P} C_{u}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta} . \tag{4.30}
\end{align*}
$$

The estimation of $T_{114}^{n}$ is obtained through several integrations by parts, a Cauchy-Schwarz inequality and (3.8):

$$
\begin{align*}
\left|T_{114}^{n}\right| & =2 \lambda \Delta t \Delta x\left|\left\langle D_{x}^{c} J_{h}^{n+1}, D_{x}^{c} D_{x}^{c} \Phi^{n+1}\right\rangle_{2}\right| \\
& =2 \lambda \Delta t \Delta x\left|\left\langle D_{x}^{c} J_{h}^{n+1}, u_{h}^{n+1}\right\rangle_{2}\right| \\
& \leq 2 \lambda \Delta t \Delta x\left\|J_{h}^{n+1}\right\|_{2}\left\|D_{x}^{c} u_{h}^{n+1}\right\|_{2} \\
& \leq 2 \lambda \Delta t C_{J 1}^{*} C_{u}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta} \tag{4.31}
\end{align*}
$$

It remains now to estimate $T_{12}^{n}$. After applying a Cauchy-Schwarz inequality followed by (4.24), one obtains:

$$
\begin{align*}
\left|T_{12}^{n}\right| & \leq\left\|J_{h}^{n+1}\right\|_{2}\left\|D_{x}^{c} \Phi^{n+1}-D_{x}^{c} \Phi^{n}\right\|_{2} \\
& \leq \Delta t\left(C_{J 1}^{*}\right)^{2}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2}+2 \Delta t \lambda C_{J 1}^{*} C_{u}^{*}\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta} \tag{4.32}
\end{align*}
$$

Summarizing, combining estimates (4.28), (4.29), (4.30), (4.31), (4.32) and (4.4) in (4.27), it yields

$$
\begin{align*}
& H_{\delta}\left[F^{n+1}\right]-H_{\delta}\left[F^{n}\right] \leq-\Delta t\left(C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}\right)\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2} \\
&-\Delta t \delta \underline{D_{0}\left(C_{u}^{*}\right)^{2}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{2}}  \tag{4.33}\\
&+\Delta t \delta\left(C_{S}^{*} C_{u}^{*}+C_{J 2}^{*} C_{P} C_{u}^{*}+4 \lambda C_{J 1}^{*} C_{u}^{*}\right)\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}
\end{align*}
$$

Let us first set $\delta \in\left(0, \delta_{1}\right)$ with $\delta_{1}=C_{m c}^{*}\left(C_{J 1}^{*}\right)^{-2}$ to ensure the positivity of $C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}$. We can then rewrite the right hand side of (4.33).

$$
\begin{align*}
H_{\delta}\left[F^{n+1}\right]-H_{\delta}\left[F^{n}\right] \leq & -\frac{\Delta t}{2}\left(C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}\right)\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2} \\
& -\frac{\Delta t}{2} \delta \underline{D_{0}}\left(C_{u}^{*}\right)^{2}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{2}  \tag{4.34}\\
& -\Delta t\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{2} P\left(\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{-2}\right)
\end{align*}
$$

where $P$ is the polynomial given by

$$
P(X)=\frac{1}{2}\left(C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}\right) X^{2}-\delta \widetilde{C}^{\Delta} X+\frac{1}{2} \delta \underline{D_{0}}\left(C_{u}^{*}\right)^{2},
$$

with $\widetilde{C}^{\Delta}=C_{S}^{*} C_{u}^{*}+C_{J 2}^{*} C_{P} C_{u}^{*}+4 \lambda C_{J 1}^{*} C_{u}^{*}$.
The sum of the first two terms in (4.34) is nonpositive thanks to our choice of $\delta$. It remains to impose a second condition on $\delta$ to ensure that the polynomial $P$ is positive. Since the leading order coefficient of $P$ is positive, it suffices to choose $\delta$ in such a way that the discriminant is negative. It yields the following condition on $\delta$ :

$$
\begin{equation*}
\delta_{2}:=\frac{C_{m c}^{*} \underline{D_{0}}\left(C_{u}^{*}\right)^{2}}{\left(\widetilde{C}^{\Delta}\right)^{2}+\left(C_{J 1}^{*}\right)^{2} \underline{D_{0}}\left(C_{u}^{*}\right)^{2}}>\delta . \tag{4.35}
\end{equation*}
$$

Assuming that $\delta \in\left(0, \min \left(\delta_{1}, \delta_{2}\right)\right)$, one then has
$H_{\delta}\left[F^{n+1}\right]-H_{\delta}\left[F^{n}\right] \leq-\frac{\Delta t}{2}\left[\left(C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}\right)\left\|\left(I-\Pi^{\Delta}\right) F^{n+1}\right\|_{\Delta}^{2}+\delta \underline{D_{0}}\left(C_{u}^{*}\right)^{2}\left\|\Pi^{\Delta} F^{n+1}\right\|_{\Delta}^{2}\right]$.
Finally, setting $K_{\delta}=\frac{1}{2} \min \left(C_{m c}^{*}-\delta\left(C_{J 1}^{*}\right)^{2}, \delta \underline{D_{0}}\left(C_{u}^{*}\right)^{2}\right)$ and using orthogonality properties, one concludes the proof.
Proof of Theorem 2. Starting from the result of Proposition 3, we use Lemma 11 to bound $\left\|F^{n+1}\right\|_{\Delta}^{2}$ from below by $H_{\delta}\left[F^{n+1}\right]$ and obtain

$$
(1+\Delta t \kappa) H_{\delta}^{\Delta}\left[F^{n+1}\right] \leq H_{\delta}^{\Delta}\left[F^{n}\right]
$$

where we set $\kappa=\frac{K_{\delta}}{C_{\delta}}$ and $C_{\delta}=\frac{1}{2}+\delta C_{J 1}^{*} C_{u}^{*} C_{P}+\delta \alpha_{1}^{*} \Delta t_{\max }$. It implies that for all $n \geq 1$,

$$
H_{\delta}^{\Delta}\left[F^{n+1}\right] \leq H_{\delta}^{\Delta}\left[F^{1}\right](1+\Delta t \kappa)^{-n}=H_{\delta}^{\Delta}\left[F^{1}\right] \exp \left(-t^{n} \log (1+\Delta t \kappa) / \Delta t\right)
$$

Since $s \mapsto \log (1+s \kappa) / s$ is nonincreasing on $] 0,+\infty\left[\right.$ and $\Delta t \leq \Delta t_{\text {max }}$, we obtain

$$
H_{\delta}^{\Delta}\left[F^{n+1}\right] \leq H_{\delta}^{\Delta}\left[F^{1}\right] e^{-\beta t^{n}}
$$

where $\beta=\log \left(1+\Delta t_{\text {max }} \kappa\right) / \Delta t_{\text {max }}$. Then, using lemmas 11 and 7 , we finally get

$$
H_{\delta}^{\Delta}\left[F^{n+1}\right] \leq C_{\delta}\left\|F^{1}\right\|_{\Delta}^{2} e^{-\beta t^{n}} \leq C_{\delta}\left\|F^{0}\right\|_{\Delta}^{2} e^{-\beta t^{n}}
$$

Finally, choosing

$$
\delta \in\left(0, \min \left(\delta_{1}, \delta_{2}, \delta_{3}\right)\right)
$$

the constant on the left hand side in Lemma 11 is positive and one can conclude the proof.

## 5. The nonlinear problem

In this section, we prove that approximate solutions to the nonlinear system with initial data sufficiently close to equilibrium converge exponentially towards this equilibrium as time goes to infinity. The idea of the proof is as follows: we first establish in Section 5.1 that solutions to the numerical scheme (3.9)-(3.10) satisfy the maximum principle (and also that they exist), and then in Section 5.2, using the fact that the entropy dissipation for the nonlinear problem is a small perturbation of the entropy dissipation of the linearized problem for initial data sufficiently close to equilibrium, the nonlinear discrete hypocoercivity is obtained.
5.1. Existence and maximum principle. This section is devoted to the proof of the following result.

Theorem 3. Under assumptions (3.1), let $\rho_{\infty}^{*}$ be defined by (3.15) and assume that there exists positive constants $\gamma_{1}<\rho_{\infty}^{*}$ and $\gamma_{2}$ such that the initial datum $\mathfrak{F}^{0}=\left(\mathfrak{f}_{i j}^{0}, \mathfrak{g}_{i j}^{0}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ satisfies for all $i \in \mathcal{I}, j \in \mathcal{J}$

$$
\begin{aligned}
& \left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} \leq \mathfrak{f}_{i j}^{0} \leq\left(\rho_{\infty}^{*}+\gamma_{2}\right) \chi_{1, j} \\
& \left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} \chi_{2, j} \leq \mathfrak{g}_{i j}^{0} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1} \chi_{2, j}
\end{aligned}
$$

Assuming moreover that $\lambda=\Delta x / 2 \Delta t \geq v^{*} / 2$, the scheme (3.9)-(3.10) admits a solution $\left(\mathfrak{f}_{i j}^{n}, \mathfrak{g}_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}, n \geq 0}$ such that for all $i \in \mathcal{I}, j \in \mathcal{J}, n \geq 0$,

$$
\begin{align*}
& \left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} \leq \mathfrak{f}_{i j}^{n} \leq\left(\rho_{\infty}^{*}+\gamma_{2}\right) \chi_{1, j}  \tag{5.1}\\
& \left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} \chi_{2, j} \leq \mathfrak{g}_{i j}^{n} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1} \chi_{2, j} \tag{5.2}
\end{align*}
$$

Remark 2. The condition $\lambda \geq v^{*} / 2$ is there to ensure the monotonicity of the Lax-Friedrichs fluxes, which is necessary in our proof. In practice, we observe that this restriction is necessary in the numerical results presented in Section 6.

To prove this result, we introduce the following truncated version of the scheme (3.9)(3.10):

$$
\begin{align*}
& \frac{\mathfrak{f}_{i j}^{n+1}-\mathfrak{f}_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{F}_{i+\frac{1}{2}}^{n+1},-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right)=\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i}^{n+1} \tilde{\mathfrak{f}}_{i j}^{n+1}  \tag{5.3}\\
& \frac{\mathfrak{g}_{i j}^{n+1}-\mathfrak{g}_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\left(\mathcal{G}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{G}_{i-\frac{1}{2}, j}^{n+1}\right)=\chi_{2, j}-\tilde{\rho}_{\mathfrak{f}, i}^{n+1} \tilde{\mathfrak{g}}_{i j}^{n+1} \tag{5.4}
\end{align*}
$$

with the Lax-Friedrichs fluxes (3.11)-(3.12), and where the truncated quantities are defined by

$$
\tilde{\mathfrak{f}}_{i j}:= \begin{cases}\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} & \text { if } \mathfrak{f}_{i j} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}  \tag{5.5}\\ \mathfrak{f}_{i j} & \text { if }\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} \leq \mathfrak{f}_{i j} \leq\left(\rho_{\infty}^{*}+\gamma_{2}\right) \chi_{1, j} \\ \left(\rho_{\infty}^{*}+\gamma_{2}\right) \chi_{1, j} & \text { if } \mathfrak{f}_{i j} \geq\left(\rho_{\infty}^{*}+\gamma_{2}\right) \chi_{1, j},\end{cases}
$$

and

$$
\tilde{\mathfrak{g}}_{i j}:= \begin{cases}\left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} \chi_{2, j} & \text { if } \mathfrak{g}_{i j} \leq\left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} \chi_{2, j}  \tag{5.6}\\ \mathfrak{g}_{i j} & \text { if }\left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} \chi_{2, j} \leq \mathfrak{g}_{i j} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1} \chi_{2, j} \\ \left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1} \chi_{2, j} & \text { if } \mathfrak{g}_{i j} \geq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1} \chi_{2, j}\end{cases}
$$

The corresponding truncated densities are then given by

$$
\tilde{\rho}_{\mathfrak{f}, i}=\sum_{j \in \mathcal{J}} \Delta v \tilde{\mathfrak{f}}_{i j}, \quad \tilde{\rho}_{\mathfrak{g}, i}=\sum_{j \in \mathcal{J}} \Delta v \tilde{\mathfrak{g}}_{i j} \quad \forall i \in \mathcal{I} .
$$

To prove Theorem 3, we start by establishing the existence of a solution to the truncated scheme (Lemma 12) and then the fact that a solution to the truncated scheme verifies the estimates (5.1)-(5.2) (Lemma 14).

Lemma 12. Given any $\left(\mathfrak{f}_{i j}^{n}, \mathfrak{g}_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$, the truncated scheme (5.3)-(5.4) admits at least one solution $\left(\mathfrak{f}_{i j}^{n+1}, \mathfrak{g}_{i j}^{n+1}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$.
Proof. The proof relies on the following result which is proven for example in [31, Lemma 1.4, Chapter II].

Lemma 13. Let $X$ be a finite dimensional Hilbert space with scalar product $\langle\cdot, \cdot\rangle_{X}$ and associated norm $\|\cdot\|_{X}$. Let $P: X \rightarrow X$ be a continuous mapping such that $\langle P(\xi), \xi\rangle_{X}>0$ for all $\xi \in X$ such that $\|\xi\|_{X}=k$ for some fixed $k>0$. Then there exists $\xi_{0} \in X$ such that $\left\|\xi_{0}\right\|_{X} \leq k$ and $P(\xi)=0$.

We apply this result with $X=\left(\mathbb{R}^{(2 L+1) N}\right)^{2}$ where for $u^{1}=\left(f^{1}, g^{1}\right) \in X$ and $u^{2}=$ $\left(f^{2}, g^{2}\right) \in X$,

$$
\left\langle u_{\Delta}^{1}, u_{\Delta}^{2}\right\rangle_{X}=\left\langle f_{\Delta}^{1}, f_{\Delta}^{2}\right\rangle+\left\langle g_{\Delta}^{1}, g_{\Delta}^{2}\right\rangle
$$

$\langle\cdot, \cdot\rangle$ being the classical Euclidian dot product on $\mathbb{R}^{(2 L+1) N}$. Then, let us define

$$
P:\binom{\mathfrak{f}}{\mathfrak{g}} \mapsto\binom{\Delta x \Delta v\left(\mathfrak{f}_{i j}-\mathfrak{f}_{i j}^{n}\right)+\Delta t\left(\mathcal{F}_{i+\frac{1}{2}, j}-\mathcal{F}_{i-\frac{1}{2}, j}\right)-\Delta x \Delta v \Delta t\left(\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i} \tilde{\mathfrak{f}}_{i j}\right)}{\Delta x \Delta v\left(\mathfrak{g}_{i j}-\mathfrak{g}_{i j}^{n}\right)+\Delta t\left(\mathcal{G}_{i+\frac{1}{2}, j}-\mathcal{G}_{i-\frac{1}{2}, j}\right)-\Delta x \Delta v \Delta t\left(\chi_{1, j}-\tilde{\rho}_{\mathfrak{f}, i} \tilde{\mathfrak{g}}_{i j}\right)}
$$

where $\mathcal{F}$ and $\mathcal{G}$ are the numerical fluxes (3.11)-(3.12) computed with $\mathfrak{f}_{i j}$ and $\mathfrak{g}_{i j}$. Let us now show that

$$
\left\langle P\left(\binom{\mathfrak{f}}{\mathfrak{g}}\right),\binom{\mathfrak{f}}{\mathfrak{g}}\right\rangle_{X}>0, \quad \text { for all }\binom{\mathfrak{f}}{\mathfrak{g}} \text { such that }\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X}=k,
$$

where $k$ is taken large enough. This scalar product splits into 3 terms,

$$
\left\langle P\left(\binom{\mathfrak{f}}{\mathfrak{g}}\right),\binom{\mathfrak{f}}{\mathfrak{g}}\right\rangle_{X}=A_{1}+A_{2}+A_{3},
$$

where

$$
\begin{aligned}
& A_{1}=\sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\left(\mathfrak{f}_{i j}-\mathfrak{f}_{i j}^{n}\right) \mathfrak{f}_{i j}+\left(\mathfrak{g}_{i j}-\mathfrak{g}_{i j}^{n}\right) \mathfrak{g}_{i j}\right), \\
& A_{2}=\Delta t \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\left(\mathcal{F}_{i+\frac{1}{2}, j}-\mathcal{F}_{i-\frac{1}{2}, j}\right) \mathfrak{f}_{i j}+\left(\mathcal{G}_{i+\frac{1}{2}, j}-\mathcal{G}_{i-\frac{1}{2}, j}\right) \mathfrak{g}_{i j}\right), \\
& A_{3}=-\Delta t \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}} \Delta x \Delta v\left(\left(\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i} \tilde{\mathfrak{f}}_{i j}\right) \mathfrak{f}_{i j}+\left(\chi_{2, j}-\tilde{\rho}_{\mathfrak{f}, i} \tilde{\mathfrak{g}}_{i j}\right) \mathfrak{g}_{i j}\right) .
\end{aligned}
$$

Using the relation $a(a-b) \geq\left(a^{2}-b^{2}\right) / 2$ one gets

$$
\begin{equation*}
A_{1} \geq \frac{1}{2}\left(\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X}^{2}-\left\|\binom{\mathfrak{f}^{n}}{\mathfrak{g}^{n}}\right\|_{X}^{2}\right) . \tag{5.7}
\end{equation*}
$$

Then, by definition of the numerical fluxes, one can use the same computations as in the proof of Lemma 7 to obtain

$$
\begin{equation*}
A_{2}=2 \lambda \Delta t \Delta x \sum_{(i, j) \in \mathcal{I} \times \mathcal{J}}\left(\left(D_{x}^{c} \mathfrak{f}_{j}\right)_{i}^{2}+\left(D_{x}^{c} \mathfrak{g}_{j}\right)_{i}^{2}\right) \Delta x \Delta v \geq 0 . \tag{5.8}
\end{equation*}
$$

Now, by assumptions (3.1), the velocity profiles are bounded:

$$
\exists C_{\chi}>0 \quad \text { such that } \quad \forall j \in \mathcal{J}, \quad 0 \leq \chi_{1, j}, \chi_{2, j} \leq C_{\chi}
$$

Then, by definition of the truncated quantities, there exists a constant $C>0$ such that

$$
\left|\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i}, \tilde{\mathfrak{f}}_{i j}\right| \leq C \quad \text { and } \quad\left|\chi_{2, j}-\tilde{\rho}_{\mathrm{f}, i} \tilde{\mathfrak{g}}_{i j}\right| \leq C .
$$

Applying a Cauchy-Schwarz inequality on $A_{3}$, one gets

$$
\begin{equation*}
A_{3} \geq-\Delta t C\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X} \tag{5.9}
\end{equation*}
$$

Combining (5.7), (5.8) and (5.9) yields the estimate

$$
\left\langle P\left(\binom{\mathfrak{f}}{\mathfrak{g}}\right),\binom{\mathfrak{f}}{\mathfrak{g}}\right\rangle_{X} \geq \frac{1}{2}\left(\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X}^{2}-\left\|\binom{\mathfrak{f}^{n}}{\mathfrak{g}^{n}}\right\|_{X}^{2}\right)-\Delta t C\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X} .
$$

The right hand side is a second order polynomial in $\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X}$ with a positive leading coefficient. Since $\left\|\binom{\mathfrak{f}^{n}}{\mathfrak{g}^{n}}\right\|_{X}$ is a constant in this context, there exists $k>0$ such that if $\left\|\binom{\mathfrak{f}}{\mathfrak{g}}\right\|_{X} \geq k$ then

$$
\left\langle P\left(\binom{\mathfrak{f}}{\mathfrak{g}},\binom{\mathfrak{f}}{\mathfrak{g}}\right\rangle_{X}>0 .\right.
$$

Finally, we can apply Lemma 13 to obtain existence of $\binom{\mathfrak{f}^{n+1}}{\mathfrak{g}^{n+1}}$ such that $P\left(\binom{\mathfrak{f}^{n+1}}{\mathfrak{g}^{n+1}}\right)=0$, therefore ensuring existence of a solution to the truncated scheme (5.3)-(5.4).

Lemma 14. If $\left(\mathfrak{f}_{i j}^{n}, \mathfrak{g}_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ satisfies the estimates (5.1)-(5.2), then any solution $\left(\mathfrak{f}_{i j}^{n+1}, \mathfrak{g}_{i j}^{n+1}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ to the truncated scheme (5.3)-(5.4) also satisfies these estimates.
Proof. Let us focus on showing that a solution to the nonlinear truncated scheme (5.3)-(5.4) satisfies

$$
\mathfrak{f}_{i j}^{n+1} \geq\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}
$$

We start by setting $(i, j) \in \mathcal{I} \times \mathcal{J}$ such that

$$
\begin{equation*}
\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}=\min _{(k, l) \in \mathcal{I} \times \mathcal{J}}\left(\mathfrak{f}_{k l}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, l}\right) . \tag{5.10}
\end{equation*}
$$

Our aim is now to show that this quantity is nonnegative. We begin by multiplying the line of (5.3) corresponding to the fixed pair $(i, j)$ by

$$
\begin{equation*}
\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-}=\min \left(0, f_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right) \leq 0 \tag{5.11}
\end{equation*}
$$

It yields an expression of the form $B_{1}=B_{2}+B_{3}$ where

$$
\begin{aligned}
& B_{1}=\Delta x \Delta v\left(\mathfrak{f}_{i j}^{n+1}-\mathfrak{f}_{i j}^{n}\right)\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-}, \\
& B_{2}=-\Delta t\left(\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}\right)\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-}, \\
& B_{3}=\Delta t \Delta x \Delta v\left(\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i}^{n+1} \tilde{\mathfrak{f}}_{i j}^{n+1}\right)\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-} .
\end{aligned}
$$

Starting with $B_{1}$, we add and subtract $\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}$ to obtain

$$
B_{1}=\Delta x \Delta v\left(\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)-\left(\mathfrak{f}_{i j}^{n}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)\right)\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-}
$$

Then, under the hypothesis that $\mathfrak{f}_{i j}^{n}$ satisfies the bounds (5.1) and by definition (5.11) of the negative part,

$$
\begin{equation*}
B_{1} \geq \Delta x \Delta v\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)\left(\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}\right)^{-} \geq 0 \tag{5.12}
\end{equation*}
$$

Next, we turn our attention to $B_{3}$. We need to consider two cases:

- If $\mathfrak{f}_{i j}^{n+1} \geq\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}$ then $B_{3}=0$.
- Else, by definition of the truncated quantities (5.5) and (5.6), one has $\tilde{\mathfrak{f}}_{i j}^{n+1}=\left(\rho_{\infty}^{*}-\right.$ $\left.\gamma_{1}\right) \chi_{1, j}$ and since the discrete velocity profiles have unit mass, $\tilde{\rho}_{\mathfrak{g}, i}^{n+1} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1}$. Therefore,

$$
\chi_{1, j}-\tilde{\rho}_{\mathfrak{g}, i}^{n+1} \tilde{\mathfrak{f}}_{i j}^{n+1} \geq \chi_{1, j}-\frac{\rho_{\infty}^{*}-\gamma_{1}}{\rho_{\infty}^{*}-\gamma_{1}} \chi_{1, j} \geq 0
$$

As a result, one gets

$$
\begin{equation*}
B_{3} \leq 0 \tag{5.13}
\end{equation*}
$$

Finally, the sign of $B_{2}$ relies on the monotonicity of the numerical flux. More precisely, let us consider a monotone numerical flux in a general two-point approximation form:

$$
\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}=\varphi_{j}\left(\mathfrak{f}_{i j}^{n+1}, \mathfrak{f}_{i+1, j}^{n+1}\right)
$$

where $a \mapsto \varphi_{j}(a, \cdot)$ is assumed to be nondecreasing and $b \mapsto \varphi_{j}(\cdot, b)$ is assumed to be nonincreasing. Then, the balance of fluxes at cell $\mathcal{X}_{i}$ rewrites as

$$
\begin{align*}
\mathcal{F}_{i+\frac{1}{2}, j}^{n+1}-\mathcal{F}_{i-\frac{1}{2}, j}^{n+1}= & \varphi_{j}\left(\mathfrak{f}_{i j}^{n+1}, \mathfrak{f}_{i+1, j}^{n+1}\right)-\varphi_{j}\left(f_{i j}^{n+1}, \mathfrak{f}_{i, j}^{n+1}\right) \\
& +\varphi_{j}\left(\mathfrak{f}_{i j}^{n+1}, \mathfrak{f}_{i j}^{n+1}\right)-\varphi_{j}\left(\mathfrak{f}_{i-1, j}^{n+1}, \mathfrak{f}_{i j}^{n+1}\right) \tag{5.14}
\end{align*}
$$

From our choice (5.10) of the pair $(i, j)$, we deduce that

$$
\mathfrak{f}_{i j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} \leq \mathfrak{f}_{k l}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, l}, \quad \forall(k, l) \in \mathcal{I} \times \mathcal{J}
$$

therefore in particular, for every $k \in \mathcal{I}, \mathfrak{f}_{i j}^{n+1} \leq \mathfrak{f}_{k j}^{n+1}$. Consequently, due to the monotonicity of the function $\varphi_{j}$, it yields

$$
\begin{equation*}
B_{2} \leq 0 \tag{5.15}
\end{equation*}
$$

At this point, one could select any flux satisfying the monotonicity property. In our framework, we opted for the Lax-Friedrichs flux

$$
\varphi_{j}(a, b)=\frac{v_{j} \Delta v}{2}(a+b)-\lambda \Delta v(b-a)
$$

which is monotone under condition. More precisely, we want to ensure the nonnegativity of the first partial derivative of $\varphi_{j}$ and the nonpositivity of the second. Therefore, one imposes $\lambda=\Delta x / 2 \Delta t$ such that

$$
\begin{aligned}
& \partial_{a} \varphi_{j}(a, b) \geq 0 \Longleftrightarrow \frac{v_{j}}{2}+\lambda \geq 0 \Longleftrightarrow-\frac{v_{j}}{2} \leq \lambda \\
& \partial_{b} \varphi_{j}(a, b) \leq 0 \Longleftrightarrow \frac{v_{j}}{2}-\lambda \geq 0 \Longleftrightarrow \frac{v_{j}}{2} \leq \lambda
\end{aligned}
$$

In the end, the choice $\lambda \geq v_{\star} / 2$ suffices.
Gathering (5.12), (5.13) and (5.15) into $B_{1}=B_{2}+B_{3}$, we get that $B_{1}=0$, and conseuquently that

$$
\mathfrak{f}_{i, j}^{n+1}-\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j} \geq 0
$$

Lastly, since we chose $(i, j)$ satisfying (5.10),

$$
\mathfrak{f}_{i, j}^{n+1} \geq\left(\rho_{\infty}^{*}-\gamma_{1}\right) \chi_{1, j}, \quad \forall(i, j) \in \mathcal{I} \times \mathcal{J}
$$

The remaining bounds can then be obtained following the same steps.
Proof of Theorem 3. We proceed by induction on $n$. The case $n=0$ is satisfied by assumption. Suppose now that there exists $\left(\mathfrak{f}^{n}, \mathfrak{g}^{n}\right)$ satisfying bounds (5.1) and (5.2). Then, we obtain from Lemma 12 the existence of $\left(\mathfrak{f}^{n+1}, \mathfrak{g}^{n+1}\right)$ solution to the truncated scheme (5.3)-(5.4), which satisfies (5.1) and (5.2) according to Lemma 14. But then, we have

$$
\begin{aligned}
& \tilde{\mathfrak{f}}^{n+1}=\mathfrak{f}^{n+1}, \quad \tilde{\mathfrak{g}}^{n+1}=\mathfrak{g}^{n+1}, \\
& \tilde{\rho}_{\mathfrak{f}}{ }^{n+1}=\rho_{\mathfrak{f}}^{n+1}, \quad \tilde{\rho}_{\mathfrak{g}}{ }^{n+1}=\rho_{\mathfrak{g}}^{n+1}
\end{aligned}
$$

meaning that $\left(\mathfrak{f}^{n+1}, \mathfrak{g}^{n+1}\right)$ is indeed a solution to the original nonlinear scheme (3.9)-(3.10), which concludes the proof.
5.2. Local hypocoercivity result. Thanks to the maximum principle estimates obtained in Theorem 3, we can now extend the decay result for the discrete linearized problem to a local result in the nonlinear case with the same method.

Theorem 4. Under the assumptions of Theorem 2 and Theorem 3, with $\gamma_{1}$ and $\gamma_{2}$ small enough, a solution $\mathfrak{F}^{n}=\left(\mathfrak{f}_{i j}^{n}, \mathfrak{g}_{i j}^{n}\right)_{i \in \mathcal{I}, j \in \mathcal{J}}$ of the nonlinear scheme (3.9)-(3.10) satisfies for all $n \geq 0$

$$
\begin{equation*}
\left\|\mathfrak{F}^{n}-\mathfrak{F}^{\infty}\right\|_{\Delta} \leq C\left\|\mathfrak{F}^{0}-\mathfrak{F}^{\infty}\right\|_{\Delta} e^{-\kappa t^{n}} \tag{5.16}
\end{equation*}
$$

where the equilibrium $\mathfrak{F}^{\infty}$ is defined by (3.16).
The constants $C$ and $\kappa$ do not depend on the size of the discretization $\Delta$.
Proof. Let us first denote by $Q^{\Delta}(\mathfrak{f}, \mathfrak{g})$ the discrete nonlinear collision operator given by

$$
\begin{equation*}
Q^{\Delta}(\mathfrak{f}, \mathfrak{g})=\binom{\chi_{1, j}-\rho_{\mathfrak{g}, \mathfrak{i}} \mathfrak{i}_{i j}}{\chi_{2, j}-\rho_{\mathfrak{f}, i} \mathfrak{g}_{i j}} . \tag{5.17}
\end{equation*}
$$

Let us now rewrite the nonlinear scheme (3.9)-(3.10) in terms of $\widetilde{\mathfrak{F}}_{i j}^{n}=\mathfrak{F}_{i j}^{n}-\mathfrak{F}_{j}^{\infty}$. Since the equilibrium $\mathfrak{F}_{j}^{\infty}$ does not depend on position nor time, the discrete time derivative of $\widetilde{\mathfrak{F}}$ satisfies

$$
\begin{equation*}
\frac{\widetilde{\mathfrak{F}}_{i j}^{n+1}-\widetilde{\mathfrak{F}}_{i j}^{n}}{\Delta t}+\frac{1}{\Delta x \Delta v}\binom{\widetilde{\mathcal{F}}_{i+\frac{1}{2}, j}^{n+1}-\widetilde{\mathcal{F}}_{i-\frac{1}{2}, j}^{n+1}}{\widetilde{\mathcal{G}}_{i+\frac{1}{2}, j}^{n+1}-\widetilde{\mathcal{G}}_{i-\frac{1}{2}, j}^{n+1}}=Q^{\Delta}\left(\mathfrak{f}^{n+1}, \mathfrak{g}^{n+1}\right) \tag{5.18}
\end{equation*}
$$

where $\widetilde{\mathcal{F}}$ and $\widetilde{\mathcal{G}}$ are the numerical fluxes applied to $\widetilde{\mathfrak{f}}$ and $\widetilde{\mathfrak{g}}$ respectively. In addition, one can compute the following relation

$$
\begin{equation*}
Q^{\Delta}(\mathfrak{f}, \mathfrak{g})-\mathrm{L}^{\Delta} \widetilde{\mathfrak{F}}=\binom{-\left(\rho_{\mathfrak{g}, i}-\left(\rho_{\infty}^{*}\right)^{-1}\right)\left(\mathfrak{f}-\rho_{\infty}^{*} \chi_{1, j}\right)}{-\left(\rho_{\mathfrak{f}, i}-\rho_{\infty}^{*}\right)\left(\mathfrak{g}-\left(\rho_{\infty}^{*}\right)^{-1} \chi_{2, j}\right)}=\binom{-\left(\rho_{\mathfrak{g}, i}-\left(\rho_{\infty}^{*}\right)^{-1}\right) \tilde{\mathfrak{f}}}{-\left(\rho_{\mathfrak{f}, i}-\rho_{\infty}^{*}\right) \tilde{\mathfrak{g}}} . \tag{5.19}
\end{equation*}
$$

In addition, multiplying by $\Delta v$ and summing over $j \in \mathcal{J}$ the bounds (5.1) and (5.2) obtained in Theorem 3, one gets

$$
\left\{\begin{aligned}
\rho_{\infty}^{*}-\gamma_{1} & \leq \rho_{\mathrm{f}, i}^{n+1} \leq \rho_{\infty}^{*}+\gamma_{2}, \\
\left(\rho_{\infty}^{*}+\gamma_{2}\right)^{-1} & \leq \rho_{\mathfrak{g}, i}^{n+1} \leq\left(\rho_{\infty}^{*}-\gamma_{1}\right)^{-1}
\end{aligned}\right.
$$

Therefore, by setting

$$
\gamma_{3}=\max \left(\gamma_{1}, \gamma_{2}\right) \quad \text { and } \quad \gamma_{4}=\max \left(\frac{\gamma_{2}}{\rho_{\infty}^{*}\left(\rho_{\infty}^{*}+\gamma_{2}\right)}, \frac{\gamma_{1}}{\rho_{\infty}^{*}\left(\rho_{\infty}^{*}-\gamma_{1}\right)}\right)
$$

one has for all $i \in \mathcal{I}$

$$
\begin{equation*}
\left|\rho_{\mathfrak{f}, i}^{n+1}-\rho_{\infty}^{*}\right| \leq \gamma_{3} \quad \text { and } \quad\left|\rho_{\mathfrak{g}, i}^{n+1}-\left(\rho_{\infty}^{*}\right)^{-1}\right| \leq \gamma_{4} . \tag{5.20}
\end{equation*}
$$

We are now able to estimate the norm of (5.19). Using the previous estimation (5.20) and setting $\gamma=\max \left(\gamma_{3}, \gamma_{4}\right)$ we obtain

$$
\begin{equation*}
\left\|Q\left(\mathfrak{f}^{n+1}, \mathfrak{g}^{n+1}\right)-L^{\Delta} \widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta} \leq \gamma\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta} . \tag{5.21}
\end{equation*}
$$

Then, by combining this estimate with Lemma 7, we obtain the following dissipation estimate

$$
\begin{equation*}
\frac{1}{2}\left(\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2}-\left\|\widetilde{\mathfrak{F}}^{n}\right\|_{\Delta}^{2}\right) \leq-\Delta t C_{m c}^{*}\left\|\left(I-\Pi^{\Delta}\right) \widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2}+\Delta t \gamma\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2} \tag{5.22}
\end{equation*}
$$

Defining, $\tilde{\mathfrak{h}}:=\tilde{\mathfrak{f}}-\tilde{\mathfrak{g}}$, the rest of the proof unfolds as in the linear setting, except a slight modification on the right hand side of the moment scheme on $J_{\tilde{\mathfrak{h}}}$ :

$$
\begin{align*}
& \frac{u_{\tilde{\mathfrak{h}}, i}^{n+1}-u_{\mathfrak{h}, i}^{n}}{\Delta t}+\left(D_{x}^{c} J_{\tilde{\mathfrak{h}}}^{n+1}\right)_{i}-\frac{\Delta x \lambda}{2}\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) u_{\tilde{\mathfrak{h}}}^{n+1}\right)_{i}=0  \tag{5.23}\\
& \frac{J_{\tilde{\mathfrak{h}}, i}^{n+1}-J_{\tilde{\mathfrak{h}}, i}^{n}}{\Delta t}+\left(D_{x}^{c} S_{\tilde{\mathfrak{h}}}^{n+1}\right)_{i}+D_{0}^{\Delta}\left(D_{x}^{c} u_{\tilde{\mathfrak{h}}}^{n+1}\right)_{i}-\frac{\Delta x \lambda}{2}\left(\left(D_{x}^{+} D_{x}^{-}+D_{x}^{-} D_{x}^{+}\right) J_{\tilde{\mathfrak{h}}}^{n+1}\right)_{i} \\
& \quad=-\left(\left(\rho_{\infty}^{*}\right)^{-1} J_{\tilde{\mathfrak{f}}, i}^{n+1}-\rho_{\infty}^{*} J_{\tilde{\mathfrak{g}}, i}^{n+1}\right)-\left(\left(\rho_{\mathfrak{g}, i}^{n+1}-\left(\rho_{\infty}^{*}\right)^{-1}\right) J_{\tilde{\mathfrak{f}}, i}^{n+1}-\left(\rho_{\mathfrak{f}, i}^{n+1}-\rho_{\infty}^{*}\right) J_{\tilde{\mathfrak{g}}, i}^{n+1}\right) . \tag{5.24}
\end{align*}
$$

Using the bounds (5.20) and the same computations as in the proof of (4.12), one can estimate the norm of the additional term so that

$$
\begin{equation*}
\left\|\left(\rho_{\mathfrak{g}}^{n+1}-\left(\rho_{\infty}^{*}\right)^{-1}\right) J_{\mathfrak{f}}^{n+1}-\left(\rho_{\mathfrak{f}}^{n+1}-\rho_{\infty}^{*}\right) J_{\mathfrak{\mathfrak { g }}}^{n+1}\right\|_{2} \leq \gamma C_{J 1}^{*}\left\|\left(I-\Pi^{\Delta}\right) \widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta} . \tag{5.25}
\end{equation*}
$$

Next, looking at the discrete time derivative of $H_{\delta}^{\Delta}$, the same computations as in the linearized setting lead to the relation

$$
H_{\delta}\left[\widetilde{\mathfrak{F}}^{n+1}\right]-H_{\delta}\left[\widetilde{\mathfrak{F}}^{n}\right] \leq \frac{1}{2}\left(\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2}-\left\|\widetilde{\mathfrak{F}}^{n}\right\|_{\Delta}^{2}\right)+\delta \sum_{k=1}^{4} \tilde{T}_{11 k}^{n}+\delta \tilde{T}_{115}^{n}+\delta \tilde{T}_{12}^{n}
$$

where $\tilde{T}_{11 k}^{n}, k=1, \ldots, 4$ and $\tilde{T}_{12}^{n}$ are defined as $T_{11 k}^{n}, k=1, \ldots, 4$ and $T_{12}^{n}$ in the proof of Proposition 3, replacing $F$ by $\widetilde{\mathfrak{F}}$. The additional term $\tilde{T}_{115}^{n}$ comes from the right-hand side of (5.24) and is given by

$$
\tilde{T}_{115}^{n}=\left\langle\left(\rho_{\mathfrak{g}}^{n+1}-\left(\rho_{\infty}^{*}\right)^{-1}\right) J_{\tilde{\mathfrak{f}}}^{n+1}-\left(\rho_{\mathfrak{f}}^{n+1}-\rho_{\infty}^{*}\right) J_{\tilde{\mathfrak{g}}}^{n+1}, D_{x}^{c} \Phi^{n+1}\right\rangle_{2}
$$

This term can then be estimated using a Cauchy-Schwarz inequality, (5.25) and (4.23), producing a cross-term

$$
\begin{equation*}
\left|\tilde{T}_{115}^{n}\right| \leq \gamma C_{J 1}^{*} C_{P} C_{u}^{*}\left\|\left(I-\Pi^{\Delta}\right) \widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}\left\|\Pi^{\Delta} \widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta} \tag{5.26}
\end{equation*}
$$

Proceeding as in the proof of Proposition 3, choosing an admissible $\delta>0$, we can then establish a similar entropy dissipation as before, but with an additional positive term

$$
\begin{equation*}
H_{\delta}^{\Delta}\left[\widetilde{\mathfrak{F}}^{n+1}\right]-H_{\delta}^{\Delta}\left[\widetilde{\mathfrak{F}}^{n}\right] \leq-\Delta t K_{\delta}\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2}+\Delta t \gamma\left\|\widetilde{\mathfrak{F}}^{n+1}\right\|_{\Delta}^{2} \tag{5.27}
\end{equation*}
$$

Finally, choosing $\gamma$ small enough, that is such that $\gamma<K_{\delta}$, we can conclude the proof as before, using Lemma 11.

## 6. Numerical results

In this section we shall present numerical results for both the linearized and nonlinear schemes we presented and analyzed in the previous sections. We shall do it for a variety of initial data and equilibrium profiles, in order to showcase both the accuracy and the robustness of our approach. Unless stated otherwise, we will always take $v^{*}=12$ and $L=16$ half points in velocity (and have then 32 control volumes in the velocity space) and $N=101$ spatial cells for the torus $[0, \pi]$. Due to the unconditional stability of our implicit approach, we shall take the rather large time step $\Delta t=0.1$ for the linear case. The nonlinear case being more intricated, we shall use an adaptative time stepping to optimize the number of iterations needed in the Newton-Raphson solver for the scheme (3.9)-(3.10). Note that due to the relative simplicity of this method, the Jacobian involved in this solver is exact.
Equilibrium profiles. We shall consider three different equilibrium densities in our upcoming numerical experiments: a classical centered reduced Gaussian

$$
\begin{equation*}
\chi_{\mathcal{M}}(v):=\frac{1}{\sqrt{2 \pi}} e^{-|v|^{2} / 2}, \quad \forall v \in\left[-v^{*}, v^{*}\right] \tag{6.1}
\end{equation*}
$$

a polynomially decaying function

$$
\begin{equation*}
\chi_{\mathcal{P}}(v):=\frac{1}{1+|v|^{4}}, \quad \forall v \in\left[-v^{*}, v^{*}\right] ; \tag{6.2}
\end{equation*}
$$



Figure 1. Test 1. Large time behavior of the linearized scheme, same equilibria $\chi_{\mathcal{P}}$. Snapshots of the densities of the two species at time $t=0,0.8,1.2,1.6,2.5,50$, using the Lax-Friedrichs fluxes (3.11)-(3.12).


Figure 2. Test 1. Large time behavior of the linearized scheme, same equilibria $\chi_{\mathcal{P}}$. Time evolution of the weighted $L^{2}$ norm of the solution $F$ to the linearized problem (3.21)-(3.22) (left) and $L^{2}$ norm of the densities, for three different fluxes function (right).
a polynomially oscillating function

$$
\begin{equation*}
\chi_{\mathcal{O}}(v):=\frac{\cos (\pi v)+1.1}{1+|v|^{6}}, \quad \forall v \in\left[-v^{*}, v^{*}\right] . \tag{6.3}
\end{equation*}
$$

Remark 3. Note that the distribution $\chi_{\mathcal{P}}$ has only bounded moments up to order 3, instead of the 4 needed for Theorem 2 to hold. Nevertheless, we observe in the upcoming numerical experiments that this is not an issue for recovering an exponential decay of our discrete solutions. We infer that this hypothesis is only technical. This is in total agreement with the continuous theorem from [28] where this hypothesis is not required.
6.1. Discrete hypocoercivity of the linearized scheme. Let us start by investigating the hypocoercive behavior of the linear scheme (3.21)-(3.22). We shall compare the three fluxes introduced in Section 3, namely the monotone Lax-Friedrichs (3.11)-(3.12) and upwind (3.19)-(3.20), and the nonmonotone central fluxes (3.17)-(3.18).

Test 1. Large time behavior with the same equilibrium. We first present an experiment where the distributions $\chi_{1}$ and $\chi_{2}$ are both fixed as the heavytailed profile $\chi_{\mathcal{P}}$. We choose as initial data some far from equilibrium distributions given for $x \in[0, \pi]$, $v \in\left[-v^{*}, v^{*}\right]$ by

$$
\left\{\begin{array}{l}
f_{I}(x, v)=\exp \left(-\left((x-\pi / 2)^{2}+v^{2} / 2\right) / 0.2\right) / 0.1  \tag{6.4}\\
g_{I}(x, v)=(1+\cos (4 x)) \exp \left(-\left((x-\pi / 2)^{2}+v^{2} / 2\right) / 0.2\right)
\end{array}\right.
$$

We observe in Figure 1 that the densities associated with $F$ both converge nicely toward the global equilibrium, without spurious oscillations or loss of the global mass difference.


Figure 3. Test 2. Large time behavior of the linearized scheme, different equilibria. Snapshots of the distribution function of each species at time $t=0,0.8,1.2,1.6,2.5,50$, using the Lax-Friedrichs fluxes (3.11)(3.12).

Figure 2 presents the hypocoercive behavior of our numerical methods. We observe on the left part of the figure that the expected exponential decay of the weighted $L^{2}$-norm of the solution $F$ to the linear scheme (3.21)-(3.22) holds. We notice that the rate of decay is independent on the choice of the numerical flux. This is not unexpected, since monotonicity properties were not crucial in our proof of Theorem 2. We shall see in the next subsection that this conclusion is not valid in the nonlinear case, where monotonicity was paramount for obtaining the result.

The right part of the figure illustrates the time evolution of the $L^{2}$-norms of the densities $\rho_{f}$ and $\rho_{g}$. These objects are not expected to decay monotonically whatsoever. We nevertheless observe an exponential decay of the upper envelope of these quantities, which expresses the rapid equilibration of the densities toward the same global mass, a consequence of the global preservation of the mass difference.

Test 2. Large time behavior with different equilibria. Using the same initial datum (6.4) than in the previous test case, we present now simulations of our scheme with $\chi_{1}=\chi_{\mathcal{P}}$ and $\chi_{2}=\chi_{\mathcal{O}}$. The use of the two different equilibrium profiles will enrich the dynamics of this linear problem, showcasing the ability of our approach to deal with multiple species of particles.

Figure 3 presents the isosurfaces in the $(x, v)$-plane of the distribution functions $f+\mathfrak{f}_{\infty}$ and $g+\mathfrak{g}_{\infty}$ at different times, using the Lax-Friedrichs flux (3.11)-(3.12). We observe the expected relaxation of the initial data of each species towards the correct global equilibrium in large time, without any oscillations or loss of the global mass difference.

The left part of Figure 4 presents the large time behavior of the weighted $L^{2}$-norm of $F$, for the three possible choices of flux functions. Once more, we observe the result predicted by Theorem 2 , namely exponential decay of this quantity towards 0 , even with the heavytailed distribution $\chi_{\mathcal{P}}$. The choice of the flux (monotone or not) has no impact on this rate of decay. The right part of this figure presents the time evolution of the $L^{2}$-norms of $\rho_{f}$ and $\rho_{g}$. We observe once more some small oscillations on these quantities, that are not expected to


Figure 4. Test 2. Large time behavior of the linearized scheme, different equilibria. Time evolution of the weighted $L^{2}$ norm of the solution $F$ to the linearized problem (3.21)-(3.22) (left) and $L^{2}$ norm of the densities, for three different fluxes.
decay monotonically. Nevertheless, a rapid exponential-like convergence towards 0 happens also in this more complicated test case.
6.2. Discrete hypocoercivity of the nonlinear scheme. We now present simulations of the full nonlinear scheme (3.9)-(3.10). The numerical parameters are the same than before, except for the time step, that we choose to be adaptive for the sake of stability of the Newton-Raphson solver. The initial time step is set up at $\Delta t=110^{-3}$, and it is iteratively doubled according to the behavior of the solver. Indeed, the Newton-Raphson solver used to update the solution to the scheme may break the global conservation of mass difference between the species for a large time step when the solution is far from equilibrium if its tolerance is too low. Nevertheless, we observe a rapid growth of the time step during the length of the simulation, up to values of order 0.3. Note that during this refinement process, this value always remains smaller than the critical one needed for monotonicity of the LaxFriedrichs flux in Theorem 4, hence enforcing the idea that monotonicity is necessary for discrete hypocoercivity.

## Test 3. Large time behavior with the same equilibrium.

As a first numerical experiment for this nonlinear model we consider a same Gaussian equilibrium $\chi_{\mathcal{M}}$ for both species, and a smooth initial data:

$$
\left\{\begin{array}{l}
f_{I}(x, v)=\chi_{\mathcal{M}}(v) v^{4}(1+\cos (2 x)) \\
g_{I}(x, v)=(1+\cos (4 x)) \exp \left(-\left((x-\pi / 2)^{2}+v^{2} / 2\right) / 0.2\right)
\end{array}\right.
$$

We present in Figure 5 some snapshots of the time evolution of the particle distribution function in the $(x, v)$-phase space, for each species $\mathfrak{f}$ and $\mathfrak{g}$. As in the linear case, we observe a rapid convergence of the far from equilibrium initial data towards the equilibrium distributions $\mathfrak{f}_{\infty}$ and $\mathfrak{g}_{\infty}$, without any spurious oscillations or loss of global mass difference.

Figure 6 illustrates the nonlinear hypocoercivity result established in Theorem 4. It presents the large time behavior of the weighted $L^{2}$-norm of $\mathfrak{F}$, for the three possible choices of flux functions. We observe in that particular numerical experiment a huge departure from the simpler linear setting, as well as a confirmation of the fact that monotone fluxes would be an optimal assumption in that result. Indeed, one can see on that figure that the exponential decay (5.16) of $\left\|\mathfrak{F}^{n}-\mathfrak{F}^{\infty}\right\|_{\Delta}$ occurs only for the monotone Lax-Friedrichs (3.11)-(3.12) and upwind (3.19)-(3.20) fluxes, and not for the nonmonotone centered fluxes. While the former exhibits the expected exponential decay, the latter will saturate at a value which is dictated by the loss of global mass difference induced by the choice of flux.

## Test 4. Large time behavior with different equilibria.

In order to showcase the robustness of our scheme, we finally choose as an initial condition a fully random uniform initial data for both species. Note here that such initial data does not fulfill the bounds needed in Theorem 4 for the result to hold, making them seemingly purely technical. The profiles chosen in this test are the heavytailed $\chi_{1}=\chi_{\mathcal{P}}$ and $\chi_{2}=\chi_{\mathcal{O}}$.


Figure 5. Test 3. Large time behavior of the nonlinear scheme. Snapshots of the distribution function of each species at time $t=0,0.83$, $2.25,3.35,9.67,100$, using the Lax-Friedrichs fluxes (3.11)-(3.12).


Figure 6. Test 3. Large time behavior of the nonlinear scheme. Trends to equilibrium of $\mathfrak{F}$ towards $\mathfrak{F}_{\infty}$ in the weighted $L^{2}$-norm, for the monotone fluxes.


Figure 7. Test 4. Large time behavior of the nonlinear scheme. Snapshots of the distribution function of each species at time $t=0,0.16$, $0.38,0.77,1.66,49.9$, using the Lax-Friedrichs fluxes (3.11)-(3.12).

We present in Figure 7 some snapshots of the time evolution of the particle distribution function in the $(x, v)$-phase space, for each species $\mathfrak{f}$ and $\mathfrak{g}$. We observe again a rapid convergence of the far from equilibrium initial data towards the equilibrium distributions $\mathfrak{f}_{\infty}$ and $\mathfrak{g}_{\infty}$. No spurious oscillations appear with the monotone Lax-Friedrichs fluxes and the global mass difference is preserved up to machine precision in this test.

These observations are confirmed in Figure 8, where we present the time evolution of $\| \mathfrak{F}^{n}-$ $\mathfrak{F}^{\infty} \|_{\Delta}$. Note that this far from equilibrium case is not covered by Theorem 4. Nevertheless, this quantity exhibits a fast exponential decay towards 0 , but only for monotone fluxes. We did not chose to present the case of centered fluxes, because we were not able to have a convergent Newton solver in that particular case. This is certainly due to the loss of mass induced by nonmonotone fluxes with such a singular initial data. This test case hence emphasizes our claim about the nonoptimality of the bounds needed in Theorem 3.

## Acknowledgement

M. Bessemoulin-Chatard benefits from the support of the French government "Investissements d'Avenir" program integrated to France 2030, bearing the following reference ANR-11-LABX-0020-01, and by the ANR Project Muffin (ANR-19-CE46-0004). T. Laidin acknowledges support from Labex CEMPI (ANR-11-LABX-0007-01). T. Rey received funding from the European Union's Horizon Europe research and innovation program under the Marie Sklodowska-Curie Doctoral Network Datahyking (Grant No. 101072546), and is supported by the French government, through the UCA ${ }_{J E D I}$ Investments in the Future project managed by the National Research Agency (ANR) with the reference number ANR-15-IDEX-01.

## References

[1] Addala, L., Dolbeault, J., Li, X., and Tayeb, M. L. $L^{2}$-hypocoercivity and large time asymptotics of the linearized Vlasov-Poisson-Fokker-Planck system. J. Stat. Phys. 184, 1 (2021), Paper No. 4, 34.
[2] Ayi, N., Herda, M., Hivert, H., and Tristani, I. On a structure-preserving numerical method for fractional Fokker-Planck equations. Math. Comput. 92, 340 (2023), 635-693.


Figure 8. Test 4. Large time behavior of the nonlinear scheme. Trends to equilibrium of $\mathfrak{F}$ towards $\mathfrak{F}_{\infty}$ in the weighted $L^{2}$-norm, for the monotone fluxes.
[3] Bensoussan, A., Lions, J. L., and Papanicolaou, G. C. Boundary layers and homogenization of transport processes. Publications of the RIMS 15, 1 (1979), 53-157.
[4] Bessemoulin-Chatard, M., and Filbet, F. A finite volume scheme for nonlinear degenerate parabolic equations. SIAM J. Sci. Comput. 34, 5 (2012), B559-B583.
[5] Bessemoulin-Chatard, M., Herda, M., and Rey, T. Hypocoercivity and diffusion limit of a finite volume scheme for linear kinetic equations. Math. Comput. 89, 323 (2020), 1093-1133.
[6] Blaustein, A., and Filbet, F. A structure and asymptotic preserving scheme for the Vlasov-Poisson-Fokker-Planck model. J. Comput. Phys. 498 (2024), 112693.
[7] Blaustein, A., and Filbet, F. On a discrete framework of hypocoercivity for kinetic equations. Math. Comput. 93, 345 (2024), 163-202.
[8] Bouin, E., Dolbeault, J., Lafleche, L., and Schmeiser, C. Fractional Hypocoercivity. Commun. Math. Phys. 390 (2022), 1369 - 1411.
[9] Bouin, E., Dolbeault, J., Mischler, S., Mouhot, C., and Schmeiser, C. Hypocoercivity without confinement. Pure Appl. Anal. 2, 2 (2020), 203-232.
[10] Bouin, E., Dolbeault, J., and Ziviani, L. $L^{2}$ Hypocoercivity methods for kinetic Fokker-Planck equations with factorised Gibbs states. Preprint arXiv:2304.12040, 2023.
[11] Burger, M., Carrillo, J. A., and Wolfram, M.-T. A mixed finite element method for nonlinear diffusion equations. Kinet. Relat. Mod. 3(1), 1 (2010), 59-83.
[12] Calvez, V., Raoul, G., and Schmeiser, C. Confinement by biased velocity jumps: Aggregation of escherichia coli. Kinet. Relat. Mod. 8, 4 (2015), 651-666.
[13] Chainais-Hillairet, C., and Filbet, F. Asymptotic behaviour of a finite-volume scheme for the transient drift-diffusion model. IMA J. Numer. Anal. 27, 4 (02 2007), 689-716.
[14] Chainais-Hillairet, C., and Herda, M. Large-time behaviour of a family of finite volume schemes for boundary-driven convection-diffusion equations. IMA J. Numer. Anal. 40, 4 (Oct. 2020), 2473-2505.
[15] Crandall, M. G., and Majda, A. Monotone difference approximations for scalar conservation laws. Math. Comput. 34, 149 (1980), 1-21.
[16] Degond, P., Nouri, A., and Schmeiser, C. Macroscopic models for ionization in the presence of strong electric fields. Transport Theory Statist. Phys. 29, 3-5 (2000), 551-561.
[17] Dietert, H., Hérau, F., Hutridurga, H., and Mouhot, C. Trajectorial hypocoercivity and application to control theory. Preprint arXiv:2210.13893, 2022.
[18] Dolbeault, J., Mouhot, C., and Schmeiser, C. Hypocoercivity for linear kinetic equations conserving mass. Trans. Amer. Math. Soc. 367, 6 (2015), 3807-3828.
[19] Dong, Z., Georgoulis, E. H., and Herbert, P. J. A hypocoercivity-exploiting stabilised finite element method for Kolmogorov equation. Preprint arXiv:2401.12921, 2024.
[20] Dujardin, G., Hérau, F., and Lafitte-Godillon, P. Coercivity, hypocoercivity, exponential time decay and simulations for discrete Fokker- Planck equations. Numer. Math. 144 (2018).
[21] Filbet, F., and Herda, M. A finite volume scheme for boundary-driven convection-diffusion equations with relative entropy structure. Numer. Math. (2017).
[22] Filbet, F., Pareschi, L., and Rey, T. On steady-state preserving spectral methods for homogeneous Boltzmann equations. C. R. Acad. Sci. Paris, Ser. I 353, 4 (2015), 309-314.
[23] Georgoulis, E. H. Hypocoercivity-compatible Finite Element Methods for the Long-time Computation of Kolmogorov's Equation. SIAM J. Numer. Anal. 59 (2018), 173-194.
[24] Gosse, L., and Toscani, G. Identification of Asymptotic Decay to Self-Similarity for One-Dimensional Filtration Equations. SIAM J. Numer. Anal. 43, 6 (2006), 2590-2606.
[25] Hérau, F. Introduction to hypocoercive methods and applications for simple linear inhomogeneous kinetic models. In Lectures on the Analysis of Nonlinear Partial Differential Equations, no. MLM 5 in Morning Side Lectures in Mathematics Series. International Press, 2017, pp. 119-147.
[26] Hérau, F., and Nier, F. Isotropic hypoellipticity and trend to the equilibrium for the Fokker- Planck equation with high degree potential. Arch. Rational Mech. Anal. 171, 2 (2004), 151-218.
[27] Hörmander, L. Hypoelliptic second order differential equations. Acta Math. 119 (1967), 147-171.
[28] Neumann, L., and Schmeiser, C. A kinetic reaction model: decay to equilibrium and macroscopic limit. Kinet. Relat. Models 9, 3 (2016), 571-585.
[29] Pareschi, L., and Rey, T. Residual equilibrium schemes for time dependent partial differential equations. Comput. Fluids 156 (2017), 329-342.
[30] Porretta, A., and Zuazua, E. Numerical hypocoercivity for the Kolmogorov equation. Math. Comput. 86 (2017), 97-119.
[31] Temam, R. Navier-Stokes equations. Theory and numerical analysis. 3rd (rev.) ed, vol. 2 of Stud. Math. Appl. Elsevier, Amsterdam, 1984.
[32] Villani, C. Hypocoercivity. Mem. Amer. Math. Soc. (Sept. 2009).


[^0]:    (Marianne Bessemoulin-Chatard) Nantes Université, CNRS, Laboratoire de Mathématiques Jean Leray, LMJL, UMR 6629, F-44000 Nantes, France
    (Tino Laidin) Univ. Lille, CNRS, Inria, UMR 8524 - Laboratoire Paul Painlevé, F-59000 Lille, France
    (Thomas Rey) Université Côte d'Azur, CNRS, LJAD, Parc Valrose, F-06108 Nice, France
    E-mail addresses: marianne.bessemoulin@univ-nantes.fr, tino.laidin@univ-lille.fr, thomas.rey@univ-cotedazur.fr.

    Key words and phrases. kinetic equations, hypocoercivity, maximum principle, finite volume methods, large time behavior.

