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ON A CONJECTURE ON ACM AND ULRICH SHEAVES ON
DEGENERACY LOCI

VLADIMIRO BENEDETTI AND FABIO TANTURRI

Abstract. In this paper we address a conjecture by Kleppe and Miró-Roig stating
that suitable twists by line bundles (on the smooth locus) of the exterior powers of the
normal sheaf of a standard determinantal locus are arithmetically Cohen–Macaulay,
and even Ulrich when the locus is linear determinantal. We do so by providing a very
simple locally free resolution of such sheaves obtained through the so-called Weyman’s
Geometric Method.

1. Introduction

Ulrich sheaves have been raising interest and attention in the past years since
[ES03]. In this paper it was conjectured that these sheaves, which are a special class of
arithmetically Cohen–Macaulay (aCM) sheaves, exist on any projective variety. The
existence of such sheaves on a variety has very interesting consequences both from an
algebraic and a geometrical point of view. For instance, it was shown in [ES11] that it
implies that the cone of possible cohomology tables of coherent sheaves on the variety
is the same as the one for projective spaces.

From a more geometrical point of view, Ulrich sheaves are related to the existence of
certain presentations of the equations of a projective variety. In [Bea00] it was shown
that a hypersurface {F = 0} inside Pn admits an Ulrich sheaf if and only if a power
of the equation F of the hypersurface can be written as the determinant of a suitable
linear matrix; combined with the conjecture in [ES03], this says that any hypersurface
is, modulo some power, determinantal. We believe that this result may extend beyond
the case of determinantal hypersurfaces to degeneracy loci, as hinted by Proposition 2.2.

Since [ES03], much work has focused on constructing Ulrich sheaves on various classes
of projective varieties. The case of hypersurfaces, and more generally of complete
intersections, was dealt with in [HUB91], where it was shown that smooth complete
intersections admit Ulrich bundles. Then various authors have been constructing
Ulrich sheaves on low dimensional varieties (see for instance [ACMR18, CFK23]) or
on homogeneous varieties ([CMR15, CCH+17, CJ17, LP21]). In particular, for this
last class, when restricting to completely reducible homogeneous bundles, one can
even classify both aCM and Ulrich sheaves via combinatorial data (aCM sheaves on
projective spaces were first classified in [Hor64] without any homogeneity assumption).

When looking for Ulrich sheaves, one may wonder whether well-known sheaves
such as the tangent or cotangent bundle, and the normal or conormal bundle of
a given variety are Ulrich. This question was essentially answered in a series of
papers ([BMPMT23, Lop22, LR23, ACLR23]) by classifying those varieties for which
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2 V. BENEDETTI AND F. TANTURRI

the mentioned bundles are Ulrich. In this classification a special role is played by
degeneracy loci of morphisms of vector bundles.

Given a morphism of vector bundles s : E → F on a variety X, one defines the r-th
degeneracy locus of s as the subvariety Dr(s) := {x ∈ X | rank(s(x)) ≤ r}. These loci
have been studied both in commutative algebra and in algebraic geometry. The main
results in the context of Ulrich sheaves on degeneracy loci are contained in [KMR16].
In this technically advanced paper it was shown for instance that, when X = Pn,
r = min(rank(E), rank(F ))− 1 and Dr(s) is of the expected dimension:

i) if the matrix defining s has polynomial entries, then a suitable twist of the
normal bundle NDr(s)/X of Dr(s) inside X is aCM;

ii) if moreover the entries are linear, a suitable twist of NDr(s)/X is Ulrich and
µ-semistable.

In the above, the twist is meant to be “twist by a line bundle on the smooth locus”.
In the same paper, the authors conjectured that a similar behaviour should occur for
the exterior powers of the normal bundle. The conjecture was motivated by the case of
NDr(s)/X and by further numerical evidence. Our aim is to answer to that conjecture in
a positive way (as a consequence of the results in Section 4.3, see also Remark 4.12).

Theorem (Theorem A). Let X = Pn, r = min(rank(E), rank(F ))− 1 and Dr(s) be of
expected pure dimension. Then for any j = 0, . . . , codimX(Dr(s)) there exist sheaves
Wj which coincide on the smooth locus with ∧jNDr(s)/X up to a line bundle, such that

i) if the matrix defining s has polynomial entries, then Wj is aCM for j =
0, . . . , codimX(Dr(s));

ii) if moreover the entries are linear, a suitable twist of Wj is Ulrich and µ-semistable
for j = 0, . . . , codimX(Dr(s)).

We obtain this result in a uniform way, by constructing a locally free minimal
resolution of suitable Wj. This is done by using the so-called Weyman’s Geometric
Method, which allows us to construct a locally free resolution on a very natural resolution
of singularities of Dr(s), known as Kempf collapsing; then, this locally free resolution
is pushed forward to obtain a locally free resolution of the required sheaves Wj (see
Theorem 4.5 and Theorem 3.2, which is the corresponding universal affine version).
More specifically, we prove the following

Theorem (Theorem B). Let E1, E2 be vector bundles of rank n,m on a Cohen–Macaulay
scheme X, r = n−1 and s ∈ H0(E∨

1 ⊗E2) a global section such that Dr(s) has expected
pure dimension (i.e. pure codimension m− r), then we obtain a locally free resolution

0 −→ E j
• −→ Wj := Symm−r−j K(s)⊗ ∧j coker(s) −→ 0,

where, for 0 ≤ u ≤ m− r,

E j
−u =

⊕
λ∈Ij ,|λ|=u+r(m−r−j)−j

c̃µjλS
µt

E1 ⊗ Sλ̃E∨
2 .

Here by K(s) we mean the cokernel of s∨ : F∨ → E∨, and by coker(s) the cokernel
of s, knowing that n ≤ m. S• denotes the plethysm associated to the weight •; µt is
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the transpose of the weight µ, |µ| is the norm of µ, while the meaning of λ̃ is explained
in Section 3.1. The coefficients c̃µjλ are defined in Section 3.1 as well as the set Ij. By
Proposition 4.2 the sheaf Symm−r−j K(s)⊗ ∧j coker(s), when restricted to the smooth
locus, is a twist of the j-th exterior power of the normal bundle of Dr(s) inside X.

The plan of the paper is as follows. In Section 2 we recall basic facts about Ulrich
sheaves, representation theory, homogeneous geometry and multilinear algebra. In
Section 3 we recall Weyman’s Geometric Method and apply it to obtain the universal
affine version of Theorem B. Then, in Section 4, we apply this result to degeneracy loci
to obtain Theorem B. Finally, in Section 4.3 we deduce some applications, namely the
results summarised in Theorem A.

Acknowledgments. This paper issued from discussions started in the Będlewo confer-
ence Explicit Algebraic Geometry. We thank Angelo Felice Lopez for giving an inspiring
talk during the conference, and Jan O. Kleppe for very useful explanations about
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constructive approach - Programma nazionale per la Ricerca (PNR) DM 737/2021.

2. A few preliminaries

In this section we recall the definition of arithmetically Cohen–Macaulay and Ulrich
sheaves. Then we will recall some classical results about representation theory, in
particular formulas for exterior powers of tensor products and tensor product by
exterior powers of a vector space, and a very powerful tool in the study of homogeneous
varieties which is Bott–Borel–Weyl Theorem. We end the section with some general
lemmas on multilinear algebra.

2.1. ACM and Ulrich sheaves. Let us begin with some preliminary definitions. Let
X ⊂ PN be a projective scheme and let E be a coherent sheaf on X. The sheaf E is
said to be locally Cohen–Macaulay if depthEx = dimOX,x for all (closed) points x ∈ X.
It is said to be arithmetically Cohen–Macaulay (denoted by aCM in the following) if it
is locally Cohen–Macaulay and satisfies

H i(X,E(t)) = 0 for all t and i = 1, . . . , dimX − 1.

E is said to be initialized if H0(E) ̸= 0 but H0(E(−1)) = 0. An Ulrich sheaf is an
initialized aCM sheaf having the maximum possible number of global sections, i.e.,
h0(E) = deg(X) rank(E).

In what follows, we will often identify a sheaf E on X ⊂ PN with i∗E, where
i : X → Pn denotes the inclusion. Ulrich sheaves can be equivalently characterised in
several ways:
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Theorem 2.1 ([ES03], Proposition 2.1). Let E be a coherent, n-dimensional sheaf
on PN supported on a positive-dimensional scheme X. The following conditions are
equivalent:

(i) E is Ulrich.
(ii) E admits a linear OPN -resolution of the form

0 −→ OPN (−N + n)aN−n −→ . . . −→ OPN (−1)a1 −→ Oa0
PN −→ E −→ 0.

(iii) H i(E(−i)) = 0 for i > 0 and H i(E(−i− 1)) = 0 for i < n.
(iv) For some (resp. all) finite linear projections π : X → Pn, the sheaf π∗E is the

trivial sheaf Ot
Pn for some t.

This simple result shows how degeneracy loci are intertwined with Ulrich sheaves.

Proposition 2.2. Let X ⊂ PN be a codimension c, degree d subvariety, and let E be
an Ulrich sheaf of rank r on X. Then X is cut out set-theoretically by the maximal
minors of a cdr × dr matrix of linear forms.

Proof. Since E is Ulrich, there exists a linear resolution of E as in Theorem 2.1. By
[ES03], the ranks ai of the terms in the resolution are determined by the degree of E,
which is dr, hence the resolution has the following form

0 −→ OPN (−c)dr −→ · · · −→ OPN (−1)cdr −→ Odr
PN −→ E −→ 0.

The sheaf E is supported on X and it is the cokernel of the morphism O(−1)cdr → Odr

of the resolution. In particular, its set-theoretical support is the locus where this
morphism has rank at most dr − 1. □

In what follows, we will always assume that all schemes are projective.

2.2. Technical tools from representation theory. If V is a vector space and λ a
non-increasing sequence of integers, we denote by SλV the Schur functor applied to
V . For instance S(p) = Symp V and S(1k)V = ∧kV . Since this is the only case we will
need later on, we restrict ourselves to the following hypothesis: r = n− 1; also recall
that n ≤ m by hypothesis. The three technical ingredients of the following sections
are Bott–Borel–Weil Theorem and a decomposition of the exterior powers of a tensor
product and of the tensor product of particular Schur functors. Before going on let us
recall how these tools work.

Remark 2.3 (Bott–Borel–Weil Theorem). Later on we will need to compute the
cohomology groups of homogeneous bundles over the Grassmannian Gr(r,m). We
will use Bott–Borel–Weil Theorem to do so. We will adopt a notation ad hoc: a
homogeneous vector bundle U on Gr(r,m) will be denoted by a sequence of in-
tegers [µm, µm−1, · · · , µm−r+1;µm−r, · · · , µ1] with µm ≥ · · · ≥ µm−r+1 and µm−r ≥
· · · ≥ µ1, where the sequence µ corresponds to the dual of the highest weight of
the SL(r) × SL(m − r) ⋊ C∗-representation defined by the fibres of U . For instance
U = [0, · · · , 0,−1; 0, · · · , 0], O(−1) = [a, · · · , a; a + 1, · · · , a + 1] for any integer a,
U∨ = [1, 0, · · · , 0], Q = [0, · · · , 0; 0, · · · ,−1], Q∨ = [0, · · · , 0; 1, · · · , 0]. In general the
bundle SµU∨ ⊗ SνQ∨ obtained by applying the Schur functors Sµ and Sν corresponds
to the weight [µ; ν].
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Let us also denote by δ := [m,m − 1, · · · , 1]. Then Bott–Borel–Weil Theorem
states that a bundle [µ] has cohomology in degree l if and only if l is the length of the
permutation σ such that σ(µ+δ) is a strictly decreasing sequence. If such a permutation
exists (i.e. µi + δi ̸= µj + δj for any i ̸= j) then H l(Gr(r,m), [µ]) = Sσ(µ+δ)−δ(Cm)∨.

Remark 2.4 (Exterior power of a tensor product). Recall the decomposition of the
exterior power of a tensor product. Indeed, if A,B are two vector spaces then ∧p(A⊗B)
decomposes in a direct sum of vector spaces as follows:

∧p(A⊗B) =
⊕
|µ|=p

SµA⊗ Sµt

B,

where |µ| =
∑

i µi and µt is the non-increasing sequence corresponding to a Young
diagram which is dual to that of µ. This is a consequence of the Littlewood–Richardson
rule (see [FH91, Exercise 6.11]). Notice that this formula when A is one-dimensional
yields the well-known formula ∧p(A⊗B) = A⊗p ⊗ ∧pB because all other terms vanish.
Notice more generally that in the formula above one can consider only weights µ such
that µdim(A)+1 = 0 and µ1 ≤ dim(B) otherwise either SµA or Sµt

B vanish. Clearly
when A and B are representations of a reductive group, the formula above respects the
decomposition in irreducible representations.

Remark 2.5 (Tensor product by exterior power). Let λ = [λm−r ≥ · · · ≥ λ1] be an
integer sequence, 0 ≤ j ≤ m − r and A a (m − r)-dimensional vector space. Let us
denote by cµjλ the coefficients appearing in the decomposition

(1) SλA⊗ ∧jA =
⊕

|µ|=|λ|+j

cµjλS
µA.

It turns out from the Littlewood–Richardson rule that cµjλ is either equal to 0 or 1. All
weights µ for which cµjλ = 1 are recovered as follows from λ. Denote by Yλ (respectively
Yµ) the Young diagram of λ (resp. µ). Recall that Yλ is a diagram with m− r columns
and λi boxes in the i-th column (column indexes decrease towards the right, so that Yλ
has a staircase shape decreasing towards the right). Then cµjλ = 1 if and only if Yµ is
obtained from Yλ by adding j boxes so that

− the new diagram has a staircase shape decreasing towards the right;
− no two added boxes are one above the other.

We will use this rule even with weights λ such that λ1 < 0. In this case apply the rule
to λ′ = λ+ [λ1, · · · , λ1] in order to obtain coefficients cµ

′

jλ′ ; then use (1) by noticing that
cµjλ = cµ

′

jλ′ when µ = µ′ − [λ1, · · · , λ1].

2.3. Some multilinear algebra. Let us consider an exact sequence of modules over a
ring R:

M
φ−→ N −→ cokerφ −→ 0.

We can construct N⊗k and its quotients ∧kN and SymkN . By the right exactness of
the tensor product we have for each k ≥ 1 an induced exact sequence

M ⊗N⊗k−1 φ1
k−→ N⊗k −→ cokerφ⊗N⊗k−1 −→ 0;
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we also obtain analogous exact sequences φi
k for 1 ≤ i ≤ k by exchanging the order of

the factors of the tensor product. We have two natural quotient maps ∧ : N⊗k → ∧kN
and • : N⊗k → SymkN . We will denote by ∧k−1N ∧M the image of the composition
∧ ◦ (

∑
i φ

i
k); we will denote by Symk−1N ·M the image of the composition • ◦ (

∑
i φ

i
k).

Lemma 2.6. The image of ∧◦φ1
k is equal to ∧k−1N ∧M . The image of • ◦φ1

k is equal
to Symk−1N ·M .
Proof. For both statements, we just need to show that an element of the form n1 ⊗
n2 ⊗ . . . ⊗ nk such that nj = φ(m) for some j and some m ∈ M represents the
same (respectively skew-symmetric or symmetric) equivalence class of an element
φ(m′)⊗n′

2⊗ . . .⊗n′
k for some m′ ∈M,n′

i ∈ N . For the first statement we observe that

(φ(m) + n1)⊗ n2 ⊗ . . .⊗ nj−1 ⊗ (φ(m) + n1)⊗ nj+1 ⊗ . . .⊗ nk =

= φ(m)⊗ n2 ⊗ . . .⊗ nj−1 ⊗ φ(m)⊗ nj+1 ⊗ . . .⊗ nk+

+ n1 ⊗ n2 ⊗ . . .⊗ nj−1 ⊗ n1 ⊗ nj+1 ⊗ . . .⊗ nk+

+ φ(m)⊗ n2 ⊗ . . .⊗ nj−1 ⊗ n1 ⊗ nj+1 ⊗ . . .⊗ nk+

+ n1 ⊗ n2 ⊗ . . .⊗ nj−1 ⊗ φ(m)⊗ nj+1 ⊗ . . .⊗ nk;

since the first two summands and the LHS of the equality correspond to tensors with
repetitions, we conclude by choosing m′ = −m,ni = n′

i for any 2 ≤ i ̸= j and n′
j = n1.

Since (n1 ⊗ n2 ⊗ · · · ⊗ nk)− (nj ⊗ n2 ⊗ · · · ⊗ nj−1 ⊗ n1 ⊗ nj+1 ⊗ · · · ⊗ nk) represents
the zero class inside the symmetric product, for the second statement we simply choose
m′ = m,ni = n′

i for any 2 ≤ i ̸= j and n′
j = n1. □

The following lemma is well-known for vector spaces and vector bundles. For the
sake of completeness we provide here a proof for modules over a ring.
Lemma 2.7. Any short exact sequence of modules over a ring

M
φ−→ N −→ cokerφ −→ 0

induces, for any k ∈ N, k ≥ 2 an exact sequence
∧k−1N ∧M −→ ∧kN −→ ∧k cokerφ −→ 0.

Proof. Let C := cokerφ. By definition the module ∧kC is the quotient of C⊗k by
the submodule generated by tensors with repetitions. We have a naturally induced
map N⊗k → C⊗k, whose kernel is Im(

∑
i φ

i
k), see e.g. [Bou98, II, §3.6, Proposition 6];

composing it with the projection onto ∧kC we get an alternating map which factorizes
via N⊗k → ∧kN , yielding a map ∧kN → ∧kC. We have the following commutative
diagram

0 // Im(
∑

i φ
i
k)

// N⊗k //

∧
��

C⊗k //

��

0

∧kN

��

// ∧kC

��

// 0

0 0
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and it straightforward to see that the kernel of ∧kN → ∧kC is ∧k−1N ∧M . □

Lemma 2.8. Any short exact sequence of modules over a ring

M
φ−→ N −→ cokerφ −→ 0

induces, for any k ∈ N, k ≥ 2 an exact sequence
Symk−1N ·M −→ SymkN −→ Symk cokerφ −→ 0.

Proof. We argue as in the proof of Lemma 2.7 by looking at the commutative diagram

0 // Im(
∑

i φ
i
k)

// N⊗k //

•
��

C⊗k //

��

0

SymkN

��

// Symk C

��

// 0

0 0 □

3. Some resolutions on determinantal varieties of minimal corank

The goal of this section is to obtain Theorem 3.2, which is the universal affine
version of Theorem B. In order to do so, we recall the Geometric Method, as it is
presented in [Wey03], and we use it to obtain locally free resolutions of certain sheaves
on determinantal varieties. The description of these sheaves in terms of canonical
sheaves on determinantal varieties will be given in Proposition 3.7, and a special case is
described in Section 3.3. This constitutes the technical heart of the paper.

3.1. Kempf collapsings and the Geometric Method. Let Mm,n be the space of
m×n matrices seen as an affine variety, with m ≥ n. For any r ≤ n the space Yr ⊂Mm,n

of matrices of rank at most r is a codimension (m− r)(n− r) affine subvariety of Mm,n,
singular along Yr−1, usually referred to as determinantal variety. Notice that this is not
the same as (standard or linear) determinantal loci, that we will define in Section 4.3.

The variety Yr admits a resolution of singularities provided by the total space of a
vector bundle over an algebraic variety: this is an instance of a particular situation known
as Kempf collapsing (see [Kem76]). Thinking of the elements of Mm,n as maps (Cn)∨ ⊗
Cm, on the Grassmannian Gr(r,Cm) we consider the vector bundle (Cn)∨⊗U = Un. Its
total space Tot(Un) can be thought of as a subvariety of Tot(Omn

Gr(r,m))
∼= Mm,n×Gr(r,m).

We are in the following situation:

(2) Tot(Un)� u

((

p

**

q

$$

Mm,n ×Gr(r,m)
p̃
//

q̃

��

Gr(r,m)

Mm,n
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A point Vm ⊂ Cm should be thought of as an m-dimensional space containing the
image of a matrix, and a point in Tot(Un) over Vm ⊂ Cm should be thought of as the
choice of the images of a basis in Cn.

Let us denote by ξ := Omn
Gr(r,m)/Un = Qn and by e := rank(ξ) = n(m− r). Following

[Wey03, Chapter 5], there exists a Koszul complex of the form

(3) 0 −→ ∧eξ∨ ⊗OMm,n×Gr(r,m) −→ ∧e−1ξ∨ ⊗OMm,n×Gr(r,m) −→ · · · −→
−→ ξ∨ ⊗OMm,n×Gr(r,m) −→ OMm,n×Gr(r,m) −→ 0,

exact everywhere but in the last step, providing an OMm,n×Gr(r,m)-locally free resolution
of OTot(Un).

Weyman’s Geometric Method ([Wey03]) consists in computing various OMm,n-locally
free resolutions of sheaves on Yr as pushforwards via q̃ of the Koszul complex (3) twisted
by the pullback of suitable sheaves on Gr(r,m). Let us be more precise. We will be
interested in the coherent sheaves q̃∗(p̃∗(Wj)⊗OTot(Un)) on Yr for

Wj := det(U)m−r−j ⊗ ∧jQ, 0 ≤ j ≤ m− r.

By computing the pushforward q̃∗ of the Koszul complex (3) twisted by p̃∗(Wj) we
will be able to construct a complex FWj

• : · · · → FWj

−1 → FWj

0 → FWj

1 → · · · whose
terms are of the form:

FWj
u :=

⊕
l−p=u

H l(Gr(r,m),∧pξ∨ ⊗Wj)⊗OMm,n(−p),

where OMm,n(−p) is a trivial twist on the affine space Mm,n which corresponds to the
p-th twisted tautological bundle on P(Mm,n). The meaning of the twist is essentially
the following: a morphism ϕ : W ⊗OMm,n(−i) → V ⊗OMm,n(j), where V,W are vector
spaces, is given by an element
ϕ ∈ W∨ ⊗ V ⊗ Symj+i(M∨

m,n) ⊂ W∨ ⊗ V ⊗ Sym(M∨
m,n) = W∨ ⊗ V ⊗ Γ∗(Mm,n,OMm,n).

3.2. Pushforward of Wj. In this section we want to study the pushforward to Yr of
the vector bundle Wj := det(U)m−r−j ⊗ ∧jQ for 0 ≤ j ≤ m− r and r = n− 1. Let us
denote by

Ij := {λ = [λm−r ≥ · · · ≥ λ1] | n ≥ λm−r, λj+1 ≥ r, 0 ≥ λj, λ1 ≥ −1}.
Let us also define

c̃µjλ :=

{
0 if µ1 < 0

cµjλ if µ1 ≥ 0

and
λ̃ := [λm−r − r, · · · , λj+1 − r, 0r, λj, · · · , λ1],

where the coefficients cµjλ are defined in (1).

Proposition 3.1. Let n ≤ m, r = n− 1 and c = m− r = codimMm,n Yr; then FWj
u = 0

for u > 0 and u < −m+ r. For 0 ≤ u ≤ m− r we have the following isomorphisms:

FWj

−u =
⊕

λ∈Ij ,|λ|=u+r(m−r−j)−j

c̃µjλS
µtCn ⊗ Sλ̃(Cm)∨ ⊗O(−u− r(m− r − j)).
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Proof. We need to compute the cohomology groups of the bundle

∧pξ∨ ⊗Wj = ∧p(Cn ⊗Q∨)⊗ ∧jQ(−m+ r + j)

over the Grassmannian Gr(r,m). By applying the formula for the exterior power of a
tensor product to ∧pξ∨ we obtain that ∧p(Cn ⊗Q∨) = ∧p(Cn ⊗ [0, · · · , 0; 1, · · · , 0]) is
given by a direct sum of terms of the form SµtCn⊗ [0, · · · , 0;µm−r, · · · , µ1] with

∑
i µi =

p, n ≥ µm−r ≥ · · · ≥ µ1 ≥ 0. When we tensor each of these terms by ∧jQ(−m+r+j) we
obtain a direct sum of terms of the form SµtCn⊗[−m+r+j, · · · ,−m+r+j;λm−r, · · · , λ1]
where λ is a decreasing sequence of integers with each integer λi equal to µi except for j
indexes ι1, · · · , ιj for which λι1 = µι1−1, · · · , λιj = µιj−1. Notice that 0 ≤ p ≤ n(m−r).

In order to compute the cohomology, let us add δ to our sequence to obtain [r +
j, r + j − 1, · · · , j + 1;λm−r +m− r, · · · , λ1 + 1]. The terms which will contribute to
the cohomology are those such that {λm−r +m − r, · · · , λ1 + 1} ∩ [j + 1, r + j] = ∅.
Thus λj+1 ≥ n − 1 and either λj ≥ n or λj ≤ 0. The first case is not possible
because otherwise we would obtain λm−r = · · · = λj = n and λj−1, · · · , λ1 ≥ −1;
this implies that µm−r = n + 1 which is not allowed since then SµtCn = 0. So we
deduce that 0 ≥ λj ≥ · · · ≥ λ1 ≥ −1. In all cases the permutation that transforms
[r+ j, r+ j − 1, · · · , j +1;λm−r +m− r, · · · , λ1 +1] into a strictly decreasing sequence
has length r(m− r− j), so the cohomology is concentrated in degree r(m− r− j). Let
us find all terms which give a non-trivial cohomology group.

In order to conclude, first notice that λ belongs to Ij (the fact that λm−r ≤ n is
once more a consequence of the fact that otherwise SµtCn = 0). Then we want to
recover all µ’s such that SλQ∨ ⊂ SµQ∨ ⊗ ∧jQ with the extra condition that µ1 ≥ 0.
However this is the same as asking both that SµQ ⊂ SλQ⊗∧jQ and µ1 ≥ 0. These two
conditions are encoded in the fact that c̃µjλ ̸= 0, which is the same as c̃µjλ = 1. Finally one
easily sees that the cohomology of [−m+ r+ j, · · · ,−m+ r+ j;λm−r, · · · , λ1] over the
Grassmannian is equal to S(λm−r−r,··· ,λj+1−r,0r,λj ,··· ,λ1)(Cm)∨ by applying Bott–Borel–Weil
Theorem. □

Theorem 3.2. Let r = n− 1; then the complex

0 −→ FWj
• −→ q∗p

∗Wj −→ 0

is exact and GL(m)×GL(n)-equivariant.

Proof. The projection q : Tot(Un) → Yr is birational. Then we can apply [Wey03,
Theorem 5.1.2]. Since FWj

u = 0 for u > 0 by Proposition 3.1 then the complex FWj
• is

left exact and resolves q∗p∗Wj . Since all constructions are GL(m)×GL(n)-equivariant,
the same holds for FWj

• by [Wey03, Theorem 5.4.1]. □

In particular, the first two terms of the complex FWj
• are given by:

FWj

0 = OMm,n(−r(m− r − j))⊗ det(Cn)m−r−j ⊗ Hom(Symm−r−j Cn,∧jCm);
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FWj

−1 = OMm,n(−r(m− r − j)− 1)⊗ det(Cn)m−r−j⊗[
Hom(Symm−r−j−1Cn,∧j−1Cm)⊕

⊕ Hom(S(m−r−j,0n−2,−1)Cn,∧j−1Cm)⊕

⊕ Hom(Symm−r−j−1Cn, S(1j ,0m−j−1,−1)Cm)
]
.

(4)

Notice that
Hom(Symm−r−j Cn,Cn) = Symm−r−j(Cn)∨ ⊗ Cn

= Symm−r−j−1(Cn)∨ ⊕ S(m−r−j,0n−2,−1)(Cn)∨
(5)

and

(6) Hom(Cm,∧jCm) = (Cm)∨ ⊗ ∧jCm = ∧j−1Cm ⊕ S(1j ,0m−j−1,−1)Cm.

Let us denote by d1 : F
Wj

−1 → FWj

0 . In what follows we will repeatedly use the fact that
two sheaves are isomorphic if there exists a morphism which induces an isomorphism at
each stalk. We want to precisely identify what q∗(p̃∗(Wj)⊗OTot(Un)) is. We will follow
three steps, summarised in the following

Strategy 3.3. i) show that FWj

−1 = L ⊗ [(Aj ⊕ Bj)/Cj] for three (locally free)
GL(m)×GL(n)-equivariant sheaves Aj,Bj, Cj, and a line bundle L (Lemma 3.4);

ii) show that there exists a GL(m)×GL(n)-invariant morphism d̃1
j
: Aj ⊕ Bj →

FWj

0 ⊗ L−1, of which we understand what the cokernel is (Lemma 3.5);
iii) show that the kernel of d̃1

j
is Cj and the induced morphism on the quotient is dj1

(Lemma 3.6).

From these we will obtain an explicit description of q∗(p̃∗(Wj)⊗OTot(Un)) in terms of
particular sheaves on the affine space Mm,n

∼= Hom(Cn,Cm), which we now introduce.
Recall that, by definition of affine variety, H0(Mm,n,OMm,n) = Sym(Hom(Cn,Cm)∨).
This space of sections has a natural grading which, as mentioned above, allows us to
define trivial twists OMm,n(i) of the structure sheaf OMm,n ; the space of sections of such
twists is

H0(Mm,n,OMm,n(i)) = Symi(Hom(Cn,Cm)∨).

Let us define the tautological morphism tId : Cn ⊗OMm,n(−1) → Cm ⊗OMm,n as the
morphism associated to

IdHom(Cn,Cm) ∈ End(Hom(Cn,Cm)) = Sym1(Hom(Cn,Cm)∨)⊗Hom(Cn,Cm).

The restriction (tId)f of tId over a fibre f ∈Mm,n is tautologically given by f : Cn → Cm.
We will denote by coKer the cokernel sheaf of tId. Notice that the kernel of tId is a
torsion-free sheaf which is generically zero, so it vanishes; thus we have an exact sequence
of OMm,n-sheaves:

(7) 0 −→ Cn ⊗OMm,n −→ Cm ⊗OMm,n −→ coKer −→ 0.
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Similarly, from the dual morphism t∨Id we can define a sheaf K which satisfies the
following exact sequence:
(8) 0 −→ coKer∨ −→ Cm∨ ⊗OMm,n −→ Cn∨ ⊗OMm,n −→ K −→ 0,

where coKer∨ = HomOMm,n
(coKer,OMm,n) and K = Ext1OMm,n

(coKer,OMm,n).
Having introduced coKer and K, we are ready to go on with Strategy 3.3.

Lemma 3.4. FWj

−1 admits the following GL(m)×GL(n)-equivariant description:

FWj

−1 = OMm,n(−r(m− r − j))⊗ det(Cn)m−r−j ⊗ (Aj ⊕ Bj/Cj),
where

Aj := Symm−r−j(Cn)∨ ⊗ Cn ⊗ ∧j−1Cm(−1),

Bj := Symm−r−j−1(Cn)∨ ⊗ (Cm)∨ ⊗ ∧jCm(−1),

Cj := Symm−r−j−1(Cn)∨ ⊗ ∧j−1Cm(−1).

Proof. It is sufficient to decompose Aj and Bj in GL(m) × GL(n)-representations as
it is done in (5) and (6), and compare (Aj ⊕ Bj)/Cj with (4). Notice that Cj appears
once in both the decomposition of Aj and Bj. □

Let us denote by

Dj := FWj

0 ⊗OMm,n(r(m− r− j))⊗det(Cn)r+j−m = Symm−r−j(Cn)∨⊗∧jCm⊗OMm,n .

The tautological map tId and the skew-symmetrising morphism ∧j−1Cm ⊗Cm → ∧jCm

induce a natural morphism d̃1
j

A : Aj → Dj; similarly, the dual tautological map t∨Id
and the symmetrising morphism Symm−r−j−1(Cn)∨ ⊗ (Cn)∨ → Symm−r−j(Cn)∨ induce
a natural morphism d̃1

j

B : Bj → Dj. Let us define d̃1
j
:= d̃1

j

A ⊕ d̃1
j

B.

Lemma 3.5. There exists an exact sequence

Aj ⊕ Bj
d̃1

j

−→ Dj −→ Symm−r−j K ⊗ ∧j coKer −→ 0.

Proof. Let us decompose the morphism

d̃1
j

A : Symm−r−j(Cn)∨ ⊗ Cn ⊗ ∧j−1Cm(−1) −→ Symm−r−j(Cn)∨ ⊗ ∧jCm.

This is just the composition of the tautological morphism tId tensored by the map
IdSymm−r−j(Cn)∨⊗∧j−1Cm , followed by the natural projection induced by ∧j−1Cm ⊗Cm →
∧jCm:

Aj
tId⊗Id−→ Symm−r−j(Cn)∨ ⊗ ∧j−1Cm ⊗ Cm −→ Dj.

Since Symm−r−j(Cn)∨ ⊗ ∧j−1CmO is locally free, by tensoring (7) with this sheaf we
have an exact sequence
Aj −→ Symm−r−j(Cn)∨ ⊗ ∧j−1Cm ⊗ Cm −→ Symm−r−j(Cn)∨ ⊗ ∧j−1Cm ⊗ coKer;

equivalently, d̃1
j

A(Aj) = Symm−r−j(Cn)∨ ⊗ ∧j−1Cm ⊗ tId(Cn). Then, by applying both
Lemmas 2.6 and 2.7 we obtain an exact sequence
(9) Aj −→ Dj −→ Symm−r−j(Cn)∨ ⊗ ∧j coKer −→ 0,
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which in turn is equivalent to the fact that d̃1
j

A(Aj) = Symm−n−j(Cn)∨ ⊗ (∧j−1Cm ∧
tId(Cn)).

Mutatis mutandis, a similar argument applies for d̃1
j

B, this time by using t∨Id : (Cm)∨ →
(Cn)∨ and by applying Lemmas 2.6 and 2.8; we obtain thus an exact sequence

(10) Bj −→ Dj −→ Symm−r−j K ⊗ ∧jCm,

which in turn is equivalent to d̃1
j

B(Bj) = (Symm−r−j−1(Cn)∨ · t∨Id(Cm)∨)⊗ ∧jCm.
By [Bou98, II, §3.6, Proposition 6], the tensor product of the two exact sequences (9)

and (10) induces the exact sequence stated in the lemma. □

Lemma 3.6. The kernel of d̃1
j

is Cj; moreover, dj1 = (d̃1
j

mod Cj).

Proof. First notice that Aj⊕Bj/Cj is the direct sum of three GL(m)×GL(n)-equivariant
sheaves which are the tensor product of OMm,n(−1) with three GL(m) × GL(n)-
representations E1, E2, E3, where

E1 = S(m−r−j,0n−2,−1)(Cn)∨ ⊗ ∧j−1Cm,

E2 = Symm−r−j−1(Cn)∨ ⊗ ∧j−1Cm,

E3 = Symm−r−j−1(Cn)∨ ⊗ S(1j ,0m−j−1,−1)Cm.

Moreover, for each i = 1, 2, 3, there exists a unique non-zero GL(m)×GL(n)-equivariant
morphism Ei ⊗Mm,n → Dj := Symm−r−j(Cn)∨ ⊗ ∧jCm. The restriction of dj1 to each
factor Ei ⊗ OMm,n(−1) is non-zero since otherwise Ei ⊗ OMm,n(−1) ⊂ ker(dj1) and it
would appear as a factor of FWj

−2 ⊗OMm,n(r(m− r − j))⊗ det(Cn)r+j−m; however, this
sheaf is a direct sum of factors all isomorphic to OMm,n(−2), so this is not possible.
Thus dj1 is the unique non-zero GL(m)×GL(n)-equivariant morphism FWj

−1 → FWj

0 .
Now notice that

Cj ∼= E2 ⊗OMm,n(−1), Aj = (E1 ⊕ E2)⊗OMm,n(−1)

and
Bj = (E2 ⊕ E3)⊗OMm,n(−1).

As it turns out, d̃1
j

is by construction different from zero when restricted to each of
these factors. However, from the uniqueness of the non-zero GL(m)×GL(n)-equivariant
morphisms E2 ⊗Mm,n → Symm−r−j(Cn)∨ ⊗∧jCm we deduce that the restriction of d̃1

j

to the two E2 ⊗OMm,n(−1) terms appearing in Aj ⊕ Bj is, modulo scalars, the same.
Thus a diagonal copy of E2 ⊗ OMm,n(−1) =: Cj is contained and in fact is equal to
ker(d̃1

j
). Then (d̃1

j
mod Cj) is a non-zero GL(m)×GL(n)-equivariant morphism, and

by the uniqueness of dj1 the result follows. □

Proposition 3.7. We have the following identification
q∗p

∗Wj = det(Cn)m−r−j ⊗ Symm−r−j K ⊗ ∧j coKer⊗OMm,n(−r(m− r − j)).

Proof. This is a consequence of Theorem 3.2 and Lemmas 3.5 and 3.6. □
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We will end this section with a technical result which will be needed later on. Let
us denote by IYr the ideal of Yr ⊂ Mm,n. The ideal IYr is generated by {detIJ}I,J ,
where I = {1 ≤ i1 < · · · < ir+1 ≤ m}, J = {1 ≤ j1 < · · · < jr+1 ≤ n} and detIJ is the
determinant of the (r + 1)× (r + 1)-minor defined by the indices I and J .

Proposition 3.8. AnnOMm,n
q∗p

∗Wj = IYr .

Proof. The module q∗p∗Wj is a q∗OTot(Un) = OYr -module, thus IYr ⊂ AnnOMm,n
q∗p

∗Wj .
Notice that AnnOMm,n

q∗p
∗Wj = AnnOMm,n

Hom(Symm−r−j Ker,∧j coKer). Moreover
the sheaf Hom(Symm−r−j Ker,∧j coKer) is locally free of constant non-zero rank on
Yr ∖Yr−1. Thus its support is Yr. Since OYr is reduced, any equation g /∈ IYr cannot be
contained in AnnOMm,n

Hom(Symm−r−j Ker,∧j coKer) because otherwise the support
of Hom(Symm−r−j Ker,∧j coKer) would be contained in Yr ∩ {g = 0}, a strict closed
subvariety of Yr. Thus we also deduce that AnnOMm,n

Hom(Symm−r−j Ker,∧j coKer) ⊂
IYr . □

3.3. The special case j = 1. In this section we want to make the results in Proposi-
tion 3.1 and Theorem 3.2 more explicit, at least when j = 1. In order to do so we rewrite
Proposition 3.1 in this special case, as well as FW1

−1 and FW1
0 , and then we explicitly

compute the restriction (d1)|f of d1 to a fibre f ∈ Mm,n. We start by collecting all
results about q∗p∗W1 when j = 1.

Proposition 3.9. Let n ≤ m, r = n − 1 and let c = m − r = codimMm,n Yr; then
FW1

u = 0 for u > 0 and u < −m + r. For 0 ≤ u ≤ m − r we have the following
isomorphisms:

FW1
−u =

[(
S((c−1)n−1,u)Cn ⊗ S(1u,0m−u−1,−1)(Cm)∨

)
⊕
(
S((c−1)n−1,u)Cn ⊗ S(1u−1)(Cm)∨

)
⊕

⊕
(
S(c,(c−1)n−2,u−1)Cn ⊗ S(1u−1)(Cm)∨

)]
⊗OMm,n(−rc+ r − u).

The complex 0 → FW1
• → q∗p

∗W1 → 0 is exact and GL(m)×GL(n)-equivariant and

q∗p
∗W1 = det(Cn)m−n ⊗ Symm−nK ⊗ coKer⊗OMm,n(−r(m− n)).

In particular, the first two terms of the complex FW1
• are given by:

FW1
0 = OMm,n(−r(m− n))⊗ det(Cn)m−n ⊗ Hom(Symm−nCn,Cm);

(11)

FW1
−1 = OMm,n(−r(m− n)− 1)⊗

[
det(Cn)m−n ⊗ Hom(Symm−n−1Cn,C)⊕

⊕ det(Cn)m−n ⊗ Hom(Symm−n−1Cn, sl(Cm))⊕

⊕ det(Cn)m−n ⊗ Hom(S(m−n,0n−2,−1)Cn,C)
]
.

Using (5) we can rewrite the term FW1
−1 above as:

FW1
−1 = OMm,n(−r(m− n)− 1)⊗ det(Cn)m−n ⊗

[
Hom(Symm−nCn,Cn)⊕

⊕Hom(Symm−n−1Cn, sl(Cm))
]
.
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Let b : Symm−n−1 → sl(Cm) and f : Cn → Cm. We can write b =
∑

i pi ⊗ gi for
pi ∈ Symm−n−1(Cn)∨ and gi ∈ sl(Cm), and f =

∑
j xj ⊗ vj for xj ∈ (Cn)∨ and vj ∈ Cm.

Let us define
(12) b⊚ f :=

∑
i,j

pi · xj ⊗ gi(vj) ∈ Symm−n(Cn)∨ ⊗ Cm.

Let us denote by d11 : FW1
−1 → FW1

0 . For f ∈Mm,n let us denote by (d11)|f the restriction
of d11 to the fibre at f .

Lemma 3.10. Let a : Symm−n Cn → Cn, b : Symm−n−1 → sl(Cm) and f : Cn → Cm.
Then, modulo det(Cn)m−n, (d11)|f (a, b) = f ◦ a+ b⊚ f .

Proof. The morphism d11 has degree one with respect to OMm,n(−1) and is GL(m) ×
GL(n)-equivariant. Thus, modulo a factor det(Cn)m−n, d11 is given by a GL(m)×GL(n)-
equivariant linear morphism

(13)

[
Symm−n−1(Cn)∨ ⊕ S(m−n,0n−2,−1)(Cn)∨ ⊕ Hom(Symm−n−1Cn, sl(Cm))

]
⊗

⊗Hom(Cn,Cm) −→ Hom(Symm−nCn,Cm).

Each one of the three factors Symm−n−1(Cn)∨ ⊗ Hom(Cn,Cm), S(m−n,0n−2,−1)(Cn)∨ ⊗
Hom(Cn,Cm), Hom(Symm−n−1Cn, sl(Cm))⊗ Hom(Cn,Cm) contains a unique copy of
the GL(m) × GL(n)-representation Hom(Symm−nCn,Cm), so there exists a unique
non-zero GL(m) × GL(n)-equivariant morphism from each of the three factors to
Hom(Symm−n Cn,Cm). The restriction of the morphism d11 to each one of the three
factors cannot be zero because otherwise such a factor would appear inside FW1

−2 , while
FW1

−2 has constant degree −r(m−n)−2 with respect to OMm,n(−1) (this can be checked
from Proposition 3.9).

Thus, modulo rescaling (which can always be done on each of the three factors
separately), d11 is the unique non-zero GL(m) × GL(n)-equivariant linear morphism
as above. Indeed notice that the morphism defined in the statement is linear and
GL(m)×GL(n)-equivariant. □

Proposition 3.11. We have the following identification
(q∗p

∗W1)|f = det(Cn)m−n ⊗ Hom(Symm−n ker(f), coker(f)).

Proof. From Theorem 3.2 q∗p
∗W1 is the cokernel of d11 : FW1

−1 → FW1
0 . Restrict-

ing to a fibre is a right exact functor, thus it is sufficient to show that (modulo
det(Cn)m−n and a twist by a line bundle) the cokernel of the restriction of (13) to
the fibre over f ∈ Hom(Cn,Cm) is Hom(Symm−n ker(f), coker(f)). The image of
(d11)|f (Hom(Symm−nCn,Cn), 0) is given by all morphisms Symm−nCn → Cm whose
image is the same as f (in this case the morphism (d11)|f acts as a change of coordinates
in the domain). The image of (d11)|f (0,Hom(Symm−n−1Cn, sl(Cm)), 0) is given by all
morphisms Symm−nCn → Cm whose kernel contains Symm−n ker(f) (in this case the
morphism (d11)|f acts as a change of coordinates in the codomain). By taking the linear
sum of these two subspaces one obtains all morphisms η ∈ Hom(Symm−nCn,Cm) such
that η(Symm−n ker(f)) ⊂ Im(f), and the cokernel of (d11)|f is the desired one. □
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4. Relativization of the resolutions to degeneracy loci

Having obtained Theorem 3.2 for determinantal varieties, we now want to “relativise”
this result to degeneracy loci of morphisms of vector bundles. We begin by recalling
general facts about degeneracy loci of morphisms, with particular focus on the description
of their normal bundle. Then we deduce Theorem 4.5 (which is essentially Theorem B)
from Theorem 3.2 in the previous section. We end the section with some applications
of Theorem 4.5 on aCM and Ulrich sheaves, i.e. the results announced in Theorem A.

4.1. On degeneracy loci of morphisms between vector bundles. Let X be a
Cohen–Macaulay variety, E1, E2 two vector bundles on X of respective ranks n,m with
n ≤ m, and let us fix r ≤ n. For any section s ∈ H0(X,Hom(E1, E2)) one can define
the following set of points

Dr(s) := {x ∈ X | rank(s(x)) ≤ r} ⊂ X.

Clearly Dn(s) = X and D0(s) is just the zero locus of the section s. We have given
above the definition of Dr(s) as a set of points but one can also attach a scheme
structure to it. These loci, also referred to as degeneracy loci of morphisms between
vector bundles, enjoy many classically known properties; they can be seen as both
generalisations of zero loci of sections of vector bundles and particular cases of orbital
degeneracy loci, defined and investigated in [BFMT20a, BFMT20b], to which we refer
for the following properties.
i) If Dr(s) has the expected codimension (m− r)(n− r) inside X and is contained in

the smooth locus Xsm of X, then it is Cohen–Macaulay; if n = m it is moreover
Gorenstein.

ii) The singular locus of Dr(s) contains Dr−1(s).
iii) If Dr(s) has the expected codimension, there exists a OX-locally free resolution F•

of ODr(s). If r = n− 1, one gets the well-known Eagon–Northcott complex ([EN62]).
v) The section s defines a morphism of vector bundles E1 → E2 which is generically of

maximal rank. As in the affine situation, we get two exact sequences
0 −→ E1 −→ E2 −→ coker(s) −→ 0.

and
0 −→ coker(s)∨ −→ E∨

2 −→ E∨
1 −→ K(s) −→ 0,

where coker(s)∨ = HomOX
(coker(s),OX) and K(s) = Ext1OX

(coker(s),OX). When
Dn−2(s) is empty, K(s) is a line bundle supported on Dn−1(s) and coker(s)|Dn−1(s) is
a vector bundle of rank m− n+ 1 supported on Dn−1(s).

Degeneracy loci can be interpreted as the loci of points of X where the morphism,
which locally is represented by a matrix, has rank ≤ r; in other words, a point in Dr(s)
is a point where the evaluation of the morphism yields a matrix in the affine subvariety
Yr, see Section 3.1. There exist different Kempf collapsings resolving Yr: let us focus
on (2). As explained in [BFMT20a], interpreting the previous diagram as a fibrewise
situation over X, where Mm,n is a fibre over of Hom(E1, E2), yields an easy way to
produce a birational morphism onto Dr(s): let Gr(r, E2) → X be the Grassmann
bundle over X, and let U ,Q be the relative rank-r and rank-(m − r) tautological



16 V. BENEDETTI AND F. TANTURRI

bundles on Gr(r, E2) satisfying the short exact sequence 0 → U → E2 → Q → 0
(by abuse of notation, pull-back of bundles from X to Gr(r, E2) will be denoted by
the same notation when no confusion arises). The section s defines by pull-back a
section s ∈ H0(Gr(r, E2),Hom(E1, E2)), and by passing to the quotient a section
s̃ ∈ H0(Gr(r, E2),Hom(E1,Q)). Then the zero locus Z(s̃) := D0(s̃) of s̃ is birational
to Dr(s), where the morphism Z(s̃) → D0(s) is given by the restriction of the
projection Gr(r, E2) → X.

Proposition 4.1. The normal bundle of Y := Yn−1 ∖ Yn−2 inside Mm,n is equal to
(K ⊗ coKer)|Y .

Proof. We observe that another Kempf collapsing, similar to the one in (2) and resolving
Yr for r = n− 1 is given by

(14) Tot(Q∨
1 ⊗ U2)� w

**

ρ

++

π

''

Mm,n × Pn−1 ×Gr(r,m)
ρ̃
//

π̃
��

Pn−1 ×Gr(r,m)

Mm,n

Here we denoted by:
_ U1 (respectively Q1) is the rank one (resp. n− 1) tautological (resp. quotient

tautological) vector bundle on Pn−1;
_ U2 (respectively Q2) is the rank n − 1 (resp. m − n + 1) tautological (resp.

quotient tautological) vector bundle on Gr(n− 1,m).
This resolution is an isomorphism on Y , which is smooth because it is a single

GL(m)×GL(n)-orbit. By definition of normal bundle, we have an exact sequence
0 −→ TY −→ TMm,n|Y −→ NY/Mm,n −→ 0.

Let us consider the pullback π̃∗tId to π̃ : Pn−1 × Gr(n − 1,m) ×Mm,n → Mm,n of tId.
By passing to the quotient, π̃∗tId defines a section π̃∗tId of the vector bundle

N := Hom(Cn,Cm)⊗O/Q∨
1 ⊗ U2.

Then Tot(Q∨
1 ⊗U2) can be seen as the zero locus of π̃∗tId. As a consequence, the normal

bundle of Y inside Z := Pn−1 × Gr(n − 1,m) ×Mm,n is equal to NY/Z = N|Y . Thus
we have an exact sequence

0 −→ TY −→ (TPn−1 × TGr(n−1,m) × TMm,n)|Y −→ N|Y −→ 0.

This implies that we have an exact sequence
0 −→ (TPn−1 × TGr(n−1,m))|Y −→ N|Y −→ NY/Mm,n −→ 0.

The construction and the exact sequences are clearly GL(m)×GL(n)-equivariant. Notice
that we are identifying Y with the subvariety in Z consisting of triples ([V1], [Wn−1], s) ∈
Z such that s(V1) = 0 and s ∈ Hom(Cn/V1,Wn−1) is an isomorphism. This implies
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that tId induces (at each point and thus globally) an isomorphism of vector bundles
Q1|Y ∼= U2|Y . Via this isomorphism, TPn−1|Y = (U∨

1 ⊗Q1)|Y ∼= (U∨
1 ⊗U2)|Y ⊂ N|Y and

TGr(n−1,m)|Y = (U∨
2 ⊗Q2)|Y ∼= (Q∨

1 ⊗Q2)|Y ⊂ N|Y . From this, it is straightforward to
see that

NY/Mm,n = (N /TPn−1 × TGr(n−1,m))|Y = (U∨
1 ⊗Q2)|Y = (K ⊗ coKer)|Y . □

Proposition 4.2. If D := Dn−1(s)∖Dn−2(s) has expected codimension, the normal
bundle of its smooth locus Dsm inside X is equal to (K(s)⊗ coker(s))|Dsm. Its exterior
powers are given by the formula

∧jNDsm/X = Symj K(s)⊗ ∧j coker(s)|Dsm = K(s)⊗j ⊗ ∧j coker(s)|Dsm .

Proof. In the proof of Proposition 4.1 we have used the Kempf collapsing (14) to
resolve the singularities of Yn−1. The relativization of this Kempf collapsing yields a
birational morphism onto Dn−1(s) from the zero locus of a section of a vector bundle
E over P(E1)×Gr(n− 1, E2) → X, which is an isomorphism over D (cfr. once again
[BFMT20a]). Let Z → Dsm be the restriction of this birational morphism, which is 1 : 1
and thus an isomorphism. Z is an open subset of a zero locus and is contained in the
smooth locus of expected codimension, so its normal bundle inside P(E1)×Gr(n−1, E2)
is just E|Z . Finally notice that both K(s) and coker(s) are vector bundles on Dsm and
can be identified respectively with K(s) = U∨

1 |Dsm and coker(s) = Q2|Dsm via Z ∼= Dsm.
Now the proof goes exactly as the proof of Proposition 4.1. From [BFMT20a] we

know that E = Hom(E1, E2)⊗O/Q∨
1 ⊗ U2, where Q1 and U2 are the relative quotient

tautological bundle of P(E1) and the relative tautological bundle of Gr(n− 1, E2), and
O is the structure sheaf of P(E1) × Gr(n − 1, E2). From the isomorphism Z ∼= Dsm

we get two normal exact sequences (the former from Dsm ⊂ X and the latter from
Z ⊂ P(E1)× TGr(n−1,E2)):

0 −→ TDsm −→ TX |Dsm −→ NDsm/X −→ 0

and
0 −→ TDsm −→ (TP(E1) × TGr(n−1,E2) × TX)|Dsm −→ E|Dsm −→ 0,

from which we deduce that
(15) 0 −→ (TP(E1) × TGr(n−1,E2))|Dsm −→ E|Dsm −→ NDsm/X −→ 0.

Once again, on Z we can identify Q1|Z ∼= U2|Z , which yields TP(E1)|Dsm = (U∨
1 ⊗

Q1)|Dsm
∼= (U∨

1 ⊗ U2)|Dsm ⊂ E|Dsm and TGr(n−1,E2)|Dsm = (U∨
2 ⊗ Q2)|Dsm

∼= (Q∨
1 ⊗

Q2)|Dsm ⊂ E|Dsm . These two identifications together with (15) give
NDsm/X = (E/TP(E1) × TGr(n−1,E2))|Dsm = (U∨

1 ⊗Q2)|Dsm = (K(s)⊗ coker(s))|Dsm .

The statement on the exterior powers follows from the fact that K(s) is a line bundle. □

Remark 4.3. We remark that previous results in [KMR16, KMR23] yield Proposi-
tion 4.2 for j = 1 in the case of standard determinantal varieties (see Section 4.4): in
this case the normal sheaf of Dn−1(s) coincides with K(s) ⊗ coker(s) provided some
extra hypotheses on the depth of the ideal of submaximal minors.

From now on we will keep the notation of the previous proposition: D will denote
Dn−1(s)∖Dn−2(s) and Dsm will denote its smooth locus.
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4.2. The resolutions pass to degeneracy loci. Let us recall the following classical
result.

Theorem 4.4 (Generic Perfection Theorem ([EN67])). Let S be a commutative ring
and R be a polynomial ring over S. Let G• be a free R-resolution of a module M of
length l = depthAnnR(M) and assume that M is free as an S-module. Let ψ : R → R′

be a ring homomorphism such that l = depthAnnR′(M ⊗R R
′). Then G• ⊗R R

′ is a
free R′-resolution of M ⊗R R

′.

Let us use this result to relativise the resolution in Theorem 3.2 in order to obtain a
resolution supported on degeneracy loci of morphisms.

Theorem 4.5. Let E1, E2 be vector bundles of rank n,m on a Cohen–Macaulay scheme
X, r = n− 1 and s ∈ H0(E∨

1 ⊗ E2) a global section such that Dr(s) has expected pure
dimension (i.e. pure codimension m− r), then for 0 ≤ j ≤ m− r we obtain a locally
free resolution

0 −→ E j
• −→ Wj := Symm−r−j K(s)⊗ ∧j coker(s) −→ 0,

where, for 0 ≤ u ≤ m− r,

E j
−u =

⊕
λ∈Ij ,|λ|=u+r(m−r−j)−j

c̃µjλS
µt

E1 ⊗ Sλ̃E∨
2 .

Proof. The proof is exactly as in [BFMT20b, Theorem 2.5]. With respect to that proof,
we just need to check that we can apply the Generic Perfection Theorem 4.4. By
Proposition 3.8 we know that depthAnnOMm,n

q∗p
∗Wj = codimMm,n(Yr) = m− r, which

is equal to the length of the resolution of q∗p∗Wj in Theorem 3.2. Thus we just need
to check that m− r = depthAnnOX,x

(K(s)⊗ coker(s))x for x ∈ X (which corresponds
to the hypothesis l = depthAnnR′(M ⊗R R

′) in Theorem 4.4). However, (IDr(s))x ⊂
AnnOX,x

(K(s)⊗ coker(s))x again because of Proposition 3.8. Moreover, the support of
K(s)⊗coker(s) is set-theoretically Dr(s), so the dimension of AnnOX,x

(K(s)⊗coker(s))x
must be equal to the dimension of Dr(s). By the Auslander–Buchsbaum formula we
deduce that depthAnnOX,x

(K(s) ⊗ coker(s))x = codimX(Dr(s)) = m − r. Using this
computation the proof in [BFMT20b, Theorem 2.5] works in this situation as well. □

Remark 4.6. We recover the main result in [KMR16] when j = 1. We also recover
the Eagon–Northcott complex when j = m− r.

4.3. Consequences and applications: degeneracy loci. We list here some direct
consequences of Theorem 4.5. Recall that K(s)|Dsm is a line bundle.

Theorem 4.7. Let Dr(s) ⊂ X be as in Theorem 4.5. Then Symm−r−j K(s)⊗∧j coker(s)
is a maximal Cohen–Macaulay ODr(s)-sheaf.

Proof. By Theorem 4.5 and the Auslander–Buchsbaum formula, the depth of the stalk
(Wj)x at any closed point x ∈ X is equal to dim(X)−m+ r, which is by hypothesis
the dimension of Dr(s). This yields that (Wj)x is a Cohen–Macaulay OX,x-module.
Let Mx be the maximal ideal of OX,x. The depth of (Wj)x is the least value of i such
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that the local cohomology H i
Mx

((Wj)x) is non-zero, see e.g. [Hun07, Definition 4.1]. By
[Hun07, Proposition 2.14]

H i
Mx

((Wj)x) = H i
MxODr(s),x

((Wj)x),

whence the depths of (Wj)x as an ODr(s),x-module and as an OX,x-module coincide, and
they both coincide with dimDr(s). □

Corollary 4.8. Let Dr(s) be as in Theorem 4.5. Then ∧jNDsm/X is locally Cohen–
Macaulay.

Proof. In this case ∧jNDsm/X = Symj K(s)⊗∧j coker(s)⊗ODsm , so Wj = K(s)⊗m−r−2j⊗
∧jNDsm/X . Being locally Cohen–Macaulay does not depend on twisting by a line bundle,
so the result follows by Theorem 4.7. □

4.4. Consequences and applications: determinantal schemes. Recall that a
standard determinantal locus is a locus Dr(s) defined by s : E1 → E2 over X where E1

and E2 are direct sums of line bundles and X is a projective space.

Theorem 4.9. With the hypotheses of Theorem 4.5, let Dr(s) ⊂ Pl be a standard
determinantal locus. Then Wj = Symm−r−j K(s) ⊗ ∧j coker(s) is an aCM sheaf for
0 ≤ j ≤ m− r.

Proof. By Theorem 4.7, we just need to check that Hd(Dr(s),Wj(m)) = 0 for 0 <

d < dim(Dr(s)). All terms E j
−u from Theorem 4.5 are direct sums of twists of OX ,

and the same holds when we twist E j
−u by OPl(m). Since OPl is aCM, E j

−u(m) has
cohomology in degree 0 or l; by a spectral sequence argument, this implies that Wj(m)
has cohomology at most in degree 0 or l − u. The result follows by noticing that
0 ≤ u ≤ m− r = l − dim(Dr(s)). □

Corollary 4.10. With the hypotheses of Theorem 4.5, let Dr(s) ⊂ Pl be a standard
determinantal locus and assume Dr(s) = Dsm. Then ∧jNDr(s)/X ⊗ Symm−r−2j K(s)|Dsm

is an aCM sheaf for 0 ≤ j ≤ m− r.

Remark 4.11. Theorem 4.9 in the special case j = 1 was already covered by some results
of [KMR16]. More precisely, let R be the polynomial ring of Pl, I the homogeneous ideal
of maximal minors of the matrix defined by s, and J the ideal of submaximal minors
and assume that depthJ(R/I) ≥ 4 (milder assumptions on this depth are actually
enough in some cases, see [KMR16, Prop 3.5] and [KMR23, Thm 3.11]). Let K(s) and
C(s) denote the kernel and cokernel graded modules, whose sheafifications are K(s) and
coker(s). In [KMR16] it is shown that SymiK(s)⊗ C(s) = Ext1R(K(s), SymiK(s)) =
HomR/I(I/I

2, Symi−1K(s)) for 0 ≤ i ≤ m− n + 1. Moreover the authors provided a
R-free resolution of such modules; in the case i = c− 1, being c the codimension of the
determinantal locus, the sheafification of the corresponding resolution coincides with
our case j = 1.

Remark 4.12. Theorems 4.9 and 4.13 and the corresponding corollaries are mainly
motivated by the study of the case of standard determinantal loci made in [KMR16],
where the authors conjectured [KMR16, Conjecture 3.8] that particular graded modules
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are Cohen–Macaulay (or Ulrich, in the linear determinantal case, see below). The
results contained in this section prove their conjecture almost completely: our methods
allow us to solve the conjecture only for the sheafification of these graded modules.

However, one can recover the corresponding result about the graded modules and
hence [KMR16, Conjecture 3.8] for some values of j (more precisely for 0 ≤ j ≤ (c+1)/2,
c being the codimension of the determinantal scheme) thanks to [KMR16, Theorem 3.16].
As pointed out in [KMR16, Remark 3.22, arXiv version], the analogous of [KMR16,
Theorem 3.16] should hold for any j, which would prove the conjecture completely.

Recall that a linear determinantal locus Dr(s) is one defined by s : O(−1)⊕n → O⊕m

over X = Pl.

Theorem 4.13. With the hypotheses of Theorem 4.5, let Dr(s) be a linear determinantal
locus. Then Wj((n− 1)(m−n)) = Symm−r−j K(s)⊗∧j coker(s)⊗OPl((n− 1)(m−n))
is an Ulrich sheaf for 0 ≤ j ≤ m− r.

Proof. The resolution E j
•((n − 1)(m − n)) of Wj((n − 1)(m − n)) is linear of length

m− r = codim(Wj((n− 1)(m− n))). □

Corollary 4.14. With the hypotheses of Theorem 4.5, let Dr(s) ⊂ X = Pl be a linear
determinantal locus and assume Dr(s) = Dsm. Then ∧jNDr(s)/X⊗Symm−r−2j K(s)|Dsm⊗
OPl((n− 1)(m− n))|Dsm is Ulrich and µ-semistable for 0 ≤ j ≤ m− r.

Proof. The only non-trivial statement is the µ-semistability, which is a consequence of
[CHGS12, Theorem 2.9]. □
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