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a b s t r a c t

An efficient methodology for simulating nonlinear irregular waves in a Computational Fluid Dynamics
(CFD) solver is proposed. The High Order Spectral (HOS) method is used to generate nonlinear irregular
waves in an open ocean and a numerical wave tank. The inverse Fast Fourier Transforms (FFTs) and
multi-dimensional interpolation from the HOS simulation results are used for the efficient reconstruction
of nonlinear waves in the CFD solver. The proposed procedure is published as an open-source project
called Grid2Grid, which is developed to interface with a generic CFD solver. It provides the function
Application Programming Interface (API), which can communicate with different programming lan-
guages. Extreme wave events were used to validate the proposed procedure. The predicted wave
breaking events are reported both in OpenFOAM CFD and HOS simulations, and the wave elevations of
CFD during simulations show good agreement with experiments and with HOS simulation.

© 2022 Society of Naval Architects of Korea. Production and hosting by Elsevier B.V. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In the ocean, structures such as ships, offshore platforms,
bridges, and othermarine constructions are hit bywater waves, and
this is of concern in naval and coastal engineering. As computa-
tional resources become increasingly powerful and many cloud
services provide easy access to super-computing machines to users
at competitive prices, it encourages hydrodynamicists to study
nonlinear waves by solving the Navier-Stokes equations (Rhee and
Stern, 2002; Shen and Wan, 2016; Bihs et al., 2017). Solving the
Navier-Stokes equations in a discretized computational domain is
often referred to as Computational Fluid Dynamics (CFD). CFD
covers a wide range of methods, but the method commonly used to
solve the Navier-Stokes equations is the Finite Volume Method
(FVM) because it satisfies the conservation law in principle. The
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computational domain is discretized into a large number of small
Finite Volumes (FVs). The associated equations are constructed in
discretized form based on the principle of FV discretization
(Ferziger and Peric, 2012; Jasak, 1996). The popular CFD software
packages for marine applications are built based on FVM, which we
refer to as CFD in the present study.

Ocean waves have many frequency components and the wave
components interact with each other. As wave nonlinearity evolves
with propagation, ocean waves are characterized by their
randomness and nonlinearity. Due to these characteristics, gener-
ating nonlinear waves and analyzing wave-induced phenomena in
CFD have been considered one of the main research topics in hy-
drodynamics, for instance, solitary wave propagating over the
submerged breakwater (Sun et al., 2020), added resistance analysis
(Lee et al., 2019), and wave energy converter simulation (Elhanafi
et al., 2017).

There are several ways to generate waves in a CFD computation,
the most straightforward one being the direct modelling of the
wavemaker as the moving wall in the CFD. Recently, Canard et al.
(2020) showed that the probability of the exceedance of the wave
sevier B.V. This is an open access article under the CC BY-NC-ND license (http://
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crest is strongly affected by the distance from the wavemaker in
experiments. Furthermore, a large computational domain is needed
to develop the waves between the wavemaker and the structure,
making this methodology impractical for industrial purposes.

One way to have a smaller domain is to impose the waves at the
boundary and initial conditions. The simplest representation used
in the classical engineering design process is the linear super-
position of Airy waves. With this technique using linear waves, the
nonlinear effects associated with waves are not taken into account
in the inlet/outlet and at the initial stage of simulation. Non-
linearities appear progressively during the propagation along with
the CFD computational domain. This approach has similar draw-
backs to using a physical wavemaker and is unsuitable for repro-
ducing a deterministic time trace.

Another drawback of using linear waves as boundary conditions
is that the nonlinear CFD solution will be different at the bound-
aries from the one imposed. Consequently, some reflected waves
will be generated. Miquel et al. (2018) tested different wave
boundaries in inlet and outlet and showed that wave reflection
becomes significant in the CFD domainwhen a linear wavemodel is
used. Therefore, employing nonlinear irregular waves as a target
solution in CFD simulations has great advantages and some
research groups used this technique to simulate nonlinear waves in
the CFD solver (Kim et al., 2012; Gatin et al., 2017). Imposing fully
developed nonlinear waves as the initial and boundary conditions
gives an improved wave generation/absorption at the boundaries,
better deterministic performances, and an enriched description of
extreme events.

There has been a lot of research on the generation of long-
crested irregular waves using CFD solvers (Choi and Yoon, 2009;
Kim et al., 2012). However, while simulating short-crested waves in
CFD is important (Chen, 2013; de Hauteclocque et al., 2017), no
efficient way to generate nonlinear short-crested waves in CFD has
been reported.

A nonlinear wave model based on the High-Order Spectral
(HOS) method was proposed by Dommermuth and Yue (1987) and
West et al. (1987), and associated research has shown that HOS
models can simulate nonlinear long and short-crested irregular
waves. The open-source projects HOS-Ocean and HOS-NWT were
released and have been developed to simulate nonlinear waves in
the ocean and the experimental wave tank used for model tests in
ocean engineering (Ducrozet et al., 2007; 2012b). HOS models use
Fast Fourier Transforms (FFTs) in the numerical algorithm, which
results in efficient numerical results compared to other solvers
(Ducrozet et al., 2012a). An additional advantage is that 3 h of
simulation of irregular waves can be computed with a reasonable
computational effort. Thanks to this high efficiency, Canard et al.
(2022) developed a dedicated iterative procedure based on 3-h
irregular wave simulations in order to control the accuracy of the
wave spectrum in a numerical wave tank with HOS-NWT.

Some efforts have been made towards having a unified input
wave protocol to improve the interconnection between wave
solvers and CFD solvers (Bouscasse et al., 2020). This protocol has
been demonstrated with wave qualification criteria in Bouscasse
et al. (2021).

The present study proposes an efficient method for recon-
structing 3D nonlinear wave fields from the surface potential
computed by the HOS method to the CFD computational domain
using the unified input wave protocol (Bouscasse et al., 2020).
Because the nonlinear waves are already simulated with the HOS
method, we can simulate the extreme wave event in the CFD
simulation for a short duration. This procedure can reduce the
computational cost, encouraging the practical applications of CFD
simulation in wave-structure interaction problems. The volumetric
information of the HOS fields in CFD simulation requires the
2

evaluation of field quantity at any arbitrary point. However, the
computational grid of the HOS method is relatively coarser than
those of the CFD simulation. Therefore, the three- or four-
dimensional B-spline interpolations in space and time are used to
reconstruct wave quantities at an arbitrary position and time for
efficiency. The proposed procedure is applied to the HOS-Ocean
and HOS-NWT wave models, and those are applied for long- and
short-crested irregular wave generation in CFD simulation. Gatin
et al. (2017) applied the HOS-Ocean wave model in the CFD-
simulation, Lu et al. (2022) introduces the GPU-accelerated HOS
simulation for the simultaneous HOS and CFD simulation to
simulate wave-current interaction for the naval application. How-
ever, the wave generation using the HOS-NWT model has not been
studied yet to the author's best knowledge. The measured waves in
the model basin can be reproducible with the HOS-NWT model;
therefore, these waves can be simulated in the CFD simulationwith
the proposed methodology.

The present paper is divided as follows. First, the background
theory on the HOS wave models is shortly reviewed. Second, the
HOS wave field reconstruction algorithm and the three- and four-
dimensional B-spline interpolation methodology are presented.
Then, a CFD solver based on the OpenFOAM used for the validation
is presented. Finally, the nonlinear HOS long- and short-crested
irregular waves from different HOS wave models are generated in
the CFD simulations for different wave conditions. Furthermore, the
wave breaking event predicted by the HOS-NWT simulation is also
reported both in experiment and CFD simulation.

2. Wave models

2.1. Linear theory and associated research on irregular waves

The simplest method to generate irregular waves is the super-
position of linear regular waves with random phases as:

Fðx;y;z;tÞ¼
XNhead

j¼1

XNfreq

i¼1

igAij

ui

cosh kiðzþhÞ
cosh kih

e�iðkiðxcos bjþysin bjÞ�uitþdijÞ;

(1)

where u2
i ¼ gkitanhðkihÞ is wave frequency, h is water depth, ki is

wavenumber, and bj is the directional angle of wave. Nhead and Nfreq

are numbers of heading and frequency of waves, respectively. dij is
the random phase. Aij is the wave amplitude which is given in

Aij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SðuiÞDðuijbjÞDqiDui

q
(2)

where S(u) is the wave spectrum and D(u|b) is a directional

spreading function, satisfying
R bmax
bmin

DðujbÞdb ¼ 1, respectively.

Many types of wave spectrum and directional spreading functions
have been proposed. A comprehensive summary can be found in
the study of Goda (1999).

The linear superposition is associated with the fact that fre-
quency components do not interact with each other, which is not
true in reality. Forristall (2000) showed the importance of second-
order effects on the crest distribution with real measurements.
Furthermore, associated research has explained the generation
mechanism of rogue waves with wave nonlinearity (Baronio et al.,
2015; Fedele et al., 2016).

2.2. Nonlinear irregular waves: open-ocean

The High-Order Spectral (HOS) method, based on a pseudo-
spectral approach, is used to simulate nonlinear wave
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propagation efficiently (Dommermuth and Yue, 1987; West et al.,
1987). In the open-ocean configuration, a rectangular computa-
tional domain is considered with its horizontal lengths Lx and Ly
along the x and y directions, respectively, with the flat sea bottom
located at z ¼ �h. Periodic lateral boundary conditions are
considered. With this configuration, the power density spectra and
thewave crest statistics are homogeneous in space but vary in time.

Assumptions of an ideal fluid and irrotational flow are
employed, and the free-surface X(x, y, t) is assumed to be contin-
uous and a single-valued function. Therefore the free-surface can
be represented by F(x, y, z, t) ¼ z�X(x, y, t) ¼ 0. The free-surface
potential 4(x, y, t) ¼ F(x, y, z ¼ X, t) is introduced, where F(x, y, z,
t) is the velocity potential in the fluid domain. The kinematic and
dynamic free-surface boundary conditions on the free-surface po-
tential are given as follows:

v4

vt
¼ �gX� 1

2
V4,V4þ 1

2
w2ð1þ VX,VXÞ (3)

vX
vt

¼ �V4,VXþwð1þ VX,VXÞ (4)

wherew is the vertical velocity at the free-surface. V¼ (vx, vy) is the
horizontal differential operator. For the open-ocean wave propa-
gation problem simulation, the velocity potential (F) and the ver-
tical velocity are expanded in perturbation series with a small
parameter ε ¼ kA representing the wave steepness.

Fðx; y; z; tÞ ¼
XM
m¼1

FðmÞðx; y; z; tÞ (5a)

wðx; y; tÞ ¼
XM
m¼1

wðmÞðx; y; tÞ (5b)

Here, q(m) denotes a quantity of O(εm), and M is the nonlinear
order of the HOS method. In a rectangular computational domain,
the free-surface potential and wave elevation can be expressed
with a series of modal functions (Dommermuth and Yue, 1987;
West et al., 1987):

4ðx; y; tÞ ¼
XNx

i¼1

XNy

j¼1

B4ijðtÞexp
�
ikx;ix

�
exp

�
iky;jy

�
(6a)

Xðx; y; tÞ ¼
XNx

i¼1

XNy

j¼1

BXij ðtÞexp
�
ikx;ix

�
exp

�
iky;jy

�
(6b)

where B4ijðtÞ and BXij ðtÞ are modal amplitudes of the free-surface

potential and the free-surface elevation, respectively. The hori-

zontal directional wavenumbers kx;i ¼ 2pi
Lx

and ky;j ¼ 2pj
Ly

are set using

the horizontal domain dimensions. Modal amplitudes such as B4ijðtÞ
and BXij ðtÞ are calculated from the wave spectra and set at the initial
time step. As the simulation goes on, the modal amplitudes evolve
due to nonlinearity. Details about HOS-Ocean are given in Ducrozet
et al. (2007), Bonnefoy et al. (2009), and Ducrozet et al. (2016).

2.3. Nonlinear waves: Numerical Wave Tank(NWT)

Simulating wave propagation with an open ocean configuration
does not guarantee the stability of wave spectra and wave statistics
in time, and this is an issue for some engineering problems. For this
reason, it is useful to define a domain with a wavemaker and a
3

numerical beach on the opposite side, which is the simplest rep-
resentation of a numerical wave tank. Nonlinear waves in the
three-dimensional numerical rectangular tank can also be simu-
lated by the HOSmodel. In this case, the kinematic lateral boundary
conditions are given as:

at the wavemaker

vXwm

vt
¼ vF

vx
� vXwm

vy
vF
vy

� vXwm

vz
vF
vz

(7a)

at other walls and the tank bottom:

vF
vn

¼ 0 (7b)

where x ¼ Xwm(y, z, t) is the x-directional displacement of the
wavemaker. The total flow q is decomposed into a harmonic flow qH
and a local flow qL to account for these kinematic conditions at the
lateral boundaries.

qðx; y; z; tÞ ¼ qHðx; y; z; tÞ þ qLðx; y; z; tÞ (8)

Here q represents the flow quantity, such as the velocity po-
tential and the fluid velocity. Then, the velocity potential is
decomposed into the harmonic and local velocity potentials as
F ¼ FHþFL. The harmonic potential satisfies the wall condition
vFH
vn ¼ 0 on the wavemaker, and the local potential satisfies the
wavemaker condition:

vFL

vx
� vXwm

vt
¼ Qwmðy; z; tÞ (9)

where Qwm(y, z, t) is the nonlinear forcing term depending on the
order of approximation. In the HOS-NWT model, the nonlinear
forcing term up to the third-order is considered. The details of
wavemaker modelling are well described in Ducrozet et al. (2012b).
Similar to what was done with the HOS-Ocean model, the pseudo-
spectral method is applied both for the harmonic and local flows,
and FFTs are used to obtain the two flow quantities to ensure
computation efficiency. An absorbing beach with numerical
damping is modelled at the end of the computational domain to
dampen the propagating waves in the numerical wave tank.
Furthermore, Seiffert et al. (2017) and Seiffert and Ducrozet (2018)
take into account the dissipation effect due to wave breaking by
introducing a wave breaking model. HOS results were validated
against experimental results.
3. Generation of propagating waves in the CFD solver

Many choices exist for wave generation in the CFD solver: (1)
generation of waves by considering the wavemaker at a boundary;
(2) forcing the known analytic and numerical wave solutions in the
CFD solver as initial and boundary conditions, e.g. One-way
coupling and (3) solving both waves and viscous flow and deliv-
ering each solution to update each model, e.g. Two-way coupling.
The first and the third procedures induce a huge computational
cost making these solutions inefficient for practical purposes. Many
researchers use the second procedure to solve wave-structure
interaction problems (Jacobsen, 2017; Kim et al., 2012; Engsig-
Karup and Eskilsson, 2019). Recently, Bouscasse et al. (2020) sug-
gested a unified one-way coupling protocol for the generation of
waves in CFD solvers.

In the present study, we adopted the one-way coupling pro-
cedure for wave generation. After simulating the waves with the
HOS method, the modal amplitudes of free-surface velocity po-
tentials and wave elevation are saved. Because the modal
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amplitudes and functions are known, the flow quantities can be
reconstructed spatially at any arbitrary point of the computational
domain. The interpolationwith respect to time interval is necessary
because time stepping is rarely synchronized. However, the
computational costs increase rapidly when the reconstruction is
applied for short-crested waves because it needs the superposition
of the x and y-directional (and z-directional for HOS-NWT) modes
at millions/billions of computational points in the CFD domain at
each CFD time step. It is not practical for simulating short-crested
waves. Therefore, the reconstruction based on the inverse Fast
Fourier transforms(FFTs) (Frigo and Johnson, 2005) over a regular
grid (Surf2Vol) where multi-dimensional interpolation (Vol2Vol) is
adopted for efficiency. The schematic view of the computational
procedure is shown in Fig. 1.

The proposed reconstruction procedure is programmed and
published as the open-source project Grid2Grid with a GPLv3
license (Choi et al., 2019). The structure of Grid2Grid is depicted
in Fig. 2. The surfacic HOS results containing modal amplitudes are
used to construct the volumetric HOS wavefields at each HOS time
step (Surf2Vol). The Fast Fourier Transform is used for efficient
reconstruction in this step. Then, multiple HOS wave fields
computed over successive HOS simulation time steps are used in
the subsequent interpolation in the points and time step of the final
grid (Vol2Vol). Then, the API (Application Programming Interface)
function, which follows the ISO_C_BINDING rule, transfers the time
and space variables and physical quantities. This way, Grid2Grid
can be connected to any CFD solver whose API functions follow the
ISO_C_BINDING rule.

Some important API functions of Grid2Grid are summarized in
Table 1. By using these API functions, the Grid2Grid library can be
initialized and updated to simulate nonlinear waves in the CFD
solver. Some examples written in Fortran and OpenFOAM (Cþþ)
are given in the Grid2Grid package to provide a straightforward
implementation example for CFD developers.

3.1. Reconstruction of a HOS wavefield over a regular grid
(Surf2Vol)

As described in Fig. 1, the HOSwave fields are reconstructed on a
regular interpolation grid to take advantage of the efficiency of
FFTs. Then, interpolation is used for efficient reconstruction on the
computational grid of CFD. Therefore, the regular interpolation grid
needs to be refined sufficiently to minimize the interpolation error.
The interpolation error with respect to the resolution of the inter-
polation grid is investigated. Basis functions for horizontal and
vertical directions are sinusoidal and hyperbolic functions, there-
fore the two functions given in Eq. (10) are adopted to evaluate the
interpolation error.

f ðxÞ ¼ cos kx for 0 � x � l (10a)

gðzÞ ¼ ekz for �∞ � z � 2H (10b)

It should be noted that the above two functions correspond to
Fig. 1. Interpolation from HOS wave field to CFD computational grid.

4

basis functions for deep water conditions. The wavenumber is
taken to be k¼ 2p to have a unit wavelength, and thewave height is
H ¼ 0.14l which is regarded as the breaking limit of ocean waves.
The exact values of the two functions are given on the regular grid
with different discretizations, and the interpolation error with
respect to the horizontal and vertical refinement of the interpola-
tion grid is tested. In the horizontal direction, the number of re-
finements corresponds to the number of cells per wavelength. The
number of refinements in the vertical direction is the number of
cells per wave height. The maximum errors are defined in Eq. (11),
where qI is interpolated quantity.

ε
x ¼ max jfIðxÞ � f ðxÞjðl

0
f ðxÞdx

x2½0; l� (11a)

ε
z ¼ max jgIðzÞ � gðzÞð0

�∞
gðzÞdz

z2ð�∞;0� (11b)

Fig. 3 presents the interpolation errors of the two test functions.
As the number of refinements increases, the interpolation errors
decrease. Furthermore, the order of accuracy with respect to
interpolation orders follows well the expected order of accuracy,
which is represented as a dashed line in Fig. 3.

To achieve an interpolation error of less than 10�6 with CUBIC
interpolation, the number of regular grids for horizontal and ver-
tical directions should be at least 60 per wavelength and 30 per
wave height for regular waves, respectively. Recently, Canard et al.
(2020) suggested a qualification criterion for irregular waves to
qualify the wave spectrum in the range of f ¼ ½34fp; 32fp�with fp as the
peak frequency of the corresponding spectrum. Therefore, the
suggested interpolation refinement criterion in the regular grid can
be used with the reference wavelength, which corresponds to fcri ¼
3
2fp.
3.2. Interpolation from HOS wave field (Vol2Vol)

After reconstructing the nonlinear waves over the computa-
tional grid, a B-spline interpolation is used to reconstruct the
nonlinear wavefields at a set of arbitrary positions and times
because of the time steps of the HOS solver and the CFD solver,
which are, in principle, different. A functional value f(s) can be

determined by multi-dimensional variables, s ¼ ðs1; s2;…; sNÞT ,
where si represents a set of independent coordinates and N is the
number of dimensions. Known functional values at interpolation

nodes si1 ; si2 ;…; siN are defined. For example, s ¼ ðs1; s2;…; sNÞT are
the arbitrary position and time of the CFD solver, and the HOS wave
fields are reconstructed at interpolation nodes si1 ; si2 ;…; siN . Then,
the interpolated function value can be evaluated as:

f ðs1; s2;…; sNÞ

¼ Pmþ1

i1;i2;…;iN¼�m
f ðsi1 ; si2 ;…; siN Þ

YN
j¼1

BðpÞi ðsjÞ

m ¼ intðNinterp
�
2Þ; p ¼ Ninterp � 1

(12)

where Ninterp is the interpolation order, e.g. Ninterp ¼ 1, 2, 3 repre-
sent the linear, quadratic and cubic interpolations, respectively. The

B-spline function BðpÞi ðsjÞ can be expressed with the recursion
relation:



Fig. 2. The structure of Grid2Grid and the reconstruction algorithm and its interface.

Table 1
Some important API functions of Grid2Grid, the prefix of the API function's name:
__modgrid2grid_MOD_.

Function name Functionality

initializegrid2grid Initialize Grid2Grid with input
correctgrid2grid Update HOS wave fields
gethoseta Get wave elevation
Gethosu Get fluid velocity
gethospd Get dynamic pressure
gethosendtime Get HOS simulation end time
gethoswaterdepth Get HOS water depth
isgrid2gridinitialized Check Grid2Grid is initialized

Fig. 3. Interpolation errors with respect t
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5

Bð0Þi ðsjÞ ¼
�
1 if sji � s< sjiþ1

0 otherwise
(13a)

and

BðnÞi ðsjÞ ¼ s� sji
sjiþp

� sji
Bðn�1Þ
i ðsjÞ

þ sjiþpþ1
� s

sjiþpþ1
� sjiþ1

Bðn�1Þ
iþ1 ðsjÞ n � 1

(13b)
o refinement for two test functions.
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Instead of computing the spline functions at each time, De Boor
(1978) proposed an equivalent recursion formula for better effi-

ciency. Posing Cð0Þ
i1 ;i2 ;/iN

¼ f ðsi1 ; si2 ;…; siN Þ and substituting the B-

spline recursion formula into Eq. (12), we obtain

f ðs1; s2;…; sNÞ ¼
Xmþ1

i1;i2 ;…;iN¼�m

CðpÞ
i1;i2;/iN

(14a)

with the recursion relation of CðnÞ
i1 ;i2 ;/iN

:

CðnÞ
i1;i2;/iN

¼
�
1�wðnÞ

j;i;p

�
Cðn�1Þ
i1�1;i2�1;/iN�1

þwðnÞ
j;i;pC

ðn�1Þ
i1�1;i2�1;/iN�1

(14b)

with

wðnÞ
j;i;p ¼ s� sji

sjiþpþ1�n
� sji

(14c)

This alternative way is called de Boor's algorithm. Fig. 4 shows
the distribution of the B-spline functions used for the cubic
interpolation.

It implies that only a few successive HOS wave fields at t ¼ tHOS1 ;

tHOS2 ;/tHOS
NHOS

t
near the CFD simulation time tCFD are necessary for the

interpolation. There always exist two successive instants where
tHOSj � tCFD < tHOSjþ1 , and successive HOS wave fields are presented in

Fig. 5.
By adopting this interpolation procedure, we do not need to

reconstruct the HOSwave fields for thewhole HOS simulation time.
It is sufficient to know successive HOS wave fields with moving
interpolation time windows. Therefore, computational memory in
the HOS reconstruction step can be saved.

3.3. Interpolation enhancement by zero-padding

Themodal functions used in the HOSmodel are trigonometric or
hyperbolic functions. However, the B-spline functions used for the
interpolation are piece-wise polynomials near interpolation nodes.
For wave propagation, HOS models require limited spatial dis-
cretization to reach a high level of accuracy. Typically, only O(10)
points per wavelength are used thanks to the pseudo-spectral
formalism of HOS solvers and the corresponding convergence
rate (Ducrozet et al., 2012b,a). A large spacing (Dx, Dy) in the HOS
domain will give a large interpolation error. To minimize the
interpolation error due to large spacing, a zero-padding scheme is
introduced to reconstruct the HOS waves on a refined grid. Addi-
tional zero amplitudes corresponding to high wavenumbers are
introduced intentionally. After applying the inverse FFTs, the HOS
wave field is reconstructed on amore refined HOS grid compared to
Fig. 4. Distribution of B-spline curves used for the cubic interpolation.
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the original HOS grid. The schematic view of the zero-padding
scheme is shown in Fig. 6.

Li (2018) tested the B-spline interpolation order and zero-
padding scheme by reconstructing the HOS wave fields on a CFD
grid. The study showed that using a low interpolation order with a
marginally large spacing of the HOS domain may result in large
continuity errors in the CFD computation. However, it can be
improved by using a high interpolation order with the zero-
padding technique. In the present study, the interpolation order
of p ¼ 3 (Cubic-interpolation) is used in temporal and spatial
interpolation, and the numerical grid of HOS is refined enough to
minimize the interpolation error. The interpolation refinement
corresponds to the case of lDx > 50 and H/Dz > 16. The interpola-
tion error in Fig. 3 shows less than 10�5 with this configuration.
4. CFD solver

foamStar is an in-house code co-developed by Bureau Veritas
and �Ecole Centrale de Nantes within the framework of OpenFOAM
to solve wave-structure interaction problems. It is based on the
multi-phase flow solver interDymFoam (Rusche, 2002; Dami�an,
2013) in the OpenFOAM package (Weller et al., 1998; Jasak, 2009).
The wave generation module is based on the open-source project
waves2Foam (Jacobsen et al., 2012; Jacobsen, 2017). The mechan-
ical solver is developed to simulate the dynamics of rigid or elastic
marine structures (Seng et al., 2014).

The free-surface is captured by the Volume of Fluid (VOF)
method (Hirt and Nichols, 1981). The governing equations
describing multi-phase flow are given as follows:

V,u ¼ 0 (15a)

vðruÞ
vt

þ V,ðruuT Þ � V,
h
m
�
Vuþ VuT

� i
¼

�Vpd � ðg,xÞVr
(15b)

va

vt
þ V,ðauÞ þ caV,

h
uf
nað1�aÞ

i
¼ 0 (15c)

where r, u, pd and g ¼ (0, 0, � g) are the density, the velocity, and
the dynamic pressure of the air-water mixture and the gravitational
acceleration vector, respectively. a is the VOF representing the ratio
of occupied water volume to computational cell volume. The third
term in Eq. (15c) gives an artificial surface compression in the
normal direction to keep a sharp air-water interface (Rusche, 2002).

ca and uf
n are the a-compression coefficient and free-surface

normal velocity, respectively. This term only works if a 2 (0, 1).
The mixture density and viscosity are given as follows:

r ¼ rwaþ rað1�aÞ (16a)

m ¼ mwaþ mað1�aÞ (16b)

where qw and qa represent quantities associated with water and air,
respectively.

The generation/absorption of waves in foamStar is modelled
by using an explicit relaxation scheme that blends the computed
flow quantities with the target quantities (Mayer et al., 1998;
Fuhrman, 2004; Engsig-Karup, 2006). The CFD domain is divided
into a central “pure CFD” zone where only the viscous flow equa-
tions apply and one or several relaxation zones that are set at lateral
boundaries. In these zones, the flow quantities are relaxed after
solving the equations as:



Fig. 5. Reconstructed HOS wave fields over successive HOS simulation times for the interpolation.

Fig. 6. Interpolation enhancement by zero-padding to increase the spatial resolution.
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c ¼ ð1�wÞcþwcTarget (17)

where c is the flow quantity, cTarget is the target quantity, and
w 2 [0, 1] is the weight function, respectively. w is a function that
progressively varies over the relaxation zone. At the boundary with
the “pure CFD” zone w ¼ 0 to ensure continuity, and at the lateral
boundaries of the entire domain w ¼ 1 so that the solution is
exactly the target solution. The schematic view of the computa-
tional domain is shown in Fig. 7.

The choice of weight function affects the magnitude of reflected
waves. Many studies have shown that a properly chosen weight
function with a marginal size of the relaxation zone can minimize
wave reflections at the boundaries (Miquel et al., 2018; Peri�c et al.,
2018; Choi et al., 2020).

Peri�c et al. (2018) investigated the effect of weight function on
the wave propagation simulation. They showed that while an
optimized relaxation scheme can minimize undesirable waves,
undesirable waves are inevitable if the relaxation scheme is
adopted for the generation and absorption of waves. Recently, Kim
(2021) conducted wave propagation simulations considering
Fig. 7. Schematic view of computational domains for the wave propagation.
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turbulence effects based on the stabilized turbulence model for
free-surface flow proposed in Larsen and Fuhrman (2018). He
showed that propagating waves preserve their amplitudes for a
long simulation time.

5. Results and discussion

5.1. Generation of HOS waves in the CFD solver

To validate the procedure of nonlinear wave generation in the
CFD solver, a total of six wave conditions, given in Table 2, are
considered within the two HOS models. Since the wave generation
mechanism is different for HOS-Ocean and HOS-NWT solvers, it is
not possible to deterministically compare waves from two HOS
solvers. Therefore, the present study tried to check the capability of
the procedure of nonlinear wave generation in the CFD solver using
random wave conditions. The JONSWAP spectrum is used to
describe the frequency spectrum (S(f)) of irregular waves. A direc-
tional spreading function in Eq. (18) is introduced for short-crested
waves, where s is the bandwidth of the directional spreading
function (Dysthe et al., 2003).

DðbÞ ¼ 1
s
cos2

	
b

4s



(18)

The computational domain of the CFD solver is set to be x 2 [0,
6lref] and z 2 [�h, h] for 2D wave simulation, where lref is the
reference wavelength, e.g. lref ¼ l for regular waves, lref ¼ lp for
irregular waves, and lp is thewavelength corresponding to the peak
wave period (Tp). The same x and y-directional length (x, y) 2 [0,
6lref] and height z 2 [�h, h] are used in the 3D simulations. The
spatial refinement is conducted uniformly in the horizontal direc-
tion. Since the waves have a hyperbolic velocity profile in the ver-
tical direction, a variable refinement is applied in this direction.
Three different zones are set: (1) Underwater zone z2 [�h, � Href],
(2) Free-surface zone z 2 [�Href, Href] and (3) Air zone z 2 [Href, h].
The referencewave height isHref¼H for regular waves andHref¼Hs

for irregular waves. The free-surface zone is refined uniformly, and
a geometric progression is applied to the other zones (simple-
Grading in OpenFOAM) to keep a dense spatial resolution in the
free-surface zone and to maintain a smooth change of cell heights.
The value for simpleGrading is taken as 5 from the results of Choi
et al. (2020), e.g. the highest and the lowest cell height ratio is 5 in
underwater and air zones. The spatial refinement is performed such
that lref/Dx ¼ 125 and Href/Dz � 20 for 2D wave simulation and lref/
Dx ¼ lref/Dy ¼ 50 and Href/Dz � 15 for 3D wave simulation,
respectively. The number of computational cells is reduced for the
3D wave elevation in order to limit the computational cost, e.g. the
number of cells in 3D simulations is O(106). The length of the
relaxation zones is taken to be twice the reference wavelength,
Lrelax¼ 2lref. The pure CFD zone is the computational domainwhere
no relaxation scheme is applied, and its size is twice the reference
wavelength. The computational domain and the numerical grid



Fig. 8. The computational domain and mesh refinement for the simulation of short-crested waves (HOS-NWT 3D irregular waves).

Table 2
Wave conditions used for each HOS model to reconstruct the nonlinear waves in the
CFD solver, T: wave period, H: wave height, Tp: peak period, Hs: significant wave
height, g: magnification factor in JONSWAP spectrum, s: bandwidth of directional
spreading function in Dysthe et al. (2003).

Wave Type Item HOS-Ocean HOS-NWT

Regular Waves (2D) T[s] e 0.702
H[m] e 0.0431

Irregular Waves (2D) Tp[s] 0.702 1.0
Hs[m] 0.0288 0.05
g 3.3 3.3

Regular Waves (3D) T[s] e 0.702
H[m] e 0.0288
b[�] e 60�

Irregular Waves (3D) Tp[s] 1.000 0.702
Hs[m] 0.100 0.0384
g 3.3 3.3
s 0.3 0.3
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used for the HOS-NWT 3D irregular waves during the simulation
are shown in Fig. 8.

The wave fields in the CFD domain are initialized with the
reconstructed HOS wave fields, and then the waves in the CFD
domain are generated and absorbed in the relaxation zones during
the simulation. The simulation snapshots of 3D wave fields in CFD
with different HOS wave models are shown in Fig. 9.

Three-dimensional wave fields in CFD are well simulated, and
the smooth transition between the pure CFD zone and the relaxa-
tion zone is shown. The wave elevation is measured at the center of
the pure CFD zone and compared with the result of the HOS
simulation.

The comparison between the reference HOS simulation and the
reconstructed waves in the CFD solver is shown in Fig. 10. Simu-
lation time is normalizedwith reference period, Tref¼ T and Tref¼ Tp
for regular and irregular waves, respectively. At the initial time,
both CFD and HOS references show good agreement because the
wavefields are initialized with HOS wavefields. A small increase in
discrepancies of waves between CFD and HOS is shown as the
simulation progresses, but the wave elevations show good agree-
ment overall. The discrepancy betweenwave elevations of HOS and
CFD simulations could be due to: (1) insufficient refinement of the
computational mesh used in CFD, which results in numerical
damping, (2) an interpolation error due to the interpolation order
8

and the number of interpolations points, (3) undesirable waves due
to the weight function in the relaxation zone, respectively. It is
expected that on the spatial and temporal scales studied, the effect
of viscosity (acting in the bulk of the fluid as well as at the air/water
interface) is negligible. For both long-crested (graph (a), (c), (d), and
(e)) and short-crested (graph (b) and (f)) cases, the proposed CFD
wave generation procedure generally works well. However, a larger
difference between CFD and HOS waves is found for the short-
crested wave condition due to the lower mesh refinement.

The reference HOS wave elevation XHOS and the surface eleva-
tion of the CFD solver XCFD are compared by evaluating a Pearson
correlation coefficient (r) between the two time-series data. The
Pearson correlation coefficient of wave elevations is defined as in
Hogg et al. (2005):

r ¼ covðXHOS;XCFDÞ
sHOSsCFD

(19)

where cov(XHOS, XCFD), sHOS and sCFD represent the covariance and
the standard deviations of wave elevations obtained from HOS and
CFD simulations for the entire CFD simulation time, respectively.
The Pearson correlation coefficient (r) measures a linear correlation
between two data sets which always have a value between r ¼ �1
and r ¼ 1. When 0 < r � 1, two sets of data have a positive corre-
lation, and when 0 < r � 1, they have a negative correlation. When
r ¼ 0, two data sets have no relationship. The computed Pearson
correlation coefficient(r) for different simulations is given in Table 3
over the whole CFD simulation time. The waves simulated by the
CFD solver show a good correlation with reference HOS
simulations.

5.2. Coupling in breaking sea states and comparison with
experiments

The nonlinear wave generation procedure in the CFD solver was
validated with experimental results. The experiments were con-
ducted in the 3D wave tank at the �Ecole Centrale de Nantes. The
dimensions of the wave tank are shown in Fig. 11. Its length, width,
and water depth are 46.4 m, 29.7 m, and 5 m. Forty-eight
segmented wavemakers are installed at one side to generate
various types of waves, including directional waves. The width of
the segmented wavemaker is 0.6 m. A wave beach of 9.7 m long is
installed at the opposite side of the wavemakers to absorb waves.



Fig. 9. Simulated HOS wave fields in CFD.

Fig. 10. Comparison between the reconstructed nonlinear HOS waves in CFD and HOS reference.

Y.M. Choi, B. Bouscasse, G. Ducrozet et al. International Journal of Naval Architecture and Ocean Engineering 15 (2023) 100510

9



Table 3
Pearson correlation coefficient (r) between reference HOS wave
elevation and the elevation of reconstructed HOS waves by the CFD
solver.

Wave type r

HOS-Ocean 2D Regular Waves 0.977
HOS-Ocean 2D Irregular Waves 0.980
HOS-NWT 2D Regular Waves 0.999
HOS-NWT 2D Irregular Waves 0.999
HOS-NWT 3D Regular Waves 0.996
HOS-NWT 3D Irregular Waves 0.977

Fig. 11. Dimensions of the �Ecole Centrale de Nantes ocean wave tank.

Table 4
The extreme wave condition.

Item Value

Wave spectrum JONSWAP
Significant wave height (Hs) 17.5 m
Peak period (Tp) 15.5s
Peak magnification factor (g) 2.6
Wavelength of peak period (lp) 375.1 m
Wave steepness (Hs/lp) 0.045
Scale ratio 1/100

Fig. 12. Wave-breaking events identified during the HOS simulation and the chosen
temporal and spatial window for the CFD simulation.

Fig. 13. Measured wave elevation at the wave breaking event with respect to the grid
refinement of CFD simulation and HOS reference, xbr is the wave breaking position, and
tbr is the time at the wave breaking event.

Table 5
Spatial and temporal refinement of numerical grids for CFD simulations.

Grid lp/Dx Hs/Dz Tp/Dt

Refinement 1 62.5 18.4 300
Refinement 2 125 36.8 600
Refinement 3 250 73.5 1200
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The wave condition considered corresponds to the 1000-year
return period sea state in the Gulf of Mexico (Bouscasse et al.,
2021). The wave condition is given in Table 4. We consider only
uni-directional waves.

In the severe sea state considered, breaking events will occur
during wave propagation and need to be considered in the nu-
merical model. Nonlinear potential flow solvers such as HOS are not
adapted to the direct simulation of breaking waves, whose physical
features need to be approximated by a dedicatedmodel. The chosen
approach within HOS considers the localized spatial and temporal
damping due to wave breaking as described in Seiffert et al. (2017)
and Seiffert and Ducrozet (2018). The localized damping is applied
when the wave breaking is expected to occur during the HOS
simulation. The identification uses a breaking onset criterion
defined in Seiffert et al. (2017), Seiffert and Ducrozet (2018), and
Barthelemy et al. (2018) as:

F=E
vp

¼ ucrest
vp

� Bthreshold (20)

where F is the local energy flux in the direction of wave propa-
gation, E is the local energy density, vp is the phase velocity of
waves, ucrest is the horizontal velocity at the wave crest and Bthreshold
is the threshold to determine the wave breaking, respectively. In
the present study, Bthreshold ¼ 0.85 was selected from the experi-
ments of Barthelemy et al. (2018), confirmed by the experiments of
Seiffert et al. (2017).

Wave breaking events during the HOS simulation are identified
and plotted in Fig.12. The horizontal and vertical axes represent the
spatial and temporal location of wave-breaking events during the
simulation. A target wave breaking event is chosen at xbr/lp ¼ 5.6
and tbr/Tp ¼ 100.0. The adjacent time and space are needed for the
CFD simulation; therefore, the spatial and temporal window of
t 2 tbrþ[�2Tp, 6Tp] and x 2 xbrþ[�3.5lp, 4.5lp] is used. Lengths of
inlet and outlet zones to generate/absorb waves are set to be 2lp
and 3lp, respectively. Three wave gauges are installed in experi-
ments at the wave breaking position in the horizontal direction,
10
which is perpendicular to the wave propagation direction, and the
distance between wave gauges is 2.3 m as shown in Fig. 11.

A parametric study on the refinement of the computational grid
of the CFD solver was conducted to obtain converged results. The
spatial and temporal discretization are determined to have similar



Fig. 14. Comparison of Pearson correlation coefficients of HOS reference and CFD measurements with different grid refinements.
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values as in the previous studies (Bouscasse et al., 2021; Choi et al.,
2020). The level of refinement is given in Table 5.

The wave elevations measured at the middle of the CFD
computational domain are compared with the wave elevation ob-
tained from the HOS simulation in Fig. 13.

The results of the CFD simulations with different refinements
agreewell with the HOS reference, even if thewave breakingmodel
in HOS cannot reflect the exact mechanism of wave breaking. The
Pearson correlation coefficients of two time-series data can be used
to indicate the global agreement between two datasets, but a time-
varying Pearson correlation coefficient can be useful to observe the
evolution of discrepancy as discussed in Yule (1926). To observe a
time-evolving local similarity score for two time-series data,
Papadimitriou et al. (2006) introduced a Pearson correlation coef-
ficient with a sliding window to localize the correlation estima-
tions. A localized Pearson correlation coefficient between the HOS
reference and each CFDmeasurement is compared in Fig. 14, where
r̂ðtÞ and Tw represent a localized Pearson correlation coefficient
11
with a time-window of t2 [t�Tw/2, tþ Tw/2], and Tw represents the
selected time window duration, respectively.

Values at the top corner of the triangles in Fig. 14 represent the
Pearson correlation coefficient of the HOS reference and the CFD
simulation for thewhole CFD simulation time. The values are 0.992,
0.996, and 0.997 for the CFD Refinements 1, 2 and 3, respectively.
Furthermore, the correlation between the HOS reference and the
CFD simulations gradually decreases with the simulation time.
However, the CFD case of a refined CFD computation grid keeps its
correlation for the whole CFD simulation time.

Since the wave condition is extreme, many wave-breaking
events were observed in experiments. Due to wave breaking and
3D effects of the wave tank, waves along the crest-line show only a
slight disturbance. The snapshot at the breaking event, which
corresponds to t ¼ 100s, is shown in Fig. 15, together with the CFD
simulation. A small spilling breaker is observed both in the exper-
iment and CFD simulation.

The maximum, minimum, and average wave elevations from



Fig. 15. Snapshot of wave breaking events in experiment and simulations.

Fig. 16. Comparison between wave elevations of experiments and CFD simulations for extreme sea state at wave breaking point.
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aligned wave gauges are taken because of the 3D effects that occur
in the experiments. Wave elevations measured from the experi-
ment are compared with the CFD simulation in Fig. 16. The wave
elevation simulated and the experimental measurements agree
overall. Furthermore, a small spilling wave breaking is observed in
both experiment and CFD, which is promising regarding the
capability of the coupled HOS-CFD simulation to model accurately
extreme wave events. Some discrepancies are observed. The first
reason might be related to experimental uncertainties induced by
reflection from the physical beach being different from the one
generated numerically as well as spurious currents, which makes
the deterministic comparisons challenging to achieve perfectly.
Another reason might be linked to the numerical model. Though
the CFD is supposed to overcome the limitations of the HOS model
and its simplified breaking model, the numerical domain is not as
long as the physical one, and some effects can last.

6. Conclusions

This research describes and validates a reconstruction proced-
ure of nonlinear irregular waves in CFD simulations. The nonlinear
wave model is based on the HOS method, and the simple wave
breaking model is used. Since the functional values are evaluated at
the free-surface in the HOS method, the HOS waves are recon-
structed in three-dimensional interpolation nodes. A couple of HOS
wave fields near the time of interest are used for the interpolation
for efficiency. The reconstruction algorithm based on the B-spline
interpolation over space and time is proposed.

Because the vertical function used in the HOS method is a hy-
perbolic function and the energy in the low-frequency region
moves to the high-frequency region due to nonlinear interaction, a
12
large fluid velocity at the crest occurs when the extreme wave
condition is considered. The reconstruction technique has been
validated for long-crested and short-crested waves and for both
HOS-Ocean and HOS-NWT solvers. The reconstructed wave eleva-
tion in CFD simulations shows good correlations with HOS results.
Furthermore, the reconstructed wave elevation has been validated
with experiments. The proposed reconstruction technique of
nonlinear waves in the CFD solver has been validated on different
types of sea states, including an extreme one with wave-breaking
events.
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