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#### Abstract

Low-rank approximations are widely used to reduce the memory footprint and operational complexity of numerous linear algebra algorithms in scientific computing and data analysis. In some of our recent work we have demonstrated that low-rank approximations can be stored using multiple arithmetic precisions to further reduce the storage and execution time. In this work we present a method that can produce this mixed-precision representation directly; this relies on a mixed-precision truncated rank-revealing $Q R(R R Q R)$ factorization with pivoting. We present a floating-point error analysis and provide bounds on the error of the approximation demonstrating that the use of multiple precisions does not alter the overall accuracy. Finally, we present experimental results showing the execution time reduction for the cases where either classical or randomized pivoting are used.
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#### Abstract

Résumé. Les approximations de rang faible sont couramment utilisées pour réduire la consommation de mémoire et la complexité calculatoire de nombreux algorithmes d'algèbre linéaire en calcul scientifique et analyse des données. Dans nos travaux récents, nous avons démontré que les approximations de rang faible peuvent etre stockées en utilisant de multiples précisions arithmétiques pour réduire d'avantage la mémoire et le temps d'exécution. Dans ce document, nous présentons une nouvelle méthode qui produit directement ces représentations; elle repose sur une factorisation QR en precision mixte tronquée et avec pivotage. Nous présentons une analyse des erreurs d'arrondi en virgule flottante ainsi que des bornes pour l'erreur d'approximation montrant que l'utilisation de plusieurs précisions ne dégrade pas la qualité de la solution finale. Finalement, nous présentons des résultats expérimentaux montrant la réduction du temps d'exécution obtenue avec les méthodes proposées.
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## 1 Introduction

Alongside many classical applications in data analysis, the use of low-rank approximations in computing has become increasingly popular in recent years due to their effectiveness in reducing both the memory consumption and the operational complexity of numerous linear algebra algorithms such as linear system solvers [2, 20, 11]. Essentially, these rely on the idea that a matrix $A \in \mathbb{R}^{m \times n}$ can be approximately represented as a product $X Y^{T}$ where $X \in \mathbb{R}^{m \times k}$ and $Y \in \mathbb{R}^{n \times k}$ are matrices of sufficiently low rank $k$ such that

$$
\left\|A-X Y^{T}\right\| \leq \varepsilon\|A\|
$$

in some norm, where $\varepsilon$ is a prescribed accuracy tolerance. For a given $\varepsilon$ an optimal approximation can be obtained by computing the singular value decomposition of $A$ and dropping all the singular values smaller than $\varepsilon$ and the corresponding left and right singular vectors [10]. Nevertheless, this method is rarely used in practice due to its high cost and low efficiency. Instead, other methods are preferred which are sufficiently accurate and robust in practice, and more computationally efficient and/or scalable in a parallel setting; among these, we can cite rank-revealing QR factorizations [4] or randomized approaches [18].

Concurrently, low-precision floating-point arithmetic units have become increasingly available and supported not only in specialized computing platforms (such as GPUs) but also in commodity CPUs. This is partly due to the recent explosion of artificial intelligence and machine learning algorithms in science and engineering which work remarkably well with low (e.g., 16-bit) or even very low (8-bit) precisions. As a result, new floating-point arithmetic formats have been proposed and, sometimes, standardized, such as binary16 or BFloat16 which can achieve higher performance than the traditional 32-bit or 64-bit floating-point formats. Despite their wide adoption in machine learning, these low-precision formats cannot be straightforwardly employed in applications which require relatively high accuracy; this has reignited the interest of the scientific computing
community around mixed-precision algorithms. These combine multiple arithmetic formats in order to achieve provably accurate results while maximizing the use of low-precision units in order to improve performance. In particular, in our recent work [1] we have demonstrated that low-rank approximations can be stored in a mixed-precision format which can then be used in a direct method to solve linear systems of equations in a backward stable way. This approach amounts to partitioning the columns of $X$ and $Y$ into block-columns such that the overall accuracy of the approximation

$$
\begin{equation*}
\left\|A-X^{1} Y^{1^{T}}-\cdots-X^{p} Y^{p T}\right\| \leq \varepsilon\|A\| \tag{1}
\end{equation*}
$$

is still satisfied when the $X^{i}$ and $Y^{i}$ data are stored, from left to right, using different arithmetics of decreasing precision. Intuitively, this can be explained by the fact that the rightmost columns of $X$ and $Y$ are associated with small singular values which carry little information and play a minor role in the error of the low-rank approximation. This splitting is dictated by the spectrum of $A$, the number and accuracy of the $p$ available precisions and the threshold $\varepsilon$. In the same work we have demonstrated that this mixed-precision format can be used to reduce the execution time of matrix factorizations without harming the backward stability. The format in equation (1) can straightforwardly be obtained by first computing the low-rank approximation fully in high precision and then by appropriately casting the block-columns of $X$ and $Y$ into lower precisions; nevertheless, using this naive approach leads to poor performance in contexts where computing the high precision low-rank approximation is the bottleneck.

In the present work, we propose a mixed-precision pivoted QR factorization that can directly compute the mixed-precision low-rank approximation of a ma$\operatorname{trix} A$ such that the condition in equation (1) is satisfied. We make the following contributions:

1. We present, in Section 3, a rounding error analysis of the Householder QR factorization where the arithmetic precision is gradually reduced in the course of the algorithm. We produce a theoretical upper bound on the error demonstrating that, if these changes of precision are appropriately operated, the accuracy of the resulting low-rank approximation can be made the same as in the case where only high-precision arithmetic is used.
2. We present, in Section 4 two mixed-precision QR factorization algorithms that rely, respectively, on the Businger-Golub and randomized pivoting.
3. Finally, in Section 5, we present an experimental evaluation of these algorithms which validates the theoretical findings and demonstrates the higher performance of the mixed-precision algorithms with respect to their full high-precision counterparts.

A mixed-precision algorithm for computing a mixed-precision low-rank approximation of a matrix $A$ was recently proposed by Connolly, Higham, and Pranesh [5]. This, however, relies on the randomized range finder method [18] and the resulting low-rank approximation is stored in high precision despite the computations being carried in mixed-precision.

## 2 Background

In the reminder of this document, we will use the following notation. Uppercase and lower-case roman letters denote, respectively, matrices and vectors,
while Greek letters denote scalars. Subscripts will be used to denote matrix or vector indices and superscripts to denote data associated with different steps of some algorithm or sequence of operations. To keep the notation simple, when there is no ambiguity, we will denote a column of a matrix using the corresponding lower-case letter with a subscript indicating the column index; for example, the $j$-th column of matrix $A$ will be denoted $a_{j}$.

### 2.1 Householder QR and error analysis

The Householder [15] QR factorization of an $m \times n$ matrix $A$ proceeds in $n$ steps where, at each step $k$, an elementary reflector $H^{k}$ is computed such that all the subdiagonal coefficients in column $k$ are annihilated; as a result, the $A$ matrix is reduced into an upper triangular matrix $R$ and the product of the reflectors defines the orthogonal $Q$ factor:

$$
H^{n} \cdots H^{1} A=Q^{T} A=R \text {, where } H^{k}=\left(I-\tau^{k} v^{k}\left(v^{k}\right)^{T}\right)
$$

Here the $Q$ matrix is never explicitly computed but implicitly represented by the $v^{k}$ vectors and $\tau^{k}$ scalars; furthermore, the first $k-1$ coefficients in vector $v^{k}$ are null. The $v^{k}$ and $\tau^{k}$ vectors can be computed in different ways, for example, to prevent cancellations; we refer the reader to the article by Lehoucq [17] for an exhaustive discussion of this argument. Our work relies on the error analysis of Higham [14] (Chapter 19) which assumes that these are computed following the convention used in the LINPACK and LAPACK libraries.

It must be noted that, for the sake of performance, these Householder transformations are not computed and applied to $A$ individually but, rather, in blocks of size $b \ll n$ using the $W Y$ representation of Schreiber and Van Loan [21]; this allows for using Level-3 BLAS operations for most of the computations which results in a much faster execution due to an efficient use of cache memories.

In our error analysis of Section 3 we will make extensive use of the results in lemmas 19.1, 19.2 and 19.3 and theorem 19.4 of Higham [14] which we will report below (with some slight adaptations and notation changes) for the sake of self-completeness prior to extending them to the case where the factorization is truncated and conducted using multiple precisions. Accordingly, we use the standard model of floating-point arithmetic [14, sect. 2.2], we put a hat on variables to denote that they represent computed quantities. For any integer $k$, we define

$$
\gamma_{k}=\frac{k u}{1-k u}
$$

where $u$ denotes the unit rounding of the employed arithmetic; a superscript on $\gamma$ denotes that $u$ carries that superscript; thus $\gamma_{k}^{f}=\frac{k u^{f}}{\left(1-k u^{f}\right)}$, for example. We also use the notation $\tilde{\gamma}_{k}=\gamma_{\eta k}$ to hide modest constants $\eta$.

Lemma 2.1 (19.1 and 19.2 of [14]). Assume a Householder transformation $H$ is computed and applied to a vector $b$ using precision $u$. The computed result $\widehat{y}$ satisfies

$$
\widehat{y}=(H+\Delta H) b, \quad\|\Delta H\|_{F} \leq \tilde{\gamma}_{m} .
$$

The previous lemma demonstrates that computing and applying a Householder transformation in finite precision is a backward stable operation. The next one demonstrates that this property also holds when multiple transformations of this type are applied to a vector.

Lemma 2.2 (19.3 of [14]). Consider the sequence of transformations

$$
b^{i}=H^{i} b^{i-1}, \quad b^{0}=b, i=1, \ldots, k .
$$

The computed $\widehat{b}^{k}$ satisfies

$$
\widehat{b}^{k}=H^{k} \cdots H^{1}(b+\Delta b)=Q^{T}(b+\Delta b), \quad\|\Delta b\|_{2} \leq \tilde{\gamma}_{m k}\|b\|_{2}
$$

A Householder QR factorization simply consists in applying to a matrix $A$ a sequence of transformations that annihilate all the subdiagonal coefficients one column at a time; therefore, Lemma 2.2 applies on all columns, which leads to the following theorem.

Theorem 2.3 (19.4 of [14]). Let $\widehat{R} \in \mathbb{R}^{m \times n}$ be the computed upper trapezoidal $Q R$ factor of $A \in \mathbb{R}^{m \times n}(m \geq n)$ obtained via the Householder $Q R$ algorithm. Then there exists an orthogonal $Q \in \mathbb{R}^{m \times m}$ such that

$$
A+\Delta A=Q \widehat{R}
$$

where

$$
\left\|\Delta a_{j}\right\|_{2} \leq \tilde{\gamma}_{m n}\left\|a_{j}\right\|_{2}, \quad j=1, \ldots, n
$$

The latter theorem simply says that one such $Q$ matrix exists. In practice, it is more useful to have a bound using the actually computed $\widehat{Q}$, as stated in the next Theorem.

Theorem 2.4 (from [14]). Let $\widehat{R} \in \mathbb{R}^{m \times n}$ and $\widehat{Q} \in \mathbb{R}^{m \times m}$ be, respectively, the computed upper trapezoidal and orthogonal $Q R$ factors of $A \in \mathbb{R}^{m \times n}(m \geq n)$ obtained via the Householder $Q R$ algorithm. Then

$$
\begin{equation*}
\|A-\widehat{Q} \widehat{R}\|_{F} \leq \sqrt{n} \tilde{\gamma}_{m n}\|A\|_{F} \tag{2}
\end{equation*}
$$

Proof. It must be noted that $\widehat{Q}$ is obtained by applying the sequence of transformations to the identity matrix; therefore, Theorem 19.4 can be used to derive the following bound

$$
\widehat{Q}=Q(I+\Delta I), \quad\left\|\Delta i_{j}\right\|_{2} \leq \tilde{\gamma}_{m n}
$$

where $\Delta i_{j}$ denoted the $j$-th column of matrix $\Delta I$; this implies

$$
\begin{equation*}
\|Q-\widehat{Q}\|_{F} \leq \sqrt{n} \tilde{\gamma}_{m n} \tag{3}
\end{equation*}
$$

Now, using equation (3) and Theorem 2.3

$$
\begin{aligned}
\left\|(A-\widehat{Q} \widehat{R})_{j}\right\|_{2} & =\left\|(A-Q \widehat{R})_{j}+((Q-\widehat{Q}) \widehat{R})_{j}\right\|_{2} \\
& \leq \tilde{\gamma}_{m n}\left\|a_{j}\right\|_{2}+\sqrt{n} \tilde{\gamma}_{m n}\left\|\widehat{r}_{j}\right\|_{2} \\
& =\tilde{\gamma}_{m n}\left\|a_{j}\right\|_{2}+\sqrt{n} \tilde{\gamma}_{m n}\left\|Q \widehat{r}_{j}\right\|_{2} \\
& =\tilde{\gamma}_{m n}\left\|a_{j}\right\|_{2}+\sqrt{n} \tilde{\gamma}_{m n}\left\|a_{j}+\Delta a_{j}\right\|_{2} \\
& =\sqrt{n} \tilde{\gamma}_{m n}\left\|a_{j}\right\|_{2}
\end{aligned}
$$

which implies the result.

### 2.2 QR factorization with Businger-Golub pivoting

A QR factorization capable of revealing the rank of a matrix (RRQR for RankRevealing QR ) can be obtained using column pivoting as in the method proposed by Businger and Golub [3]. Essentially, at each step $k$ of the QR factorization, this method permutes the columns of the trailing submatrix such that the pivotal column $k$ is the one that has maximum 2-norm. This implies that the diagonal coefficients of the $R$ factor are of decreasing absolute value and that the following property holds:

$$
\begin{equation*}
A P=Q R \text { where }\left|R_{k, k}\right| \geq\left\|R_{k: m, j}\right\|_{2} j=k, \ldots, n . \tag{4}
\end{equation*}
$$

Note that explicitly recomputing the norm of all the columns in the trailing submatrix not only is expensive but completely prevents the use of blocking (and, thus, of Level-3 BLAS operations) because this requires to entirely update all the remaining columns after every elimination step. This problem can be partially overcome taking advantage of the fact that, once all the column norms of the original $A$ matrix have been computed, these do not have to be recomputed at every step but can be cheaply updated. Essentially, at step $k$ of the factorization, the norm of column $j$ in the trailing submatrix is updated by subtracting the freshly computed $R_{k, j}$ coefficient. This approach is shown in Algorithm 1 which we refer to as QRCP; here we have assumed that $V$ is a matrix containing all the computed $v^{k}$ vectors in its columns, that householder $(x, k)$ is a function which computes and applies a Householder reflection that annihilates the bottom $m$ $k+1$ coefficients of a vector $x$ of size $m$ and that $W$ is a workspace. Although, in this algorithm, a large portion of computations is still done using Level-2 BLAS operations, some Level-3 can be used (in line 13).

```
Algorithm 1 Blocked QR factorization with Businger-Golub pivoting (QRCP).
    Input: \(A \in \mathbb{R}^{m \times n}\)
    Let: \(\eta_{j}=\left\|A_{i j}\right\|_{2}, \quad j=1, \ldots, n, P=I\)
    for \(j=1: b: n\) do
        for \(k=j: j+b-1\) do
            Find \(i \in k, \ldots, n\) such that \(\eta_{i}\) is minimal
            Swap columns \(k\) and \(i\) in \(A\) and \(P\)
            \(A_{k: m, k}=A_{k: m, k}-V_{k: m, j: k-1} W_{j: k-1, k}\)
            \(v^{k}, \tau^{k}=\operatorname{householder}\left(A_{i, k}, k\right)\)
            \(W_{k+1, k: n}=\tau^{k}\left(v^{k}\right)^{T} A_{;, k+1: n}+\tau^{k}\left(v^{k}\right)^{T} V_{:, j: k-1} W_{j: k-1, k+1: n}\)
            \(A_{k, k+1: n}=A_{k, k+1: n}-V_{k, j: k-1} W_{j: k-1, k+1: n}\)
            \(\eta_{i}=\sqrt{\eta_{i}^{2}-A_{k, i}^{2}}, i=k+1, \ldots, n\)
        end for
        \(A_{j+b: m, j+b: n}=A_{j+b: m, j+b: n}-V_{j+b: m, j: j+b-1} W_{j: j+b-1: j+b: n}\)
    end for
    Output: \(Q=\prod_{k=1, n}\left(I-\tau^{k} v^{k}\left(v^{k}\right)^{T}\right), R=\operatorname{triu}(A), P\)
```

It must be noted that the column norm update in line 11 of Algorithm 1 is a very delicate step when carried in finite precision as it may be subject to severe cancellations. This problem might be overcome using the approach proposed by Drmač and Bujanović [8] where if, in line 11 the norm of some columns drops by a value larger than a prescribed threshold which depends on the arithmetic unit roundoff, the algorithm breaks out of the inner loop of line 4, fully updates the trailing submatrix (line 13) and explicitly recomputes the norm of the problematic columns. This approach might reduce the portion of Level-3 BLAS operations but renders the method robust. Algorithm 1 with this updating technique is implemented in the LAPACK _GEQP3 routine.

### 2.3 QR factorization with randomized pivoting

In practice, Algorithm 1 achieves very poor performance and parallel scalability because a large portion of computations in Algorithm 1 are of Level-2 BLAS type and because of the numerous communications that the Businger-Golub pivoting requires. For this reason alternative pivoting techniques have been proposed in the literature that aim at overcoming these drawbacks. Multiple methods proposed in the literature, such as those by Duersch and Gu [9], Martinsson et al. [19], Demmel et al. [6], and Dessole and Marcuzzi [7], rely on an approach where, at every step of the factorization, not one but $b$ (the panel size) selected columns of the trailing submatrix are moved upfront, eliminated and the corresponding transformations applied at once using Level-3 BLAS operations as in the WY technique described above. These methods essentially differ in the way these $b$ columns are selected. In the approach proposed by Duersch and Gu [9] and Martinsson et al. [19], illustrated in Algorithm 2, this selection is done using randomized sampling, that is, the trailing submatrix is left-multiplied by a i.i.d. Gaussian matrix $\Omega \in \mathcal{N}(0,1)^{(b+p) \times(m-j)}$ which produces a sample matrix $S$; here we assume that $j-1$ columns of $A$ have already been eliminated and $p$ is an oversampling parameter of moderate value (less than ten). Because of the properties that connect $S$ to the trailing submatrix, the "important" $b$ columns can be selected by applying QRCP to the sample matrix $S$. This drastically improves the amount of level-3 BLAS operations because $S$ has a much smaller row-dimension than the trailing submatrix. As a matter of fact, the sample matrix $S$ does not have to be recomputed at every factorization step but it can be computed only once and cheaply updated $[9,19]$.

```
Algorithm 2 Blocked QR factorization with randomized pivoting (QRRP).
    Input: \(A \in \mathbb{R}^{m \times n}\)
    Let: \(P=I, \Omega \in \mathcal{N}(0,1)^{(b+p) \times(m-j)}, S=\Omega A\)
    for \(j=1: b: n\) do
        \(\tilde{Q}, \tilde{R}, \tilde{P}=\operatorname{QRCP}\left(S_{:, j: n}\right)\)
        \(A_{:, j: n}=A_{:, j: n} \tilde{P}, P_{:, j: n}=P_{:, j: n} \tilde{P}\)
        \(Q^{j}, R^{j}=Q R\left(A_{j: m, j: j+b-1}\right)\)
        \(A_{j: m, j+b: n}=\left(Q^{j}\right)^{T} A_{j: m, j+b: n}\)
        Update \(S\)
    end for
    Output: \(Q=\prod Q^{j}, R=\operatorname{triu}(A), P\)
```

Xiao, Gu , and Langou [22] demonstrate that the property of equation (4) does not apply formally to the result of QRRP but holds in a probabilistic sense. Given $\varepsilon, \Delta \in(0,1)$ and an oversampling parameter $p \geq\left\lceil\frac{4}{\varepsilon^{2}-\varepsilon^{3}} \log \left(\frac{2 n k}{\Delta}\right)\right\rceil$ the following property

$$
\begin{equation*}
\left|R_{k, k}\right| \geq \sqrt{\frac{1-\varepsilon}{1+\varepsilon}}\left\|R_{k: m, j}\right\|_{2}, \quad i+1 \leq j \leq n \tag{5}
\end{equation*}
$$

holds with probability at least $1-\Delta$.

## 3 Error analysis

Let us assume that we have $p$ precisions such that the respective unit roundoff verify

$$
u^{1} \leq u^{2} \leq \cdots \leq u^{p}
$$

and for each precision $i$ a sequence of $k^{i}$ transformations are computed and applied to matrix $A$ such that

$$
\sum_{i=1}^{p} k^{i}=k \leq n
$$

Therefore, first $k^{1}$ transformations are computed and applied with precision $u^{1}$, then $k^{2}$ with precision $u^{2}$ and so forth:

$$
\begin{array}{|c}
\left(H^{p, k^{p}} \cdots H^{p, 1}\right)  \tag{6}\\
u_{p} \\
\left.u_{1}^{1, k^{1}} \cdots H^{1,1}\right)
\end{array} A=Q^{T} A=\left[\begin{array}{c}
R \\
A^{p+1}
\end{array}\right]
$$

Here we use an extra superscript to denote the precision at which each transformation is computed and applied. furthermore, we denote $A^{i+1}$ the trailing submatrix after $K^{i}$ of the above transformations are applied where

$$
K^{i}=\sum_{j=1}^{i} k^{j}
$$

Note that, because we are interested in a truncated $Q R$ factorization, $k$ might be smaller than $n$, in which case $A^{p+1}$ corresponds to a $(m-k) \times n$ matrix with the rightmost $n-k$ columns being non-zero.

Each $A^{i}$ matrix has $m-K^{i-1}$ rows and $n$ columns, the first $K^{i-1}$ being equal to zero; $A^{1}$ corresponds to the initial matrix $A$. The $Q$ and $R$ matrices in equation (6) can be split in block-columns and block-rows, respectively, such that

$$
A=\left[Q_{1} \cdots Q_{p} Q_{p+1}\right]\left[\begin{array}{c}
R_{1}  \tag{7}\\
\vdots \\
R_{p} \\
A^{p+1}
\end{array}\right]
$$

Note that each $Q_{i}$ is a $m \times k^{i}$ submatrix of $Q=$ and is the result of computations carried in precisions 1 through $i$. Equivalently, $R_{i}$ is a $k^{i} \times n$ submatrix of $R$ and is the result of computations carried in precisions 1 through $i$. Our mixed-precision low-rank approximation of $A$ is obtained by dropping $Q_{p+1}$ and $A^{p+1}$ in the above equation.

Our analysis will rely on the observation that in the QR factorization the $i$-th of such transformations has the following structure

$$
\left[\begin{array}{ll}
I^{i-1} & \\
& \bar{H}^{i}
\end{array}\right]
$$

where $I^{i-1}$ is the identity matrix of size $i-1$; this is because the $i$-th transformation is computed so as to annihilate all the subdiagonal coefficients in the $i$-th column of $A$ and implies that the application of such transformation will only concern the bottom $m-i+1$ rows of the matrix. In the analysis of Higham [14] this property was not used because in the case where a single precision is used it does not yield any significant improvement of the bounds. For our analysis, it is not necessary to consider the structure of each single transformation but, rather, it is enough to note that all transformations at precision $i$ have the same structure

$$
\left[\begin{array}{ll}
I^{K^{i-1}} & \\
& \bar{H}^{i, j}
\end{array}\right], j=1, \ldots, k^{i}
$$

Lemma 3.1 (equivalent of Lemma 2.2 in mixed precision). Consider the sequence of transformations

$$
b^{K^{i}}=\prod_{j=1}^{k^{i}} H^{i, j} b^{K^{i-1}}, \quad b^{0}=b, i=1, \ldots, p, \quad K^{p}=k
$$

where all transformations $H^{i, j}, j=1, \ldots, k^{i}$ are computed and applied in precision $u^{i}$ and have the following structure

$$
H^{i, j}=\left[\begin{array}{cc}
I^{K^{i-1}} &  \tag{8}\\
& \bar{H}^{i, j}
\end{array}\right] .
$$

The computed $\widehat{b}^{k}$ satisfies

$$
\widehat{b}^{k}=Q^{T}(b+\Delta b), \quad\|\Delta b\|_{2} \leq \sum_{i=1}^{p} \tilde{\gamma}_{m k^{i}}^{i}\left\|b_{K^{i-1}+1: m}^{K^{i-1}}\right\|_{2}
$$

Proof. The results follows by using Theorem 2.2 "in packets" where, in each packet, the Householder transformations have the structure of equation (8). Each packet of $k^{i}$ transformation at precision $u^{i}$ only concerns rows $K^{i-1}+1, \ldots, m$ of $b^{K^{i-1}}$ and, by Theorem 2.2, introduces an error bounded by $\tilde{\gamma}_{m k^{i}}^{i}\left\|b_{K^{i-1}+1: m}^{K^{i-1}}\right\|_{2}$. Note that it would be more appropriate to use $\tilde{\gamma}_{\left(m-K^{i-1}\right) k^{i}}^{i}$ but we use $m$ instead of $m-K^{i-1}$ to keep the notation simple.

Based on Lemma 3.1, we are now ready to derive a columnwise error bound for a truncated QR factorization in mixed precision.

Lemma 3.2 (equivalent of Lemma 2.3 with truncation and mixed precision). Assume that a truncated QR factorization is computed such that $k \leq n$ Householder transformations are computed and applied to a matrix $A \in \mathbb{R}^{m \times n}$ using pdifferent precisions of increasing unit roundoff $u^{i}$. Let $k^{i}$ be the number of transformations that are computed using precision $i$. Then there exist matrices $Q_{1}, \ldots, Q_{p+1}$ such that the computed $\widehat{R}^{i}$ and $\widehat{A}^{p+1}$ satisfy

$$
(A+\Delta A)=\left[Q_{1} \cdots Q_{p} Q_{p+1}\right]\left[\begin{array}{c}
\widehat{R}_{1}  \tag{9}\\
\vdots \\
\widehat{\widehat{R}}_{p} \\
\widehat{A}^{p+1}
\end{array}\right], \quad\left\|\Delta a_{j}\right\|_{2} \leq \sum_{i=1}^{p} \tilde{\gamma}_{m k^{i}}^{i}\left\|a_{j}^{i}\right\|_{2}
$$

and, consequently,

$$
\begin{equation*}
\left\|\left(A-\sum_{i=1}^{p} Q_{i} \widehat{R}_{i}\right)_{j}\right\|_{2} \leq\left\|a_{j}^{p+1}\right\|_{2}+\sum_{i=1}^{p} \tilde{\gamma}_{m k^{i}}^{i}\left\|a_{j}^{i}\right\|_{2} \tag{10}
\end{equation*}
$$

Proof. Equation (9) straightforwardly results from the application of Lemma 3.1 to the case where the sequence of Householder transformations is computed so as to annihilate all the subdiagonal coefficients of $A$ and, therefore, have the structure defined in equation (8). Equation (10), instead, follows from the observation that

$$
\widehat{a}_{j}^{p+1}=a_{j}^{p+1}+\Delta a_{j}^{p+1}, \quad\left\|\Delta a_{j}^{p+1}\right\|_{2} \leq \sum_{i=1}^{p} \tilde{\gamma}_{m k^{i}}^{i}\left\|a_{j}^{i}\right\|_{2}
$$

Theorem 3.3 (equivalent of Theorem 2.4 with truncation and mixed precision). Assume that a truncated QR factorization is computed such that $k \leq n$ Householder transformations are computed and applied to a matrix $A \in \mathbb{R}^{m \times n}$ using $p$ different precisions of increasing unit roundoff $u^{i}$. Let $k^{i}$ be the number of transformations that are computed using precision $i$. The computed $\widehat{R}_{i}$ and $\widehat{Q}_{i}$ satisfy

$$
\begin{equation*}
\left\|A-\sum_{i=1}^{p} \widehat{Q}_{i} \widehat{R}_{i}\right\|_{F} \leq\left\|A^{p+1}\right\|_{F}+\sum_{i=1}^{p} \sqrt{k^{i}} \tilde{\gamma}_{m k^{i}}^{i}\left\|A^{i}\right\|_{F} . \tag{11}
\end{equation*}
$$

Proof. Following the same path that led us to equation (3), in the case where multiple precisions are used we obtain

$$
\left\|Q_{i}-\widehat{Q}_{i}\right\|_{F} \leq \sqrt{k^{i}} \sum_{j=1}^{i} \tilde{\gamma}_{m k^{j}}^{j}=\sqrt{k^{i}} \tilde{\gamma}_{m k^{i}}^{i}
$$

which allows us to derive a bound on the quality of the approximation using the actually computed $\widehat{Q}_{i}$ and $\widehat{R}_{i}$

$$
\begin{aligned}
\left\|\left(A-\sum_{i=1}^{p} \widehat{Q}_{i} \widehat{R}_{i}\right)_{j}\right\|_{2} & =\left\|\left(A-\sum_{i=1}^{p} Q_{i} \widehat{R}_{i}\right)_{j}+\sum_{i=1}^{p}\left(\left(Q_{i}-\widehat{Q}_{i}\right) \widehat{R}_{i}\right)_{j}\right\|_{2} \\
& \leq\left\|\left(A-\sum_{i=1}^{p} Q_{i} \widehat{R}_{i}\right)_{j}\right\|_{2}+\sum_{i=1}^{p}\left\|Q_{i}-\widehat{Q}_{i}\right\|_{F}\left\|\left(\widehat{R}_{i}\right)_{j}\right\|_{2} \\
& \leq\left\|a_{j}^{p+1}\right\|_{2}+\sum_{i=1}^{p} \tilde{\gamma}_{m k^{i}}^{i}\left\|a_{j}^{i}\right\|_{2}+\sum_{i=1}^{p} \sqrt{k^{i}} \tilde{\gamma}_{m k^{i}}^{i}\left\|\left(\widehat{R}_{i}\right)_{j}\right\|_{2} \\
& \leq\left\|a_{j}^{p+1}\right\|_{2}+\sum_{i=1}^{p} \sqrt{k^{i}} \tilde{\gamma}_{m k^{i}}^{i}\left\|a_{j}^{i}\right\|_{2}
\end{aligned}
$$

which implies the result.

## 4 Pivoted QR factorization in mixed precision

Based on the theoretical findings of the previous section, we are now ready to formulate a truncated rank-revealing QR factorization in mixed precision. We will first introduce two truncated QR factorization algorithms based, respectively, on the Businger-Golub and randomized pivoting and then a mixedprecision algorithm that can use either of these.

Specifically, the truncated mixed-precision algorithm relies on the use of the error bound in equation (11) to gradually switch to lower precision and, eventually, to halt the factorization as soon as the prescribed accuracy $\varepsilon$ is reached. The terms of this bound, however, are difficult, in practice, to compute accurately. In order to make this bound more usable in practice, we can proceed to some simplifications. First of all we can ignore the constants related to the accumulation of rounding errors, which are often pessimistic [13]; this amounts to replacing each $\tilde{\gamma}_{m k^{i}}^{i}$ with the unit roundoff of the corresponding arithmetic precision $u^{i}$. Second, because in the course of the factorization it is not known beforehand how many transformations will be computed with each precision $i$, we will replace $k^{i}$ with $n-K^{i-1}$. The error bound thus becomes

$$
\begin{equation*}
\left\|A-\sum_{i=1}^{p} \widehat{Q}_{i} \widehat{R}_{i}\right\|_{F} \leq\left\|A^{p+1}\right\|_{F}+\sum_{i=1}^{p} \sqrt{n-K^{i-1}} u^{i}\left\|A^{i}\right\|_{F} \tag{12}
\end{equation*}
$$

Assuming that a low-rank approximation of relative accuracy $\varepsilon$ is to be computed

$$
\left\|A-\sum_{i=1}^{p} \widehat{Q}_{i} \widehat{R}_{i}\right\|_{F} \leq\left\|A^{p+1}\right\|_{F}+\sum_{i=1}^{p} \sqrt{n-K^{i-1}} u^{i}\left\|A^{i}\right\|_{F} \leq \varepsilon\|A\|_{F}
$$

and, once again, ignoring the constants, it will be enough to ensure that all the terms in the bound are smaller than or equal to $\varepsilon\|A\|_{F}$. That is to say, it will be possible to switch from precision $i$ to precision $i+1$ at step $j$ of the factorization such that

$$
\begin{equation*}
\sqrt{n-j} u^{i+1}\left\|A_{j: m, j: n}\right\|_{F} \leq \varepsilon\|A\|_{F} \tag{13}
\end{equation*}
$$

and the factorization can be truncated at step $k$ such that

$$
\begin{equation*}
\left\|A_{k: m, k: n}\right\|_{F} \leq \varepsilon\|A\|_{F} \tag{14}
\end{equation*}
$$

It must be noted that our error analysis does not make any assumption on how the pivoting is done. Actually, for our method to work, it is only required that the norm of the trailing submatrix decreases in the course of the factorization which happens even in the case where no pivoting is applied. Obviously, the use of pivoting will lead to a faster decay of the trailing submatrix norm and, consequently, to an earlier truncation and change of precisions.

### 4.1 Truncated QR factorization with Businger-Golub pivoting

The two criteria in equations (13) and (14) can be straightforwardly used used to halt Algorithm 1 because the Frobenius norm of the trailing submatrix is readily available as the 2 -norm of part of the vector storing the $\eta_{i}$, that is, the 2 -norm of the corresponding columns. The resulting algorithm is presented in Algorithm 3 and amounts to a simple modification of Algorithm 1 where the factorization is interrupted as soon as either equation (13) or (14) is verified. It must be noted that, when the truncation happens because equation (13) is verified, it is implicitly assumed that the factorization will be continued using a lower precision (see the details in Section 4.3) and, therefore, the trailing submatrix update on line 17 is necessary. If, instead, the factorization is interrupted because equation (14) is verified, the trailing submatrix is discarded and therefore need not be updated; for the sake of conciseness we do not include this optimization in Algorithm 3 although it is implemented in the code we used for the experimental evaluation of Section 5.2.

It must be noted that, thanks to the property in equation (4), the Frobenius norm of the trailing submatrix at step $k$ can be bounded using $\left|R_{k, k}\right|$, that is, $\left\|A_{k: n, k: n}\right\|_{F} \leq \sqrt{n-k}\left|R_{k, k}\right| ;$ this criterion, however, can largely overestimate the norm of the trailing submatrix and result in a late switch of precision, or truncation leading to sub-optimal performance.

### 4.2 Truncated QR factorization with randomized pivoting

In the case of the QR factorization with randomized pivoting in Algorithm 2, the norm of the trailing submatrix cannot be easily computed. Nevertheless, it is possible to check for precision switch and truncation within the QRCP factorization of the sample matrix based on the norm of the trailing submatrix of the

```
Algorithm 3 Truncated blocked QR factorization with Businger-Golub pivoting
TQRCP).
    Input: \(A \in \mathbb{R}^{m \times n}, \varepsilon_{t}, \varepsilon_{p}\)
    Let: \(\eta_{j}=\left\|A_{: j}\right\|_{2}, \quad j=1, \ldots, n, P=I\)
    for \(j=1: b: n\) do
        for \(k=j: j+b-1\) do
            if \(\left\|\eta_{k: n}\right\|_{2} \leq \varepsilon_{t}\) or \(\sqrt{n-j}\left\|\eta_{k: n}\right\|_{2} \leq \varepsilon_{p}\) then
            \(b=k-j ; k=k-1\)
            goto 17 and break
            end if
            \(\arg \min _{i}\left\{\eta_{i}, i=k: n\right\}\)
            Swap column \(k\) and \(i\) in \(A\) and \(P\)
            \(A_{k: m, k}-=V_{k: m, j: k-1} W_{j: k-1, k}\)
            \(\left.v^{k}, \tau^{k}=\operatorname{householder}\left(A_{:, k}\right)\right)\)
            \(W_{k+1, k: n}=\tau^{k}\left(v^{k}\right)^{T} A_{:, k+1: n}+\tau^{k}\left(v^{k}\right)^{T} V_{:, j: k-1} W_{j: k-1, k+1: n}\)
            \(A_{k, k+1: n}=A_{k, k+1: n)}-V_{k, j: k-1} W_{j: k-1, k+1: n}\)
            \(\eta_{i}=\sqrt{\eta_{i}^{2}-A_{k, i}^{2}}, i=k+1, \ldots, n\)
        end for
        \(A_{j+b: m, j+b: n}-=V_{j+b: m, j: j+b-1} W_{j: j+b-1: j+b: n}\)
    end for
    Output: \(Q_{1: m, 1: k}=\prod_{i=1, k}\left(I-\tau^{i} v^{i}\left(v^{i}\right)^{T}\right), R=\operatorname{triu}\left(A_{1: k, 1: n}\right), P, k\)
```

sample. According to Theorem 3.1 by Duersch and Gu [9], after $i$ transformations the trailing 2 -norm squared of the sample, that is, the norm of the columns in the trailing submatrix of the sample, can be written as a factor of the actual trailing column norms. Assuming $S$ is a sample of row-dimension $l=b+p$ for a matrix $A$ and $S^{i}$ and $A^{i}$ the corresponding trailing submatrices after $i$ Householder transformations, $\left\|s_{j}^{i}\right\|_{2}^{2}=x_{j}\left\|a_{j}^{i}\right\|_{2}^{2}$ where $x_{j}$ has a truncated chi-squared distribution with $l-i$ degrees of freedom. Although the expectation of $x_{j}$ can theoretically be smaller than $l-i$, in practice we have found that assuming $x_{j}=l-i$ or, more conservatively, $x_{j}=p$ works very well on our experimental test set (see experiments in Section 5.2). Alternatively, the property in equation (5) can be used to obtain a probabilistic bound on the norm of the trailing submatrix but this would likely result in an excessively pessimistic criterion.

Based on this discussion, we propose the truncated QR factorization with randomized pivoting in Algorithm 4; this relies on Algorithm 3 for the factorization of the sample matrix.

### 4.3 Truncated QR factorization in mixed precision

The truncated QR factorization in mixed precision is illustrated in Algorithm 5. Essentially, assuming $p$ precisions are to be used, the algorithm proceeds in $p$ iterations where, at iteration $i$, the current trailing submatrix $A^{i}$ is factorized in precision $u^{i}$ using either Algorithm 3 or 4 and, then, the resulting trailing submatrix $A^{i+1}$ is cast into precision $u^{i+1}$.

## 5 Numerical experiments

In this section we present an experimental evaluation of the theoretical results and algorithms presented in the previous sections. This evaluation is twofold. First, in Section 5.1 we validate the correcteness of the error analysis in Sec-

```
Algorithm 4 Truncated blocked QR factorization with randomized pivoting
TQRRP).
    Input: \(A \in \mathbb{R}^{m \times n}, \varepsilon_{t}, \varepsilon_{p}\)
    Let: \(P=I, \Omega \in \mathcal{N}(0,1)^{(b+p) \times(m-j)}, S=\Omega A\)
    for \(j=1: b: n\) do
        \(\tilde{Q}, \tilde{R}, \tilde{P}, \tilde{k}=\operatorname{TQRCP}\left(S_{:, j: n}, \sqrt{p} \varepsilon_{t}, \sqrt{p} \varepsilon_{p}\right)\)
        \(A_{\mathrm{i}, j: n}=A_{i, j: n} \tilde{P}, P_{i, j: n}=P_{i, j: n} \tilde{P}\)
        \(Q^{j}, R^{j}=Q R\left(A_{j: m, j: j ;+\tilde{k}-1}\right)\)
        \(A_{j: m, j+\tilde{k}: n}=\left(Q^{j}\right)^{T} A_{j: m, j+\tilde{k}: n}\)
        if \(\hat{k} \leq b\) then
            break
        end if
        Update \(S\)
    end for
    Output: \(Q_{:, 1: k}=\Pi Q^{j}, R=\operatorname{triu}\left(A_{1: k, 1: n}\right), P, k=j+\tilde{k}\)
```

```
Algorithm 5 Truncated RRQR factorization in mixed precision (MPTRRQR).
    Input: \(A \in \mathbb{R}^{m \times n}, \varepsilon,\left[u^{1}, \ldots, u^{p}\right]\)
    Let: \(A^{1}=A, u^{p+1}=\infty\)
    for \(i=1, \ldots, p\) do
        Set working precision to \(u^{i}\)
        \(Q^{i}, R^{i}, P^{i}, k^{i}=\operatorname{TQR}^{*} \mathrm{P}\left(A^{i}, \varepsilon\|A\|_{F}, \varepsilon\|A\|_{F} / u^{i+1}\right)\)
        if \(i<p, A^{i+1}=\operatorname{cast}\left(A_{k^{i}+1:, k^{i}+1}^{i}, u^{i+1}\right)\)
    end for
```

tion 3 using up to three different precisions, that is, double (fp64), single (fp32) and BFloat16 (bf16). Second, in Section 5.2, we assess the performance of the mixed-precision variants compared with their high-precision counterpart; for these experiments, we will use precisions for which support is available in commodity CPUs and optimized LAPACK and BLAS libraries, namely double and single precision.

Experiments were conducted on the following problems:

- randsvd [14]: random matrices with geometrically distributed singular values between 1 and $10^{-16}$;
- gravity [12]: Discretization of a 1-D model problem in gravity surveying;
- heat [12]: inverse heat equation;
- kahan [16]: this is a triangular matrix with columns of decreasing norms; therefore, the pivoted QR factorization does not perform any computations. To avoid this trivial behavior, we scaled the columns of this matrix in such a way that column $j$ is multiplied by $(1-\tau)^{n-j}$ with $\tau=10^{-10}$ and $n$ being the number of columns in the matrix;
- phillips [12]: Phillips' famous test problem;
for all problems, only square matrices were generated of varying sizes.


### 5.1 Theory validation with a Julia prototype

In this section we present an experimental analysis aiming at validating the theoretical analysis of Section 3. For this purpose, we have implemented a
prototype using the Julia languague which provides half precision, namely, the BFloat16 arithmetic through the BFloat16s ${ }^{1}$ package. Because the only purpose of this prototype is to validate the theoretical results, it does not actually implement Algorithms 3 and 4 but, instead, proceeds through the following steps:

1. Fully factorizes the input matrix $A$ using Householder QR with BusingerGolub pivoting (i.e., Algorithm 1);
2. explicitly permutes the input matrix $\tilde{A}=A P$ using the permutation resulting from the previous step;
3. computes the $k^{i}$ based on criteria in equations (13) and (14) using, instead of $A$, the $R$ factor resulting from step 1 ;
4. factorizes $\tilde{A}$ using Algorithm 5 with standard, unpivoted QR on line 5.

Note that this procedure is consistent with the fact that our error analysis does not make any assumptions on whether and how the pivoting is done, as explained in Section 4.

Tables 1 and 2 show experimental results for the randsvd and phillips matrices, respectively, of size 2048. In the first column we report the value of the chosen $\varepsilon$ threshold, in the second, the measured error when the factorization is computed entirely in double precision, in the third the error bound computed using equation (12) assuming three precisions are used, in the fourth the actual error and in the fifth, sixth and seventh, respectively, the column at which happened the precision switch from fp64 to fp32, the precision switch from fp32 to bf16 and the truncation; note that the truncation happens on the same column both in full double precision and mixed precision. The following conclusions can be drawn by these results. First, the error bound slightly exceeds but closely tracks the $\varepsilon$ threshold; this is perfectly expected because in our error analysis some constants were ignored. Second, the actual error never exceeds the bound, which validates our rounding error analysis. Third, as the $\varepsilon$ threshold grows, an increasingly large amount of factorization steps are computed using lower-precision arithmetics; clearly, as $\varepsilon$ exceeds $u_{s} \sqrt{n}$, fp64 is not needed anymore and all computations are done in fp32 and bf16. All these observations are confirmed by experiments conducted on the other matrices of our test set which we omit for the sake of space.

|  | fp64 | fp64/fp32/bf16 |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\varepsilon$ | Error | Bound | Error | fp64/fp32 | fp32/bf16 | Trunc. |
| $1.0 \mathrm{e}-14$ | $9.80 \mathrm{e}-15$ | $3.42 \mathrm{e}-14$ | $1.04 \mathrm{e}-14$ | 1184 | 1781 | 1898 |
| $1.0 \mathrm{e}-12$ | $9.72 \mathrm{e}-13$ | $2.40 \mathrm{e}-12$ | $1.04 \mathrm{e}-12$ | 929 | 1538 | 1637 |
| $1.0 \mathrm{e}-10$ | $9.79 \mathrm{e}-11$ | $2.27 \mathrm{e}-10$ | $1.02 \mathrm{e}-10$ | 670 | 1287 | 1375 |
| $1.0 \mathrm{e}-08$ | $9.75 \mathrm{e}-09$ | $2.18 \mathrm{e}-08$ | $1.03 \mathrm{e}-08$ | 404 | 1033 | 1112 |
| $1.0 \mathrm{e}-06$ | $9.78 \mathrm{e}-07$ | $2.17 \mathrm{e}-06$ | $1.02 \mathrm{e}-06$ | 125 | 775 | 850 |
| $1.0 \mathrm{e}-05$ | $9.75 \mathrm{e}-06$ | $1.81 \mathrm{e}-05$ | $1.20 \mathrm{e}-05$ | 1 | 645 | 717 |
| $1.0 \mathrm{e}-04$ | $9.73 \mathrm{e}-05$ | $1.53 \mathrm{e}-04$ | $1.01 \mathrm{e}-04$ | 1 | 514 | 584 |
| $1.0 \mathrm{e}-03$ | $9.74 \mathrm{e}-04$ | $1.51 \mathrm{e}-03$ | $1.02 \mathrm{e}-03$ | 1 | 379 | 448 |
| $1.0 \mathrm{e}-02$ | $9.75 \mathrm{e}-03$ | $1.53 \mathrm{e}-02$ | $1.02 \mathrm{e}-02$ | 1 | 243 | 310 |

Table 1: Error and use of precisions for the randsvd matrix of size 2048.
In Figure 1 we report results of an image compression experiment for an image of size $1057 \times 1600$. In this figure we compare the original image (topleft) with images that are compressed using a truncated QR factorization in full

[^0]|  | fp64 | fp64/fp32/bf16 |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\varepsilon$ | Error | Bound | Error | fp64/fp32 | fp32/bf16 | Trunc. |
| $1.0 \mathrm{e}-14$ | $1.20 \mathrm{e}-15$ | $2.44 \mathrm{e}-13$ | $8.36 \mathrm{e}-14$ | 1850 | 2048 | 2049 |
| $1.0 \mathrm{e}-12$ | $1.20 \mathrm{e}-15$ | $2.02 \mathrm{e}-12$ | $6.50 \mathrm{e}-13$ | 775 | 2046 | 2049 |
| $1.0 \mathrm{e}-10$ | $4.07 \mathrm{e}-11$ | $2.76 \mathrm{e}-10$ | $5.54 \mathrm{e}-11$ | 141 | 1989 | 2047 |
| $1.0 \mathrm{e}-08$ | $9.92 \mathrm{e}-09$ | $2.75 \mathrm{e}-08$ | $1.13 \mathrm{e}-08$ | 25 | 1267 | 1749 |
| $1.0 \mathrm{e}-06$ | $9.93-07$ | $2.89 \mathrm{e}-06$ | $1.05 \mathrm{e}-06$ | 7 | 291 | 442 |
| $1.0 \mathrm{e}-05$ | $9.83 \mathrm{e}-06$ | $2.59 \mathrm{e}-05$ | $1.02 \mathrm{e}-05$ | 1 | 117 | 188 |
| $1.0 \mathrm{e}-04$ | $9.55 \mathrm{e}-05$ | $2.14 \mathrm{e}-04$ | $1.05 \mathrm{e}-04$ | 1 | 51 | 76 |
| $1.0 \mathrm{e}-03$ | $9.12 \mathrm{e}-04$ | $2.33 \mathrm{e}-03$ | $1.11 \mathrm{e}-03$ | 1 | 22 | 31 |
| $1.0 \mathrm{e}-02$ | $7.62 \mathrm{e}-03$ | $2.20 \mathrm{e}-02$ | $1.19 \mathrm{e}-02$ | 1 | 11 | 15 |

Table 2: Error and use of precisions for the phillips matrix of size 2048.
fp32 (top-right), fp32/bf16 (bottom-left) and full bf16 (bottom-right) and then reconstraucted in fp 32 . Here, the truncation threshold $\varepsilon$ was set to 0.04 and thus only fp32 and bf16 arithmetics were used; the truncation happened on column 191 in all the three reconstructed images. It can clearly be seen that using bf16 only it is not possible to achieve a satisfactory compression. Both the other two approaches, instead, achieve a satisfactory result although, in the mixedprecision case, only 12 out of 190 columns are computed and stored in fp32 and the rest in bf16 which might result in considerable time savings especially on modern GPUs where bf16 computations are much faster than fp32 ones.


Figure 1: Image compression. Original image (top-left); reconstructed image after compression in full fp32 (top-right), in fp32/bf16 (bottom-left) and full bf16 (bottom-right). $\varepsilon$ was set to 0.04 and the truncation happened at column 190 but in the mixed-precision case only 12 transformations were computed in fp32 and the rest in bf16. Image size is $1057 \times 1600$.

### 5.2 Performance analysis with optimized code

In this section we evaluate the performance improvement brought by the use of the mixed-precision algorithm proposed in Section 4.3 using both BusingerGolub and randomized pivoting compared with the full, high-precision corresponding variants. For these experiments we have implemented Algorithms 3, 4 and 5 in the Fortran language. The code for Algorithm 3 is a straightforward adaptation of the DGEQP3/SGEQP3 and DLAQPS/SLAQPS routines in LAPACK. Algorithm 4, instead, is implemented with an entirely new code which, however, heavily relies on other LAPACK and BLAS routines.

Our experiments were conducted on an AMD Zen3 EPYC 7763 processor, using the BLAS and LAPACK routines in the Intel MKL 2020 package and the GNU gfortran 11.2 Fortran compiler. All experiments are sequential; although parallelism could be straightforwardly used within BLAS operations, we have chosen not to do so because this does not bring any specific insight on the behavior of the proposed methods.

Figure 2 shows, for the matrices in our test set, the execution time for doubleprecision (dark color) and mixed single/double-precision (light color) truncated QR factorization algorithms with Businger-Golub (yellow) and randomized (blue) pivoting with respect to the truncation threshold $\varepsilon$. For each matrix, the values are normalized to the execution time of the corresponding full double-precision QR factorization.

The behavior of the proposed algorithms varies considerably across the test problems. Nevertheless, some conclusions can be drawn.

Obviously, the benefit of using the mixed-precision algorithms heavily depends on the spectrum of the problem and the distribution of its singular values which utlimately determines the ratio of operations that are done in double and single precision. As the truncation threshold increases, this ratio normally evolves favorably making the potential benefit of mixed precision higher. This is clearly visible on the randsvd matrix. Although this trend also applies to the other matrices, the execution time does not always evolve correspondigly. This is due to the fact that the ratio of double and single-precision operations alone does not entirely describe performance but other factors must be taken into account. One important factor is the arithmetic intensity of operations. Despite the fact that a fixed panel size is chosen for all algorithms, as explained in Section 2.2, a panel reduction may be interrupted if the norm of some columns drops beyond a prescribed value which eventually reduces the granularity of operations and, consequently, their speed. This happens in a hardly predictable way and may adversely affect the speed of computation in either double or single precision. This behavior is clearly visible on the phillips matrix comparing the results obtained on the Businger-Golub case with $\varepsilon=10^{-12}$ and $\varepsilon=10^{-8}$ : in the second case, the single to double-precision operations ratio is more favorable but a large number of restarts happens during the single-precision computations. As a result, the mixed-precision algorithm is slightly slower than the double-precision one, whereas, in the first case, it is $33 \%$ faster. Note that in the variant with randomized pivoting, restarts happen in the pivoted factorization of the sample matrix; however, this operation only accounts for a small fraction of the overall operational complexity and, therefore, there restarts have a limited impact. Note that, on standard CPUs, single-precision computations are expected to be twice as fast as double-precision ones. For CPU-bound operations, this is mainly related to the use of vector units (one vector instruction can do twice as many fp32 operations as fp64 ones) whereas for memory-bound operations this is due to a better use of the memory bandwidth (twice as many fp32 coefficients can be transferred ad fp64 in the same time). Nevertheless, this assumption does not


Figure 2: Execution times for double-precision (dark color) and mixed single/double-precision (light color) truncated QR factorization algorithms with Businger-Golub (yellow) and randomized (blue) pivoting with respect to the truncation threshold $\varepsilon$. All values are normalized to the execution time of the full double-precision QR factorization. All the matrices are of size 8192.
take into account other factors related to the use of cache memories. Although we cannot assume that the original matrix fits into cache, at some point of the factorization the trailing submatrix, whose size is smaller and smaller, will; when single precision is used, this will happen at an earlier step of the factorization with respect to the double-precision case. Although we haven't conducted dedicated experiments to validate this effect, we speculate that it can explain the fact that in some cases the mixed-precision algorithm is more than twice as fast
as the full double-precision one (for example the randomized algorithm on the phillips matrix at $\varepsilon=10^{-10}$ or the kahan matrix at $\varepsilon=10^{-12}$ ).

## 6 Conclusions and future work

In this work we have introduced a mixed-precision truncated Householder QR factorization where the arithmetic precision of computations is gradually reduced as the norm of the trailing submatrix decreases. We presented an error analysis that results in an error bound demonstrating that if these changes of precision are appropriately operated, the resulting mixed-precision low-rank representation has the same accuracy as in the case where all computations are done in high precision.

Based on our theoretical findings, we have presented two Householder QR factorization algorithms based on Businger-Golub and randomized pivoting, respectively. Pivoting is not necessary for the mixed-precision algorithm to work because this simply relies on the assumption that the Frobenius norm of the trailing submatrix decreases, which holds true regardless of pivoting; nevertheless, if pivoting is applied, the trailing submatrix norm decays much faster which ultimately leads to more compact low-rank representations and more efficient use of low-precision arithmetics.

We have presented a twofold experimental analysis. First we focused on validating the theoretical analysis. We did this using a prototype written in the Julia language where we could use up to three different precisions. The corresponding experiments validate the presented theoretical analysis. Second, we evaluated the performance of the two proposed mixed-precision algorithms using double and single-precision arithmetics. Our experimental results on synthetic matrices with different spectra demonstrate that the mixed-precision algorithms can achieve better performance than the full double-precision counterparts, sometimes exceeding a factor two.

Some opportunities can be identified for pushing the presented ideas further. First, the performance of the mixed-precision algorithms must be evaluated using even lower-precision arithmetic such as Float16 or BFloat16 which, on some hardware, achieve much higher performance that single precision; these are supported in hardware on modern CPUs and GPUs but the corresponding LAPACK and BLAS libraries are still lacking, which prevents us from implementing the mixed-precision algorithms. Second, we must investigate whether and how our approach can be used with other pivoting strategies such as tournament pivoting which might be better suited to parallel implementations. Finally, we would like to study scaling algorithms to prevent issues related to overflow and underflow in low-precision computations.
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