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Abstract

High-resolution electron backscatter diffraction (HR-EBSD) attracts increasing attention in materials re-

searches, and correlating simulated and experimental diffraction patterns is a major HR-EBSD branch. However,

the correlation accuracy is limited by several secondary effects generally not accounted for in pattern simulations,

such as the non-uniform electron energy, Kikuchi band (K-band) asymmetry or gray level reversal. Although

some of these phenomena can be simulated by Monte Carlo method and dynamical simulation, the computation

is highly demanding and their effects on EBSD calibration are not systematically analyzed. Recently, it has been

shown that the precise locations of K-band edges were better identified using the gradient of the diffraction pat-

terns, in particular with the presence of K-band asymmetry. In the present study, it is proposed to use a similar

strategy, in Integrated Digital Image Correlation to circumvent the systematic errors, and lack of accuracy due

to these asymmetry artefacts. Gray level profiles of the K-bands are analyzed to assess the correctness of image

registration. High-definition experimental EBSD datasets show that crystal orientation uncertainty improves by

0.01° when using gradients. Another evidence of the enhanced calibration accuracy is the improved continuity

of the calibrated projection center position at grain boundaries by about 50%. In view of these results, it is

suggested to systematically resort to gradients of diffraction patterns in all high-resolution EBSD analyses when

correlating experimental and simulated patterns.

Keyword: EBSD calibration, High-angular-resolution EBSD, Integrated digital image correlation, Kikuchi

band asymmetry, Digital image processing.
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Table 1: List of notations used in the paper

(X,Y, Z) collectively as X Coordinates in the sample reference

(x, y, z) collectively as x Coordinates in the EBSD detector’s reference

(x∗, y∗, z∗) collectively as x∗ Coordinates of the projection center in the detector’s reference

∆(x∗, y∗, z∗) collectively as ∆x∗ Difference of projection center coordinates by different calibration methods

δ(x∗, y∗, z∗) collectively as δx∗ Deviation of projection center coordinates to its linear fitted fields

(u, v) collectively as u Coordinates in the stereographically projected master pattern

(φ1, ϕ, φ2) Euler angle triplet

θ Angle to the diffracting crystal plane, downwards the EBSP chosen as positive

θB Angle to the diffracting crystal plane fulfilling the Bragg’s equation

θ̃ Defined as θ/θB

b Integers enumerating the diffracting plane of Kikuchi bands

1 Introduction

Electron BackScatter Diffraction (EBSD), a module in scanning electron microscopes, is a common technique to

obtain crystallographic orientation in crystalline samples. It provides orientation maps from the analysis of the

Kikuchi diffraction pattern (Electron BackScatter Pattern, denoted as EBSP hereinafter) by various algorithms [1,

2, 3]. The Hough transformation algorithm is the most used for its efficiency and availability [1]. Standard EBSD

usually has a spatial resolution of tens of nanometers and an angular resolution of about 0.5°. This angular

uncertainty level enables standard EBSD to evaluate the orientation maps, but elastic strains and small angle grain

boundaries are beyond its reach.

High-(angular) Resolution EBSD (HR-EBSD) has been proposed to obtain relative crystallographic orientations

with a much higher accuracy [4, 5]. It consists in matching high-definition EBSP pairs by Digital Image Correlation

(DIC). HR-EBSD estimates the elastic strains with acceptable uncertainties at excellent spatial resolution [6]. The

local DIC algorithm based on cross-correlation is employed in HR-EBSD in the first place [4], followed by several

(integrated) global DIC frameworks [7, 8, 9, 10]. The latter method proves fast and precise, as it treats the whole

pattern without subset overlapping or remapping [9]. Yet the results of HR-EBSD are limited by the accuracy of

the projection center (PC) coordinates [11, 9], regardless of the correlation algorithms.

Hardware and software based methods are two ways to address EBSD calibration. The former ones need specific

devices during acquisition, such as a standard sample of known orientation [12], a mobile EBSP detector [13, 14,

15, 16], or a mask of special shape in front of the detector [17]. Software-based EBSD calibrations have drawn

increasing interests in recent years thanks to their precision, usability and versatility. One conventional way is
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to identify multiple K-bands and analyze the geometry of their diffracting planes [18, 19, 20]. Another software-

based calibration is the full pattern match (FPM), whose basic idea is to tune the projection parameters (and

in particular the three coordinates of the PC) in order to maximize the similarity between experimental and

simulated EBSPs, especially the dynamically simulated ones [21]. Many optimization algorithms have been adopted

in FPM [22, 23, 24, 26, 27, 25, 28, 29], and they all contribute significantly to the EBSD calibration progress in

recent years. The PC calibration uncertainty, tested on simulated EBSPs, reaches values as low as 10−5 times the

pattern width for simulated EBSPs [27, 28], though the calibration accuracy level on experimental patterns remains

to be assessed.

The calibration accuracy can be estimated by comparing hardware and software calibration methods, or by

judging the correctness of the obtained whole PC fields. For example, different groups studying software EBSD

calibration have reported apparent grainwise discontinuities, up to 1-2 pixels, in PC fields [25, 28]. This irregularity

indicates the flaw of matching experimental EBSP with the projection of the pre-calculated master pattern [30]. In

fact, several secondary effects in experimental EBSPs should be considered in FPM. For example, the signal-to-noise

ratio and brightness of Kikuchi band are closely linked to the sample tilt angle, and that smaller than 60° could even

lead to reversed gray level distributions [31]. The correction of radial optical distortion of the EBSD camera helps

reducing PC discontinuities [32]. Recent studies have also reported the inhomogeneous distribution of diffracted

electron energy [33], explicitly, the energy of diffracted electrons on the top side of EBSP is several keV lower than

that of the bottom side. Another well-known phenomenon is the Excess-Deficiency (ED), (upper edges of K-bands

are brighter than lower ones), as a result of the anisotropy of the distribution of diffracted electrons[34]. These

secondary effects need to be accounted for, otherwise systematic errors will result in PC and crystal orientation for

software EBSD calibration methods. The nonphysical discontinuity of PC at grain boundaries is a firm indicator of

calibration error. Note that varying strain levels and surface roughness due to etching artifacts and slip activities

are examples of ‘physical’ PC discontinuities.

The aforementioned secondary effects of experimental EBSPs can be addressed in dynamical simulations, and

offers a better similitude with experimental EBSPs [34, 31] and improved calibration results [35]. However, the

simulated EBSP of different PC or crystal orientations require lengthy and dedicated calculations, rather than a

quick projection from an once-computing master pattern. As a result, simple and fast methods to correct these

EBSP imperfections are in need for FPM-based EBSD analyses.

The gradient operation is a common signal processing method that emphasizes local differences of the signal (at

short wavelength) and dampens the effect of long wavelength modulations. Computing gradients has been adopted

in recent years in the EBSD community for various goals. Alkorta et al. [36], calculate the gradients of EBSP in

both directions in full pattern matching to facilitate positioning the cross-correlation peaks, which are sharper than

those of the original EBSP patterns cross-correlation. The Sobel operator (i.e., a variant of the gradient operator

over a slightly extended neighborhood as compared to finite differences) is also used in EBSD analysis to calculate

image gradients and locate the K-bands precisely [1, 19]. Saowadee et al. [37] have proposed to define the Kikuchi

band edge (corresponding to the Bragg’s angle) as the extreme points of the 1st derivative. This criterion works

well even with the excess-deficit phenomenon, thus providing an objective method to locate the band edge and get

the band width. This method has since been adopted by Nolze et al. [38] to extract the lattice constants from
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EBSP.

The present work proposes to apply a gradient filter to both experimental and simulated EBSPs in order to

mitigate the effect of ED, then rely on the IDIC framework for calibrating EBSD, including refinement of both

crystal orientation and PC position. Section 2 details the proposed gradient-based analysis. Section 3 calibrates

the high-resolution EBSPs of a macroscopically unstrained dual phase sample, and compares the calibration results

with a hardware-based EBSD calibration method. Section 4 shows the algorithm performance on high-resolution

EBSPs of a polycrystalline Al alloy captured with varying tilt angles. Section 5 shows the algorithm performance

on a 10% strained polycrystalline Al alloy. The gradient filter enhances the accuracy of indexed Euler angles and

the PC coordinates for all 3 cases.

2 Reduction of K-band asymmetry by gradient operation

2.1 Algorithm of IDIC-G EBSD

The projection geometry of EBSP is recalled in figure 1 together with the reference system used in the paper. The

notations are also listed in Table 1.

Figure 1: Coordinate systems (x, y, z) associated to EBSP detector and (X,Y, Z) associated to sample

The EBSP screen is chosen as the reference defining the (x, y) plane, or z = 0. The origin of the (x, y) plane is

noted as O. The unit vector w linking the projection center to each pixel x = (x, y, z = 0) of the screen [28] is

w =
(x− x∗)

|x− x∗|
(1)

In order to rotate the vector w to that of the spherical master pattern, w′, one should multiply it by a rotation
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operator Q corresponding to the crystal orientation as stated in Ref [28]

w′ = Qw (2)

whose expression involves the Euler angles:

Q =


cosφ1 cosφ2 − sinφ1 sinφ2 cosϕ sinφ1 cosφ2 + cosφ1 sinφ2 cosϕ sinφ2 sinϕ

− cosφ1 sinφ2 − sinφ1 cosφ2 cosϕ − sinφ1 sinφ2 + cosφ1 cosφ2 cosϕ cosφ2 sinϕ

sinφ1 sinϕ − cosφ1 sinϕ cosϕ

 (3)

The stereographical projection of w′ onto the master pattern plane, u, is written as in Ref [28]

u =
w′ − n

(1 −w′.n)
+ n (4)

where n = (0, 0, 1)⊤ stands for a unit vector pointing at the north pole. The projected position u(x) can be

expressed explicitly as a function of x and of the projection parameters (φ1, ϕ, φ2, x
∗, y∗, z∗) collectively noted as

P . The effect of elastic strain on the EBSP is neglected here.

Then the IDIC EBSD procedure described in Ref. [28] is adapted to register the gradient images with limited

changes. To distinguish from the normal IDIC EBSD, the method described in the current paper is named as

IDIC-G EBSD (Integrated Digital Image Correlation for the Gradients of EBSP). From this point and on, EBSD

is omitted after IDIC or IDIC-G for brevity.

From the EBSP f(x, y), the two components of the gradient f,x and f,y are computed

f,x(x, y) =
∂f(x, y)

∂x
, f,y(x, y) =

∂f(x, y)

∂y
(5)

In the IDIC EBSD algorithm, experimental EBSP f(x) is chosen as the reference, while in IDIC-G EBSD

calibration the two components of the gradient (Equation 5) are used as references simultaneously. The dynamically

simulated EBSP pattern is g(x), which is projected from the simulated master pattern G(u) by the relation

g(x) = G(u(x,P )). The IDIC-G algorithm involves matching at best f,x(x) and g,x(x), f,y(x) and g,y(x) at the

same time, through the minimization of a quadratic norm of the residuals rx,y summed over the entire ROI. The

cost function to minimize is written

Θ =
∑
ROI

ω(x)2
{

[f,x(x) − g,x(x)]
2

+ [f,y(x) − g,y(x)]
2
}

(6)

where g(x) is the current estimate of simulated EBSP during iterative algorithms, ω(x) is the weight associated to

the noise level of each pixel (an example is given in Section 4). Note that this cost function with gradient operation

is equivalent to that adopted by Alkorta et al. [36], which stores the gradients in both directions as a complex

number for cross-correlation uses. The cost function (6) is iteratively minimized with a Gauss-Newton algorithm.

Starting from an approximate solution, the transformation u(x) is progressively corrected with linear combinations

of sensitivity fields constituting the kinematic basis [39].

The gradients g,x and g,y can be computed efficiently from G,u and G,v, the gradients of circular master pattern

in u space, using the chain rule

g,x(x) = G,u(u)
∂u

∂x
+ G,v(u)

∂v

∂x
, g,y(x) = G,u(u)

∂u

∂y
+ G,v(u)

∂v

∂y
(7)
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The zoomed master pattern G(u) is shown in Figure 2a, and its gradient G,• are shown in Figures 2b-2c respectively.

Note that
∂u

∂x
are smooth functions of P , as a result their derivatives with respect to P are ignored in the Gauss-

Newton formulas.
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Figure 2: Computation of gradient images. (a) The zoomed master pattern G(u). Gradients of the master pattern

in direction u (b) and v (c).

A slight modification of any parameter dPi, induces a modification of the gradients of the simulated image as

dg,x(x) =

[
∇uG,u(u) · ∂u(x,P )

∂Pi

∂u

∂x
+ ∇uG,v(u) · ∂u(x,P )

∂Pi

∂v

∂x

]
dPi (8)

dg,y(x) =

[
∇uG,u(u) · ∂u(x,P )

∂Pi

∂u

∂y
+ ∇uG,v(u) · ∂u(x,P )

∂Pi

∂v

∂y

]
dPi (9)

The column vector {δP } containing all additive corrections to P is obtained

[M ] {δP } = {γ} (10)

where [M ] is the Hessian matrix of size 6 × 6 (the degrees of freedom of P ) at iteration n− 1

M
(n−1)
ij ≡ ∂2Θ

∂Pi∂Pj
(11)

and the second member {γi} includes the residual field

γ
(n)
i ≡ ∂Θ

∂Pi
(12)

The explicit expressions of [M ] and {γi} can be derived by the chain rule without special difficulties, thus not fully

detailed here. Though Equations 11-12 resemble that of Refs.[28, 40, 32], their explicit expressions differ one from

another, as the cost functions are different.

When ∥{δP }∥ < ϵ, ϵ being chosen equal to 10−6 here, the minimization stops and P is stored. Otherwise, P is

updated incrementally

P (n) = P (n−1) + δP (n) (13)

Once P is obtained, the gradient images of simulated EBSP resemble the reference experimental EBSP gradients

at best.
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2.2 Example

Figure 3 shows an example of IDIC-G EBSD calibration. Figure 3a shows the full EBSP after Gaussian smoothing,

a necessary step to reduce the noise in the gradient image shown in Figures 3c-3d. Dozens of indexed K-bands

and their labels are overlapped on Figure 3a, with bands of the same crystal plane families drawn with the same

color. The simulated EBSP, by projecting the EMsoft master pattern with the parameters calibrated by IDIC-G,

is shown in Figure 3b. Figure 3b also shows the queried points for the gray level profile calculation of the K-band

NO.14. The yellow solid line corresponds to the central line of the K-band, or the intersection line of the reflector

plane and the EBSD detector. On each side of the central line, 4 hyperbolas are drawn as yellow dashed lines, each

being the intersection between a Kossel cone and the EBSD detector. The reflection angle θ for the cones form an

arithmetic series between 0 and 2θB . The gray levels (GL) of each queried point are obtained by interpolation, and

the GL values of each hyperbola are averaged to represent the mean brightness of the K-band with the specific θ.
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Figure 3: An example of IDIC-G EBSD calibration on EBSP gradients. (a) Experimental EBSP of size 1140×1600

of a Si wafer, with dozens of indexed K-bands overlapped; (b) The simulated EBSP by EMsoft with the projection

parameters calibrated by IDIC-G. The yellow lines indicate the query points of the K-band NO.14 to obtain the

average gray level profile across the band. (c-d) Gradient images in x and y directions of (a); (e-f) Gradient images

in x and y directions of (b).
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Positioning of K-bands through the analysis of their profiles is an essential and preliminary step of EBSD analyses

varying from crystal orientation indexation to PC calibration and phase identification. K-bands are identified as

straight lines by a Hough-transformation, then as parallel circles on a sphere by a 3D Hough transformation [41],

or as hyperbolas on the 2D detector. As K-bands intersect each other and modify the gray levels at their crossings,

advanced image processing methods such as the use of bandlets [42] have been adopted to precisely locate the

K-band edges. Finding these edges is no longer the first step of EBSD analyses when using full pattern match.

Nonetheless, the K-band profiles and the geometrically calculated K-band edges from PC can be used to demonstrate

the correctness of calibration.

The K-bands corresponding to the highest structure factor reflector planes are analyzed, i.e., 4 (111) planes, 6

(220) planes, 3 (400) planes, 12 (311) planes, 12 (422) planes, 12 (331) planes, and 12 (620) planes. In total, 61

reflector planes are calculated, though they are not all present in each EBSP. Figure 3a plots the existing K-bands

in an EBSP, together with their order.

An EBSP can be expressed as the gray level on each pixel f(x, y), it can also be viewed as the gray level profiles

of numerous K-bands F(b, θ) as illustrated in Figure 3b. The coordinate of a point A in the proximity of band

NO.b can be expressed as:
−→
OA =

−−→
OOb + α

−→
Tb + θ

−→
Nb (14)

where
−→
Tb is a unit vector in the (x, y) plane parallel with the diffracting plane NO.b, and

−→
Nb a unit vector vertical

to the same diffracting plane as shown in Figure 3b. The average gray level over α of points with constant (b, θ) is

hence defined as the average band profile of an EBSP. The average band profile for the experimental and simulated

EBSPs are denoted F(b, θ) and G(b, θ) respectively.

Figure 4 shows the average band level profiles, expressed in the space of (b, θ̃), of the K-bands of Figure 3a-3b.

The green dashed lines highlight the calibrated K-band edges. For most K-bands, F(b, θ/θB) is not symmetrical,

as the gray level is higher for upper edge (left side of Figure 4a), while G(b, θ/θB) is very symmetrical. This excess-

deficit effect influences the full pattern match of experimental and simulated EBSPs, both in the space of (x, y) and

of (b, θ).
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Figure 4: Average band profiles computed from Fig. 3a (a) and Fig.3b (b).

The cross-correlation function (XCF) of F(b, θ/θB) and G(b, θ/θB), as defined in Equation 15, shows the match

result of gray level profiles of each K-band. The XCF of the gradients of gray level profiles, XCFθ(b, τ), is defined

in Equation 16, where F,θ(b, τ − θ) stands for the gradient of F(b, τ − θ) along direction θ.

XCF(b, τ) =
∑
θ

F(b, θ − τ)G(b, θ) (15)

XCFθ(b, τ) =
∑
θ

F,θ(b, θ − τ)G,θ(b, θ) (16)

The analyses of gray level profiles are provided in Figure 5. Figure 5a plots the average gray level profiles of

the K-band NO.3 for the experimental and simulated patterns, together with their gradients across the K-band.

This band is almost vertical, thus the excess-deficiency effect is negligible. Besides, this band belongs to the (111)

diffracting plane, and the GL variation at the band edge is very smooth. The cross-correlation (XCF) profile

between the experimental and simulated GL profiles, together with the XCF of the GL gradient profiles, are shown

in Figure 5b. The two XCF curves peak at the same position θ = 0, indicating that there is no shift effect between

the full EBSP and its gradients for this vertical band. Figure 5c-5d show the same plots for the K-band NO.14 of

the diffracting plane family (311). This band is inclined at 55° from the vertical direction, and the excess-deficiency

effect is highly visible in the experimental pattern shown in Figure 3a and in the GL profile in Figure 5c. For the

simulated EBSP, no excess-deficiency effect is present, and the GL profile is close to symmetry. The GL contrast

for band NO.14 is high at the band edge, where the GL gradient reaches extreme values. Importantly, despite the

significant excess-deficiency effect, the extreme values of the GL gradient profile appear at the same position for

experimental and simulated bands. This phenomenon was first observed by Saowadee et al. [37] and confirmed by

Nolze et al. [38]. The XCF profiles of the GL and GL gradient for band NO.14 are shown in Figure 5d. The XCF

of GL gradient still peaks at θ = 0, showing an appreciable consistency with the K-band NO.3. However, the XCF

curve of GL peaks at θ = −0.06 θB , indicating that the full pattern match based on the K-band NO.14 tend to be
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shifted toward the up-left direction for a distance corresponding to 0.06 θB . Every non-vertical K-band in EBSP is

prone to the ED effect, and their combination will induce systematic errors on the calibrated PC coordinates and

the crystal orientation.

The two previous examples are illustrative. Figure 5e shows the histogram of the XCF peak position for all the

above-enumerated bands, weighted by the length of each K-band expressed in pixels in the EBSP. This statistical

study shows that the XCF peak positions, calculated with the GL of K-bands, are centered around ⟨θ⟩ = −0.04 θB ,

while those calculated with the GL gradients of K-bands do not show any bias ⟨θ⟩ = 0 and with halved dispersion

(standard deviation). This demonstrates the superiority of using the gradients image instead of the full EBSPs.

Knowing that the gradient along θ can be decomposed on the gradients along x and y, this calibration enhancement

is also valid for the IDIC-G algorithm. Three experimental datasets are employed in the following to confirm this

observation.
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Figure 5: Analysis of gray level profiles in 2 K-bands. (a) Average gray level profiles and their gradients, for

K-band NO.3 of the experimental and simulated EBSPs. (b) The cross-correlation values for the gray level profile

and its gradient. (c-d) plot the same curves for K-band 14. (e) plots the histogram of the XCF peak position for

all the enumerated bands, weighted by the length of each K-band expressed in pixels in the EBSP.
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3 Comparison with hardware-based EBSD calibration

An experiment was performed to test the proposed EBSD calibration method on an Austenite-Ferrite CF8M steel.

The sample is mechanically and electrically polished to prepare for the EBSD acquisition. High definition (2048×

2048 pixels) diffraction patterns recorded by Nordiff HR4M EBSD detector are analyzed to provide a 301×301 map

of crystalline orientation, resolved at a step size of 1 µm. The acceleration voltage is 30kV. The probe current was

60 nA, and the dwell time was 0.6 s. The inverse pole figure for the dual-phase steel is shown in Figure 6a. The

thin longitudinal grains are the ferritic matrix (even if only about 20% in volume), and the rest is the austenite

transformed from the ferrite during the cooling process [43]. An example of the EBSP of austenite is shown in

Figure 6b, where the circular shape denotes the shadow cast by the nose cone. This shadow helps to calibrate the

projection center coordinates [44, 17] using the software CrossCourt 4. The pixels outside the circular shape are

assigned a zero-weight in both IDIC and IDIC-G computations.
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Figure 6: (a) The inverse pole figure of the dual-phase steel. (b) An EBSP of the austenite. The circular shape is

due to the nose-cone adopted in the detector to calibrate the projection center.

The shadow-based nose cone calibration method is applied on the patterns, together with the IDIC and IDIC-G

algorithms. The PC calibration results obtained by the 3 methods are shown in Figure 7. The ferritic matrix is

exposed to more strains and orientation gradients, thus their PC calibration by IDIC and IDIC-G is less precise

(than the austenite matrix) and are not compared with the hardware calibration. All 3 calibration methods are

able to detect the global variation of PC coordinates. The nose-cone calibration exhibits no discontinuity at the

grain boundaries, showing a good neutrality of the crystal orientation and the strain state. On the contrary, IDIC

calibration results reveal clearly the grain shapes, showing the necessity of PC discontinuity reduction, but also

the potential of strain extraction. Figure 8 compares the differences between shadow-based and IDIC(-G) EBSD

calibration results. A distance of about 3-4 pixels exists for all 3 components of PC, which is a good cross-validation

of the hardware and software calibration methods, given the size of the EBSP (2048×2048). IDIC-G leads to more

homogeneous results than IDIC, and lower discrepancy with the nose cone method.
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Figure 7: Projection center calibration results. (a-c) Shadow by nose cone. (d-f) IDIC with full EBSP patterns.

(g-i) IDIC-G with EBSP gradients.
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Figure 8: Difference between shadow-based (nose cone method) calibration and full pattern match calibration

results. (a-c) PC coordinates differences between shadow-based and IDIC results. (d-f) PC coordinates differences

between shadow-based and IDIC-G results.

Figure 9a shows the histogram of δx, PC deviations to their linear fitting, calibrated by IDIC and IDIC-G

algorithms. For all 3 components, IDIC-G leads to a 40-50% reduction of deviations, which is also visible in

Figure 8. Figure 9b plots the distribution of KAM values indexed by IDIC and IDIC-G. For this unstrained sample,

the KAM indexed by IDIC-G is on average 0.01° smaller than IDIC. As a result, IDIC-G outperforms IDIC both

in orientation indexation uncertainty and PC calibration.
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Figure 9: Performance comparison of IDIC and IDIC-G EBSD calibration. (a) PC coordinate deviations. (b)

Kernel average misorentation distributions.

4 Test on unstrained polycrystal EBSD acquisitions

An experiment was performed to test the proposed EBSD calibration method on an Al-Mg alloy (6 wt.% Mg),

which is detailed in Refs. [45, 28]. The sample is mechanically polished and chemically etched to prepare for the

EBSD acquisition. High definition (1200× 1600 pixels) diffraction patterns recorded by Bruker e−FlashHD EBSD

detector are analyzed to provide a 30×40 map of crystalline orientation at a step size of 3.43 µm. The acceleration

voltage is 20kV. The probe current was 20 nA, and the dwell time 0.9 s. A series of EBSD has been acquired with

different sample tilt angles (70°, 65° and 60°) on the same sample area, in order to demonstrate the performance of

the calibration algorithms on different tilt angles.

Figures 10a-10c show the EBSPs of the same grain acquired with different sample tilt angles, where the indexed

K-bands are overlapped. A significant shift exists between the 3 EBSPs, and the image quality deteriorates as the

tilt angle passes from 70° to 60°. Figure 10d shows the inverse pole figure of the scanned area. Figure 10e plots the

weighting factor ω(x) for the 70°-tilt dataset, which is calculated as the reverse of the noise level at different EBSP

parts.
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Figure 10: (a-c) EBSP of the same position with sample tilt 70°, 65° and 60° respectively. (d) Inverse pole figure

of the polycrystal. (e) The weighting factor ω(x, y) for sample tilt 70°.

The three EBSD scans, each including 1200 EBSPs, are calibrated by IDIC and IDIC-G EBSD methods.
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Figure 11: Calibrated pattern center components x∗, y∗ and z∗ (in pix.) for the AlMg alloy for sample tilt angles

70°, 65°, and 60°. The full EBSPs are used for IDIC calibration.

Figure 11 shows the calibrated pattern center fields for each EBSP and different sample tilt angles while taking

the full EBSPs in the calibration. Discontinuities in the PC fields at grain boundaries are readily visible, especially

for the case of 60°. The bad performance of EBSD analyses in the latter case is mainly due to the anomalous

K-band gray level distribution. When the tilt angle is lower than the standard 70°, the lower part of the EBSP

often displays negative gray level variations inside the K-bands [31].

Figure 12 shows the calibrated PC fields for different sample tilt angles based on the EBSPs gradient. PC field

discontinuities at grain boundaries have been significantly reduced. Besides, the y∗ value has on average increased

by about 1 pixel with IDIC-G.

18



20 40 60 80 100 120

20

40

60

80

100

780

781

782

783

784

785

786

(a) x∗, 70°

20 40 60 80 100 120

20

40

60

80

100

266

267

268

269

270

271

(b) y∗, 70°

20 40 60 80 100 120

20

40

60

80

100

869.5

870

870.5

871

871.5

(c) z∗, 70°

20 40 60 80 100 120

20

40

60

80

100

780

781

782

783

784

785

786

(d) x∗, 65°

20 40 60 80 100 120

20

40

60

80

100

265

266

267

268

269

270

(e) y∗, 65°

20 40 60 80 100 120

20

40

60

80

100 868.5

869

869.5

870

870.5

871

871.5

(f) z∗, 65°

20 40 60 80 100 120

20

40

60

80

100

780

781

782

783

784

785

786

787

(g) x∗, 60°

20 40 60 80 100 120

20

40

60

80

100 265

266

267

268

269

270

(h) y∗, 60°

20 40 60 80 100 120

20

40

60

80

100
868

868.5

869

869.5

870

870.5

871

871.5

(i) z∗, 60°

Figure 12: Calibrated pattern center components x∗, y∗ and z∗ (in pix.) for the AlMg alloy for sample tilt angles

70°, 65°, and 60°. EBSPs gradients are used for calibration (IDIC-G EBSD).

Figure 13 shows the change of calibrated PC fields between IDIC-G and IDIC. The changes of x∗ and z∗ values

when taking image gradients are various, while y∗ value increases between 1-2 pixels for most grains. The two top

grains (No. 1 & 3) of sample tilt 60° are exceptions, as their IDIC calibration results are less accurate. This is an

evidence that to accommodate the ED phenomenon, simulated EBSPs tend to shift upwards thus the calibrated y∗

is systematically lower than the true value. We believe all the previous FPM-based EBSD calibration methods suffer

from this drawback, regardless of the adopted optimization method [27, 29, 25, 46, 28]. By resorting to a simple

gradient, the gray level asymmetry is largely reduced, and the overall systematic underestimation of y∗ is cancelled.

The highly-demanding simulation of ED effect is thus avoided, and the computation cost of the calibration is very

low.
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Figure 13: PC variation between IDIC and IDIC-G calibration for sample tilt 70°(a-c), 65° (d-f) and 60°(g-

i) respectively.

Figure 14 shows δx, the deviation of PC components from their linear fitting for different tilt angles. IDIC-G

improves the PC continuity significantly at grain boundaries, with the statistics summarized in Table 2.
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Figure 14: Deviation from linearity of PC components x∗, y∗ and z∗ (in pix.), calibrated by IDIC and IDIC-G for

sample tilt angles of 60° and 70°.

5 Test on a 10% strained polycrystal sample

An experiment was performed to test IDIC-G method on a strained Al-Mg alloy (6 wt.% Mg), which is detailed

in Ref. [40]. The sample is cold rolled to a 10% reduction of thickness, then mechanically polished and chemically
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etched to prepare for the EBSD acquisition. High definition (1200× 1600 pixels) diffraction patterns recorded by

Bruker e−FlashHD EBSD detector are analyzed to provide a 150×200 map of crystalline orientation, resolved at a

step size of 6.87 µm. The acceleration voltage is 20kV. The probe current was 20 nA, and the dwell time was 0.9 s.
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Figure 15: Calibrated pattern center components x∗, y∗ and z∗ (in pix.) for the cold rolled AlMg alloy, calculated

by IDIC calibration (with full EBSPs) and IDIC-G calibration (with gradients of EBSPs). (g) Inverse pole figure

of the cold rolled polycrystal.

Figures 15a-15f show the calibrated projection center coordinates for each EBSP obtained with IDIC and IDIC-

G respectively, while the inverse pole figure of the cold-rolled Al-Mg sample is given in Figure 15g. PC field

discontinuities at grain boundaries are readily visible for IDIC, and they have been significantly reduced for IDIC-

G. The deviation of the PC point cloud to its plane fit, δx∗, δy∗ and δz∗, are shown in Figure 16 for both algorithms.

The PC deviations for IDIC-G are reduced by 38% as compared to those of plain IDIC. This test case demonstrates

the enhanced performance of IDIC-G over IDIC on strained samples.
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Figure 16: The derivation from the linearly fitted PC components of Calibrated pattern center components δx∗,

δy∗ and δz∗ (in pix.) for IDIC and IDIC-G results.

Table 2: Summary of calibration performance of IDIC or IDIC-G EBSD for the polycrystal Al-Mg alloy

Algorithm IDIC IDIC-G

Scanned area (mm2) 1.0×1.4 0.10×0.14 1.0×1.4 0.10×0.14

Strain state 10% rolled Unstrained 10% rolled Unstrained

Tilt angle (°) setup 70 70 65 60 70 70 65 60

Tilt angle (°) fitted by PC 72.6 68.4 64.3 83.8 71.8 72.0 67.4 60.0

Median distance to planar fitting (pix.) 1.62 0.462 0.469 1.08 1.20 0.429 0.461 0.672

Median deviation of PC (pix.) 3.40 0.603 0.605 1.44 2.00 0.419 0.529 0.819

Computing time (s) per EBSP 35 28 41 80 68 54 95 117

The performance of IDIC EBSD calibration is summarized in Table 2. A plane fitting as described in Ref. [47]

is applied on each PC calibration result, and the sample tilt angle is estimated. IDIC-G PC data consistently

overestimate the tilt angle by about 2°, except for the 60° scan. This result implies a tilt angle of 2° of the EBSD

detector. The tilt angles predicted by IDIC PC data are more dispersed, showing the better calibration accuracy

of IDIC-G. Besides, the tilt angles predicted by IDIC and IDIC-G PC data are closest for the large-area scan

(1.0×1.4mm2) among the 4 datasets, despite its strain. This phenomenon shows that a large scan area helps to
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calibrate the sample position more precisely. The distance of PC points cloud to its plane fit is also provided, with

a smaller distance indicating a better PC estimation. Compared to IDIC calibration, IDIC-G reduces the distance

to plane fitting and the deviation of PC components to their linear fitting, with an improvement up to 45%. The

proposed gradient filter on EBSPs could reduce the systematic errors in calibration results, for which the improved

PC continuity at grain boundaries and the improved plane fitting of PC fields are firm indications.

The computing time for each EBSP is also provided, tested in Matlab installed on a Dell laptop with CPU i7-

10750H. The computing time increases gradually when the sample tilt passes from 70° to 65° and 60°, as the band

features dwindle and the noise level amplifies (see Figure 10). Besides, the computing time of each EBSP by IDIC-G

is close to twice as much as that by IDIC. This is due to image interpolation, which is the most time-consuming

step, and is performed twice per iteration for IDIC-G as compared to once for IDIC. Note that this additional time

cost is negligible when compared with the full dynamical simulation considering the excess-deficit effect [35].

The proposed gradient filter on EBSPs could reduce the systematic errors in calibration results, for which the

improved PC continuity at grain boundaries and the improved similitude with hardware calibration results are firm

indications. As the crystal orientation indexation and PC calibration are closely intertwined in FPM methods,

IDIC-G is expected to improve the orientation indexation, especially in the reduction of systematic errors.

Both IDIC-G and IDIC are applied to several other datasets with varying pattern sizes and qualities, which

are not detailed here for brevity. Let us emphasize that IDIC-G improves both accuracy and uncertainty only on

medium-to-high-resolution (⩾ 240 × 320) high-quality EBSPs. For medium-to-high-resolution low-quality EBSPs,

IDIC-G reduces the systematic errors yet increases the random error in PC calibration. For smaller EBSPs (⩽

120 × 160) of lower quality, the noise increment in the gradient operation is severe and IDIC-G EBSD results in

high indexation uncertainty. As a result, it is suggested to conduct IDIC-G on medium-to-high-resolution EBSPs,

especially when the excess-deficiency effect is important, and adopt IDIC on low-resolution EBSPs.

6 Conclusion

Full pattern match with simulated diffraction pattern has drawn increasing attention in advanced EBSD analyses,

mainly thanks to its high precision and little constraints. Some aspects of experimental EBSPs are however difficult

or costly to simulate, such as Kikuchi band brightness asymmetry, gray level reversal for small tilt angles and non

uniform diffracted electron energy. This paper proposes to overcome the K-band asymmetry by integrated digital

image correlation with gradient operations (IDIC-G) on EBSPs. The excess-deficit phenomenon of K-band gray

level, i.e., brighter upper-edge and darker lower-edge, induces systematic errors and uncertainties for IDIC, and

these difficulties are essentially mitigated by correlating the gradients instead of the full diffraction patterns, at the

price of doubling the calibration time cost.

Through 3 tests on high-resolution EBSPs, the IDIC-G method has been shown to improve the EBSD calibration

compared to IDIC on the full EBSPs. The projection center continuity across grain boundaries improves by 50%,

for unstrained and strained samples, and for various sample tilt angles. The analysis of average gray level profiles

shows that IDIC-G predicts the K-band positions also with a 50% improvement compared with IDIC on full

EBSPs. Besides, IDIC-G calibration results, rather than the full EBSP images, leads to a closer result to the
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hardware calibration method. Failing to account for the K-band asymmetry effect will deviate the PC from true

value by 1-2 pixels, especially for y∗ where the excess-deficiency phenomenon mainly exists. The crystal orientation

uncertainty also improves by 0.01° by IDIC-G as demonstrated in the steel dataset.

The proposed gradient operation to mitigate the K-band asymmetry effect is suggested to be used for all EBSD

analyses based on experimental and simulated EBSP correlation, such as strain estimation, tetragonality mapping

and lattice constant refinement. Besides, the gradient operation could also be extended to several other types of

diffraction images. For example, TKD has a more expressed K-band asymmetry due to its higher acceleration

voltage, and better analysis results are expected when resorting to EBSP gradients.
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Data Availability

The diffraction patterns of the unstrained polycrystal Al-Mg alloy of tilt angles 60° and 65° are available at Zenodo

(DOI: 10.5281/zenodo.7528088), and the patterns of sample tilt 70° are also shared at Zenodo (DOI: 10.5281/zen-

odo.6990325). The indexation results for all these data are also provided, including the crystal orientations and

calibrated PC coordinates, with the full pattern or its gradients. We invite interested colleagues to use this dataset

to further improve the calibration of EBSD. The other data will be made available on request.
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