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ABSTRACT: One consequence of climate change is that summer heat waves increase in frequency and intensity, and so do uncomfortably 

hot summer nights. One effective way to counter this effect is night ventilation. As connected temperature sensors are growing more common, 

they provide easily accessible data, from which nocturnal window openings can be inferred. Machine or deep learning algorithms, common in 

the literature, tend to require many labelled data. This article instead proposes an algorithm relying on expert rules and knowledge of the 

thermal behaviour of the building. It detects night openings or closings based, respectively, on a decrease or increase of indoor temperature. In 

our case study of an apartment equipped with connected window and temperature sensors, the algorithm is able to estimate the number of hours 

of night ventilation to within ±15%. It was more reliable in the hot summer of 2022 than in the cooler summer of 2021: the hypothesis of an 

effect of opening on temperature was then more realistic. This knowledge will eventually be used to quantify the potential temperature decrease 

from opening windows during summer nights, so as to provide residents with personalised advice on their window management.  

 

Keywords: building energy simulation, night ventilation, summer thermal comfort, temperature sensors, window openings, rule-based 

algorithm. 
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1. INTRODUCTION 

A comfortable and healthy environment is 

essential for the well-being and health of humans in 

buildings. Nevertheless, it can be difficult to make a 

home thermally comfortable in all seasons. In 

summer, it can be especially challenging in areas 

with high temperature and humidity levels. Night 

ventilation —opening windows and allowing cooler 

outside air to circulate throughout a building— can 

contribute to reducing indoor temperatures and to 

creating a more comfortable sleeping environment 

during hot summer nights. It is also a free comple-

ment to energy-intensive air conditioning. 

By automatically detecting when windows are 

open, building automation systems can adjust 

heating and cooling, and thus reduce energy waste 

and cost. Moreover, knowing people’s window-

opening habits makes it possible to give feedback to 

inhabitants on good practice toward a better thermal 

comfort in summer.  

1.1. Background 

Several methods have been proposed to detect 

human behaviour in buildings, such as window 

opening. In their review article, Carlucci et al. [1] 

split these methods into three categories: stochastic, 

data-driven and rule-based. 

1.1.1. Stochastic models 

Stochastic methods estimate an outcome by as-

suming a probabilistic relationship with one or more 

variables (e.g. probability that an occupant open a 

window if he enters the room between 8 and 8:15 

a.m.). Specifically, they focus on the probability that 

a window event will occur, using algorithms such as 

Bernoulli [2] or Markov [3] processes. The Ber-

noulli approach takes into account only the current 

situation, thereby ignoring the dynamic process that 

leads the occupant to open a window. Markov 

processes correct this shortcoming by making each 

prediction dependent on the prediction of the 

previous time steps. While these processes can 

provide accurate predictions, they only predict the 

opening of the window and not the closing.  

1.1.2. Data-driven models 

Data-driven models are a common recent exten-

sion of stochastic models. They find a relationship 

between the input data and the probability of the 

window state using a statistical model that can learn 

and adapt without following explicit instructions.  

Some of these studies, based on logistic regres-

sions, focus on understanding thermal comfort and 
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the environmental triggers of window opening. The 

coefficients of a logistic regression show that the 

indoor CO2 level is the most important variable 

explaining the opening of windows, and outdoor 

temperature is the main driver for their closing [4]. 

A statistical analysis based on logistic regressions 

found that characteristics of the dwelling area of the 

residence or home insulation have a strong impact 

on window opening behaviour: large dwellings 

(> 93 m2) and those with recent insulation are more 

likely to have their window open [5]. This study also 

found that adding variables pertaining to physical 

characteristics of the dwelling, such as on which 

floor it is or which direction it faces, improved the 

prediction. 

Another study aimed at improving thermal dy-

namic simulations, by improving the modelling of 

human behaviour in residential buildings, in order 

to obtain a more accurate prediction of the energy 

performance of a building. The study used XGBoost 

to reach 80% precision for detecting whether a win-

dow was open or shut [6]. 

Li and coworkers [7] propose a logistic regression 

that predicts window opening probability, in order 

to study its impact on the energy consumption of the 

building. 

One limit to data-driven models is that they are 

specific to the environment they were trained in and 

will not be able to provide accurate results in a new 

environment unless they are specifically recali-

brated for it [8]. 

1.1.3. Neural networks increase the variety of input 

De Rautlin de la Roy et al. [9] use outdoor and 

indoor air temperatures, outdoor and indoor relative 

humidity and indoor CO2 concentration to predict 

the state of a window. They show that neural net-

works such as long-short-term-memory (LSTM) 

and gated recurrent unit (GRU) work slightly better 

than more traditional machine learning such as 

linear discriminant analysis (LDA) or support 

vector machine (SVM) models. 

More complex sorts of variables can also be used 

to detect window openings, but these require more 

specialized methods. For instance, recent studies 

used real-time images of the outside façade of build-

ings and convolutional neural network (CNN) to 

detect whether a window was open [10, 11]. (This 

may not work at night, which would be an issue 

for us.)  

Audio signal record has also been passed through 

LSTM-CNN classification to predict events in a 

residence, including window opening [12]. A mi-

crophone is placed in a non-echoing room. When an 

audio signal is detected, it is first converted into a 

grey scale image that is then classified by CNN as 

an event such as shower audio or window opening. 

1.1.4. Rule-based models 

Rule-based models use a set of expert rules based 

on schedules or profiles to predict human behaviour. 

This category is by far the least common. A study 

[13] predicts the probability of windows being open 

in offices using outdoor temperature: the higher the 

outdoor temperature the higher the probability of 

windows being open, reaching 80% at an outside 

temperature of 33°C. 

1.2. Aim of the study 

1.2.1. Those who open windows and those who do 

not 

Our goal is to be able to know which occupants 

in a building open their windows at night in the 

summer. Such information would enable us to let 

those who do not, know of potential improvement to 

their comfort in summer by opening windows. And 

we could do so without disturbing those who already 

regularly open their windows.  

Our long-term objective is to provide personal-

ized advice to residents, by suggesting to them 

useful times when to open their windows. This will 

in addition require to quantify the effect of perform-

ing the suggested action and communicate it to the 

users (e.g., “opening your windows for 2 hours will 

decrease indoor temperature by 2 °C”). 

To the best of our knowledge, no study has so far 

been dedicated to night ventilation in summer. 

1.2.2. A rule-based model  

Many models aim at establishing the general 

probability of some window being open given its 

environment [2, 3, 6, 7, 13]. The goal of the present 

article is instead to know whether a given window 

is open at a given time. 

We rely on (indoor and outdoor) temperatures as 

input, because connected sensors are growing in 

number anyway: their data can be used for our 

purpose without extra cost (unlike for instance 

installing opening sensors for this sole aim). 

Although less common in the literature, a rule-

based approach is a good option since detecting the 

window opening itself becomes a deterministic 



INTERNATIONAL CONGRESS ON MEASUREMENT, QUALITY AND DATA SCIENCE, MQDS 2023, June 5-7, Bordeaux-France 

 

MQDS 2023 | www.mq-datascience.com 2023 | 3 
 

problem. It requires smaller amounts of hard-to-

obtain labelled data than data-driven methods. The 

latter also have as a drawback that they are trained 

in a specific environment and may not be portable 

to other buildings. To overcome this difficulty, we 

use building-specific physical information (such as 

insulation and inertia) to root our work in the 

specifics of the dwelling we study, as do [5, 14]. 

2. METHODS 

2.1. Detecting whether a window is open 

Since the focus is on summer night ventilation, 

the method seeks to detect window openings based 

on a significant drop in indoor temperature. Con-

versely, the window is deemed shut again when the 

indoor temperature rises back. This relies on two 

variables, indoor and outdoor temperatures, meas-

ured every 30 minutes, room by room.  

Assuming that there is no internal heat gain, it is 

possible to approximate the evolution of the room 

temperature 𝑇𝑟𝑜𝑜𝑚 at night by: 

C
d𝑇𝑟𝑜𝑜𝑚

d𝑡
= U × 𝑆 × (𝑇𝑜𝑢𝑡 − 𝑇𝑟𝑜𝑜𝑚), (1) 

with: 

• 𝐶: heat capacity, in W.h/K, of the air and 

light walls; 

• 𝑈: heat transfer coefficient per surface area 

of wall in contact with the outside, in 

W/(m².K); 

• 𝑆: area, in m², of the surface in contact with 

the outside. 

A window opening is deemed to take place when 

the temperature decreases more than would be 

expected from Eq. (1): 

|
∆𝑇𝑟𝑜𝑜𝑚

∆𝑡
| > |

1
τ

 × (𝑇𝑜𝑢𝑡 − 𝑇𝑟𝑜𝑜𝑚)| , (2) 

with τ =
𝐶

U×𝑆
 the characteristic time in hours of the 

apartment.  

A deep knowledge of the building is needed to 

compute this constant as it depends on the heat 

capacity (𝐶) and heat transfer coefficient (𝑈). The 

time constant τ for the apartment of the case study 

(§ 3) has been estimated at 21 hours using a model 

of dynamic thermal simulation [15]. 

The algorithm takes as input the indoor and out-

door temperatures (as well as the aforementioned 

constants) and returns a classification: the window 

is open (output of 1) or closed (0). 

2.2. Algorithm 

2.2.1. Logic for the algorithm 

The algorithm contains two parts. First, it detects 

an opening event using the criterion of equation (2). 

To be taken into account, the temperature drop must 

be greater than 0.1 K (the sensor resolution). 

Then, for each opening found, the algorithm 

infers the closing of the window according to the 

condition: indoor temperature has risen by 0.1 K 

(again, the sensor resolution) either in the last 30 

minutes or compared to the lowest temperature 

reached during the opening. 

2.2.2. Algorithm 

Here is the algorithm used for the detection, a 

description is proposed in 2.2.1. 

FOR EACH i IN temp_in 

    derivative_in[i] = temp_in[i] − temp_in[i−1] 

    delta_temp = temp_out[i] − temp_in[i] 

    IF derivative_in[i] < min_drop 

    AND abs(derivative_in[i]) > abs(delta_temp) / tau 

        open_estimated[i] = True 

FOR EACH i IN open_estimated 

    IF open_estimated[i] == True 

    AND open_estimated[i−1] == False 

        j = i + 1 

        temp_min = temp_in[i] 

        delta_temp = derivative_in[j] 

    WHILE delta_temp < min_rise 

        IF temp_in[j] >= temp_min + min_rise 

            BREAK 

        ELSE IF temp_in[j] < temp_min 

            temp_min = temp_in[j] 

            open_estimated[j] = True 

            j = j + 1 

            delta_temp = derivative_in[j] 

Algorithm 1: Window opening detection 

2.2.3. Variables 

All variables are floats (or 1D arrays thereof), 

except open_estimated which is a 1D array of 

Booleans. The input takes the form of two 1D 

arrays: 

• temp_in: indoor temperature. 

• temp_out: outdoor temperature. 

These and other 1D arrays hold one value per 

timestep (every 30 minutes). 

To ensure that the data used are accurate and do 

not include any errors (e.g. outliers or gaps in the 
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data) arising either from the sensor itself or from a 

problem during data collection, both temperature 

time series are run through multiple layers of data 

analysis detailed in annex. 

Two local variables are 1D arrays: 

• derivative_in: first derivative of temp_in 

over 30 minutes. 

• open_estimated: is the window open? 

(Boolean). 

There is also a float local variable: 

• temp_min: lowest temperature reached 

during a given opening, initialized to the 

first temperature of the opening. 

The algorithm also uses three float constants: 

• tau: characteristic time (see above). 

• min_rise: minimum temperature increase to 

consider a closing of the window; set to 

0.1 K. 

• min_drop: minimum drop of temperature to 

consider an opening; set to 0.1 K.  

3. CASE STUDY 

This algorithm was tested on a 4-room apartment 

occupied by 2 people and located on the fourth floor 

of a building near Bordeaux, France (Figure 1) 

during the summers of 2021 and 2022. The apart-

ment comprises a living room, a kitchen, a study, 

and a bedroom, as shown in Figure 2. It does not 

have air conditioning. 

 
Figure 1: Photograph of the apartment, highlighted 

in red, from the street. 

The living room and kitchen face south; bedroom 

and study, west. The bedroom and the study have a 

window each; the living room and the kitchen each 

have a French window, which can be opened to give 

access to the balcony. The windows are equipped 

with opening sensors (green dots in Figure 2): they 

provide a list of the times when their state changes.  

The apartment is also equipped with temperature 

sensors (red dots). They were positioned carefully 

following technical recommendations: 1.5 m above 

the floor and away from direct radiation. In this 

instance, they were installed on furniture or doors, 

lest the tenants drill holes in the walls. 

 

Figure 2: Floorplan of the apartment 

These measure indoor temperature every 30 min-

utes. Since the measurements may not be in phase, 

the temperature is resampled. For example, the 

temperature given as 10:30 represents the measure 

that happened between 10:01 and 10:30. Although 

the sensors allow a higher frequency, (i) the focus of 

the study is specifically on night ventilation, so the 

risk of missing short openings is not a costly one, 

and (ii) the endgame being to apply the algorithm on 

a larger scale, it is important to reduce the fre-

quency, and thus the cost, of battery replacement 

(including manpower and the trouble of entering 

peoples’ homes) through a higher timestep. 

 
Figure 3: Outdoor temperature, by month, in the 

summers of 2021 and 2022. Day: 10 a.m. to 8 p.m. 
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Table 1: Window openings room by room, and month by month in the summers of 2021 and 2022. For 

each room, left column: total number of openings, centre: total duration [hours], right: median duration 

per opening [hours]. The last row is the tally over the six months. 

room → living room kitchen bedroom study 

↓ month nb. hours med. nb. hours med. nb. hours med. nb. hours med. 

June 2021 44 125 0.6 24   87 1.0 35 38 0.8 28 48 0.8 

July 2021 32   98 1.3 12   64 9.8 13 18 1.2 17 38 0.6 

Aug. 2021  6   18 3.8  4   17 8.5   5   8 0.3   5   8 0.6 

June 2022 40 104 1.2 19 111 3.8 34 45 1.0 20 29 1.2 

July 2022 28 199 5.3 23 188 6.7 25 47 1.6 18 36 1.1 

Aug. 2022 30 176 4.6 27 149 5.3 32 29 0.6 27 57 0.8 

6 months 180   720 1.5 109   616 5.1 144   185   0.8 115   216   1.0 

For the case study, no outdoor sensors were used. 

(They should face north to avoid direct sunlight, 

which is easier to achieve at the scale of a building 

than a single apartment, especially one facing south 

and west.) The outdoor temperature is thus retrieved 

from a weather station with a frequency of one hour. 

This is interpolated linearly down to 30 minutes to 

be in phase with indoor temperatures. The station 

being outside the city, by the airport, it is likely to 

have a lower average temperature and less inertia, 

thus underestimating temperature (especially in the 

evening). In future, both indoor and outdoor tem-

perature sensors should be available, and thus the 

local temperature.  

Figure 3 shows, month by month in the summers 

of 2021 and 2022, the average day and night outdoor 

temperatures. It also shows the lowest temperature 

in the morning (specifically the median of these 30 

or 31 values for the month). These latter two num-

bers hint respectively at the possibility to open the 

windows overnight and at the efficiency of opening 

them in the morning. Clearly, on all three criteria, 

July and August of 2022 are hotter than the other 

four months. Table 1 quantifies window openings, 

room by room and month by month. It shows that 

there are far more openings in July and August of 

2022 (by number and total duration), which are also 

the hottest months of the study (Figure 3). August 

2021 will not be used hereafter because the 

residents, being away on holidays, did not open 

windows.  

Living room and especially kitchen tend to have 

their windows open all night long, whereas bedroom 

and study have mostly hour-long openings. Resi-

dents explain this difference (especially for the 

bedroom) by the fact that the bedroom and study 

overlook a noisy street. 

When a window is open, it takes on average one 

to two hours for the temperature to decrease by 1 K. 

The bedroom and study cool down a little faster 

because (i) they are smaller and (ii) their openings 

are shorter (in an exponential decrease, the time 

derivative is initially higher, so the speed of the 

temperature drop is on average greater for shorter 

openings, even though the total decrease is smaller).  

4. RESULTS 

The algorithm checks, at each time step (every 30 

minutes), if the window in the room is open 

(‘positive’) or closed (‘negative’). Comparing to 

actual state gives rise to four possible outcomes. For 

example, if the algorithm deems the window closed, 

and the window is closed, then the classification is 

a true positive, TP. A false positive, FP, sees open a 

window which is in fact closed. A false negative, 

FN, conversely calls shut an open window. 

Figures 4 to 7 show night openings over the same 

week in August 2022 for each of the four rooms. 

The openings predicted by the algorithm are 

compared to those identified by the sensors using 

coloured strips: green for true positive, yellow for 

false positive and red for false negative. The white 

background is the default: the window is closed and 

the algorithm predicts so (true negative). As stated 

before, the algorithm tries to detect an opening for 

every time step. 

All times are given in local time (GMT + 2 

hours). Since the present study focusses on night 

ventilation, openings during the day (10 a.m. to 8 

p.m.) are ignored; these would not be about cooling 

but for instance simply to go out onto the balcony. 
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The apartment was unoccupied on the 14th and 15th 

of August, which is why there are no openings for 

these two days.  

4.1. Living room 

Figure 4 shows results for the living room. Five 

night-long openings are correctly detected (green 

strips). There is often a false negative (in red) in the 

evening or a false positive (orange) early in the 

morning. Evening false negatives indicate that the 

algorithm tends to lag actual window openings. This 

is sometimes due to the fact that openings do not 

trigger an immediate drop of temperature in the 

room and thus cannot be detected right away by the 

algorithm (for instance, on the evenings of the 7th, 

8th, 9th and 10th). 

 
Figure 4: Indoor temperature (line) and predictions 

(colour strips) for the living room for one week in 

August 2022. 

During the last night in the figure, there is a 

double opening: the window is open in the evening 

of the 15th and in the morning of the 16th, but closed 

during the night itself. The algorithm detects this 

pattern correctly. 

In the morning of the 12th a false positive follows 

a false negative. It thus seems that the algorithm 

misses the opening completely (no true positive). 

But it is in fact a timing error rather than an outright 

miss: there is a short opening (less than 30 minutes) 

of the window which is detected a little late and then 

the opening lingers in the prediction after the win-

dow has been actually closed: false positive follows 

false negative, but the opening has nonetheless been 

spotted. 

4.2. Kitchen 

Figure 5 indicates that, as in the living room, the 

algorithm tends to predict openings later than they 

actually happen in the kitchen when these openings 

start with a rise of temperature in the room. 

The algorithm detects two unlabelled openings in 

the kitchen, on the 10th and 13th. These drops in tem-

perature are quite visible, but arise from openings in 

the living room (Figure 4), not the kitchen. 

In the morning of the 12th an opening is missed 

by the algorithm. This opening lasting less than 30 

minutes (the period between temperature measure-

ments) makes it hard for the algorithm to spot. 

 
Figure 5: Indoor temperature (line) and predictions 

(colour strips) for the kitchen for one week in 

August 2022.  

There appears to be a temperature drop in the 

evening of the 15th. But since it took place unusually 

early (between 5:30 and 7:30 p.m) it was not 

deemed night opening. 

4.3. Bedroom and study 

Unlike the living room and the kitchen, the bed-

room and the study rarely have night-long openings. 

Figure 6 highlights openings in the bedroom missed 

by the algorithm on the first five mornings. 

 
Figure 6: Indoor temperature (line) and predictions 

(colour strips) for the bedroom for one week in 

August 2022. 

This comes from the details of the criteria used by 

the algorithm to call an opening, equation (2). On 

the 10th, for instance, the largest temperature drop 

occurs between 5:00 and 5:30 a.m.: −0.34 K in half 

an hour. Calling this an opening would have re-

quired a decrease by −0.35 K: the false positive is 

due to missing the threshold by a mere 0.01 K. 
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One must bear in mind that openings lasting far 

less than 30 minutes (the period of the measure-

ments) are bound to result in seemingly small effects 

on the temperature. A temperature drop of 0.34 K in 

10 minutes (2 K/hr) is thus treated as a drop of less 

than 0.7 K/hr. It makes it difficult to measure their 

impact on the temperature of the apartment. 

In the study, Figure 7, the openings are generally 

short. However, they are deep enough for the algo-

rithm to identify them. The problem here is the false 

positive which follows in the morning. The condi-

tion for the algorithm to consider a closing of the 

window is not sensitive enough. 

The algorithm misses a big opening on the 16th. 

This is because after an initial drop the temperature 

bounces back, which the algorithm interprets as a 

closing. The temperature does start dropping again 

later, but not enough for the algorithm to consider 

an opening. 

 
Figure 7: Indoor temperature (line) and predictions 

(colour strips) for the study for one week in August 

2022. 

4.4. Overall results 

Table 2: Results for the four rooms, by month, in 

the summers of 2021 and 2022. For each room, the 

columns are: precision (%), recall (%). The last 

row is the average over the five months. 

room → living 

room 

kitchen bedroom study 

↓ month Pr.  Rec. Pr.  Rec. Pr.  Rec. Pr.  Rec. 

June ’21 56 66 64 70 44 35 34 46 

July ’21 51 57 49 58 22 31 48 47 

June ’22 61 74 72 54 37 26 56 56 

July ’22 97 79 87 79 57 41 65 57 

Aug. ’22 86 83 85 84 29 34 49 57 

average 70 72 71 69 38 33 50 53 

Figures 4 to 7 (and Table 1) showed that the win-

dows of the living room and kitchen often remained 

open all night long, unlike in the bedroom and the 

study (even though the number of times the win-

dows were open is similar). 

Table 2 measures the capacity of the algorithm, 

for each of the four rooms, to detect an opening at a 

given time step thanks to two metrics, precision and 

recall. In the definitions, ‘TP’ is the number of true 

positives, ‘FP’ that of false positives and ‘FN’ false 

negatives. 

Precision, 
𝑇𝑃

𝑇𝑃+𝐹𝑃
, is the probability that the algo-

rithm be right when it makes a positive prediction 

(predicts that a window is open). A high precision 

corresponds to few false positives: predicted 

openings are likely to be genuine.  

Conversely, recall normalizes based on windows 

which are actually open rather than on windows 

predicted open: 
𝑇𝑃

𝑇𝑃+𝐹𝑁
. A high recall means few 

false negatives: we miss few openings. 

The living room and kitchen have better results in 

July and August 2022 with an average precision of 

89% and recall of 81% than in June (respectively 

66% and 64%) and 2021 (55% and 63%). 

The overall performance of the other two rooms 

is poor. This is probably due to the openings being 

short (possibly shorter than the period of the tem-

perature measurement) and thus hard to identify. 

Precision is more sensitive to temperature than 

recall. The former doubles between July 2021 and 

July 2022 while the latter increases by only a third. 

Figure 8 shows that, on a hot month, precision is 

better than recall (fewer false positives than false 

negatives) — the converse is true for the cooler 

month.  

 
Figure 8 : Precision minus recall for the four rooms 

in Julies of 2021 and 2022. 
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Table 3: Relative error of the predictions. Left column for each room: the number of times the windows 

are predicted open divided by the number of times the windows are actually open, minus 1. Right column: 

same based on the total duration of the openings, rather than on their number. 

room → living room kitchen bedroom study average 

↓ month number duration  number duration number duration number duration number duration 

June 2021 −   22% +   19% +   12% +  9% −   60% − 21% −   24% + 36% −   23% + 13% 

July 2021 −    5% +   11% +   40%  + 18 % −   34% + 37% −    8% −   3% −    2% + 13% 

June 2022 −   33% +   22%        0% − 26% −   71% − 28% −   40%       0% −   36% −   7% 

July 2022 −   20% −   18% +     9% −  8% −   56% − 28% −   34% −  12% −   25% − 15% 

Aug. 2022        0% −     3% +     8% −  1% −   67% + 14% −   18% +  16% +    8% +   1% 

5. DISCUSSION 

Table 3 shows the capacity of the algorithm to 

estimate the number of times or of hours the win-

dows have been open for each month, in each room. 

For the summers of 2021 and 2022 the algorithm 

could estimate the duration of night ventilation with 

errors better than ±15% at the scale of the entire 

apartment. The number of openings is less reliable, 

especially the short openings typical of the bedroom 

and study. 

5.1. Criteria for success 

Success depends on the goal sought — especially 

its temporal and spatial scales. If it is crucial to 

know exactly in what room the window is open then 

the contagion between rooms is a genuine problem. 

On the other hand, if the question is just whether 

some ventilation is taking place, getting the window 

wrong is unimportant so long as the algorithm can 

tell that some window is open (if not which). 

Likewise, if the aim is knowing when windows 

are open (for instance in real time), a delay in 

detection is troublesome. But if the purpose is more 

statistical —how often (and/or how long) are win-

dows open—, a pure offset (delay of the same length 

to detect when the window is opened and when it is 

closed again) has no impact. 

5.2. Wrong room 

Figure 5 shows that two night-long openings are 

detected in the kitchen, when the window is in fact 

closed. This is a form of contagion: when one 

window is open (here, in the living room) the tem-

perature also drops elsewhere in the apartment. This 

leads the algorithm to believe that windows in other 

rooms are also open, hence the false positives 

(orange strips). This explains why some rooms (es-

pecially the bedroom) perform poorly in Table 3. 

To factor out such an effect, Figure 9 shows the 

total number of windows open (between 0 and 4), 

over the same period as in Figures 4 to 7. The 

algorithm (purple curve) may get the exact number 

(in blue) wrong — for instance believing that 

windows are open in all four rooms when some are 

in fact closed. Yet, it is far less likely to confuse the 

case of all windows closed with that of (at least) 

some windows open (sum ≥ 1). 

 
Figure 9: Number of windows open 

5.3. Wrong time 

Figure 10 shows, for August 2022, statistics at the 

scale of the apartment as a function of the time of 

day: the average number of windows which are open 

(top) and the probability that at least one window be 

open (bottom). It indicates that openings take place 

mostly between 8 p.m. and 7 a.m. (The solid lines 

correspond to the periods when the algorithm was 

applied.) 

Overall, the algorithm detects the correct number 

of openings. But the bottom of Figure 10, especially, 

shows a clear delay in the prediction (purple curve). 

This offset explains the frequent succession of false 

negatives and false positives in Figures 4–7. 

In some cases, like in Figure 4, the delay in 

detecting the opening comes from the fact that the 

temperature initially rises after the window gets 
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opened. This kind of opening is not considered a 

plausible one for ventilation and thus cannot be 

detected by the algorithm. However, there is no 

symmetric reason for the delay in detecting the 

closing.  

 

 
Figure 10: Average number of windows open in 

the apartment (top) and probability of at least one 

window open (bottom) by time of the day for 

August 2022. Blue: real, purple: prediction. 

One possibility for fixing this problem could be 

to have an approximation of the expected tempera-

ture evolution while the window is open — the same 

way equation (2) provides an approximation of the 

temperature evolution when the window is closed. 

From this, it would be possible to define more pre-

cisely the conditions for the closing of the window. 

That said, such an approximation would require 

more knowledge on the environment to be realistic. 

For example, wind would have a major impact on 

temperature evolution when the window is open. 

A very pragmatic way of improving predictions 

is: cheating. Since the algorithm consistently delays 

the detection of events by at least 30 minutes, then 

one can simply offset all predictions by this amount. 

When the algorithm says that the opening of the 

window took place at 9:00, one can improve this raw 

prediction by turning it into a post-processed pre-

diction of 8:30. 

5.4. Comparing cool and hot months 

Figure 11 compares the probability of at least one 

window being open in July 2021 (top) and July 2022 

(bottom). (August cannot be used for this purpose 

because the inhabitants were on holiday in August 

2021.)  

 

 
Figure 11: Probability of at least one window open 

by time of the day. Top: July 2021, bottom: July 

2022. Blue: real, purple: prediction. 

July 2022 shows a sharp difference between night 

and day: the windows are opened late in the evening 

and closed early in the morning. In cool July 2021 

the policy is more relaxed than in hot July 2022, 

with one third fewer openings at night (these are un-

necessary) and, conversely, regular openings 

throughout the day (since it is cool outside, opening 

a window is not punished by an inflow of hot air). 

5.4.1. Useful night ventilation 

Clearly, the model (blue lines) is less accurate for 

the cool summer of 2021 than for the hot summer of 

2022. Since regulating the temperature was less 

crucial in 2021, fewer openings were directly 

intended to cool the apartment than in 2022. (In 

particular, the apartment of the case study having a 

balcony, another possible purpose of opening the 

living room French window is to access it, regard-

less of the temperature.) 

The overarching philosophy of the algorithm 

makes it capable of detecting only useful night 

ventilation, i.e. a night window opening associated 

with a significant drop of temperature in the accom-

modation. In July 2021, the algorithm (blue curve) 

enforces a pattern that does not actually exist. 

The model still has possible improvements which 

will be the focus of future work. The natural first 
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step was to treat the rooms separately, but correla-

tions between rooms (convective contagion) could 

come next. However, it depends very much on the 

configuration of the apartment, so this may be hard 

to automate. 

5.4.2. False positives 

Figure 8 shows a difference between precision 

and recall. It may be due to the inertia of the walls. 

Opening windows quickly lowers the indoor air 

temperature. When indoor and outdoor air are at 

equilibrium, the wall temperature then decreases 

slowly. In practice, one closes windows in the 

morning because outside temperature has risen 

above inside air temperature. The walls which are 

still warm then heat up the indoor air. But in July 

2021, this effect must have been weak: the walls 

were less warm (closer to thermal equilibrium with 

the air) and the rise in indoor temperature after 

closing must have been limited. This increases the 

delay to recognize a closing of the window, and thus 

the risk of false positive. We plan on adding the 

effect of the inertia of the walls to future versions of 

the model. 

6. CONCLUSION 

Night ventilation can decrease indoor tempera-

ture in summer — a need which will only grow in 

importance as climate change unfolds. This article 

proposed an algorithm based on expert rules and the 

thermal behaviour of the building to evaluate night 

ventilation in summer. It has the advantage of 

requiring fewer labelled data than the machine or 

deep learning algorithms which are more common 

in the literature. It relies on indoor and outdoor 

temperatures, which are growing more readily 

available as the number of connected temperature 

sensors itself grows: no need to install dedicated 

equipment. The method also uses characteristics of 

the specific dwelling, such as its insulation and 

inertia. 

In our case study of an apartment equipped with 

connected window and temperature sensors, the 

algorithm estimated the number of hours of night 

ventilation to within ±15% at the scale of the entire 

apartment for the months of the summers 2021 and 

2022.  

Overall, the model works better with night-long 

openings than for short ones (especially shorter than 

the time increment of half an hour). But these are the 

ones which really contribute to cooling in any case. 

Openings and closings are identified based, 

respectively, on a drop and increase of indoor tem-

perature between two consecutive time steps — it 

explicitly assumes that either event will have an 

impact on temperature and thus the thermal comfort. 

We necessarily miss windows opened for a few 

seconds to let the cat out. This means that the model 

works better on a hot summer day, when no one 

casually opens windows. 

There are two other types of imprecisions in the 

model: in time and space. The predictions tend to 

lag the actual events. For a short opening (especially 

if shorter than half an hour, our time increment), the 

method may even detect that a window has been 

opened only after it has already been shut back. 

There is also a risk of convective contagion: opening 

a window in one room may decrease the temperature 

in the entire dwelling, thereby leading the algorithm 

to wrongly infer the opening of windows in other 

rooms. 

On the bright side, we intend to now use these 

results to tell, in a building, who seems not to open 

windows at night. Instead of telling all residents in 

a blanket message that they should ventilate at night, 

we will be able to focus on inhabitants most likely 

to need such advice. And, since this is at the scale of 

the dwelling rather than the room and averaged over 

a summer rather than hour-by-hour, our method is 

certainly reliable enough for our purpose. 

A survey is also currently being designed to find 

patterns in people’s behaviour. For instance, is it the 

same high up in the building and on ground or low 

floors (where noise and the risk of burglary are 

greater)? There may also be a policy of opening in 

the west in the morning and on the east side in the 

evening. Such information may be included in the 

model in a Bayesian fashion: what is the probability 

of the window facing east being opened on the 

fourth floor in the morning given the temperature? 
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ANNEXES 

Data analysis 

1. Outliers 

Data points whose distance to the mean of their 

distribution is considered outliers and thus deleted:  

|𝑇𝑡 − 𝑇|̅ > 3𝜎. (4) 

with: 

- 𝑇𝑡: Probe temperature at time step 𝑡. 

- 𝑇̅: Temporal mean of probe temperatures. 

- 𝜎 : Standard deviation of probe temperatures.  

 

2. Data leaps 

As the data are often uploaded, it is possible that 

some data points are missing or not representative 

of the environment. For instance, the probe may be 

poorly located or malfunctioning. This can be 

visualised easily by plotting the temperature time 

series. 

To correct these “spikes” (Figure a.1), they are 

first detected using the formula below, then the data 

point affected is deleted from the time series. 

min(|𝑇𝑡−𝑑𝑡 − 𝑇𝑡|, |𝑇𝑡+𝑑𝑡 − 𝑇𝑡|) >  ε1 (5) 

with:  

- ε1: temperature difference threshold, in K. Here, 

ε1 = 2 K.  

 

 

Figure a.1: Temperature time series with data leap 

over 1 data point 

 

Another kind of spike we can observe in the data 

spans multiple data points (Figure a.2). In this case, 

however, it is not possible to identify which part of 

the signal is physical and which is erroneous. So, if 

the problem is detected, the probe is considered 

faulty and therefore entirely removed from the 

dataset. 

 

 
1

𝑛
∑ (𝑇𝑡 − 𝑇𝑡−𝑑𝑡)2 > 𝑡=𝑛

𝑡=0  ε2 (6) 

with: 

- 𝑛: number of elements in the time series. 

- ε2: temperature difference threshold, in K. Here, 

ε2 = 5 𝐾. 

Figure a.2: Temperature time series with data leap 

over multiple data points 

Constant probe 

Some probes can stop working over a period 

without it being notified (figure a.3), leading to a 

constant signal. 

In order to prevent this phenomenon, the formula 

below checks if the time series is constant over an 

interval, in which case the interval is deleted. 

∑ |𝑡+𝑛
𝑡 𝑇𝑡 − 𝑇𝑡−𝑑𝑡| = 0 (7) 

𝑛 : length (in number of time steps) of the 

interval. 

In practice, for numerical reasons, a low 

threshold, rather than zero, will be used. 

 
Figure a.3: Temperature time series with a constant 

probe 


