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ABSTRACT

Named Entity Recognition seeks to extract substrings within a text that name real-world objects and
to determine their type (for example, whether they refer to persons or organizations). In this survey,
we first present an overview of recent popular approaches, but we also look at graph- and transformer-
based methods including Large Language Models (LLMs) that have not had much coverage in other
surveys. Second, we focus on methods designed for datasets with scarce annotations. Third, we
evaluate the performance of the main NER implementations on a variety of datasets with differing
characteristics (as regards their domain, their size, and their number of classes). We thus provide a
deep comparison of algorithms that are never considered together. Our experiments shed some light
on how the characteristics of datasets affect the behavior of the methods that we compare.

Keywords Named Entity Recognition · Information Extraction · Natural Language Processing · Large Language
Models · Machine Learning

1 Introduction

Named Entity Recognition (NER) is a field of computer science and natural language processing (NLP) that deals with
the identification and classification of named items in unstructured text. The items in question belong to predefined
semantic types such as persons, locations, and organizations [Grishman and Sundheim, 1996a]. NER is today a key
component in areas including machine translation [Babych and Hartley, 2003], question-answering [Mollá et al., 2006],
and information retrieval [Guo et al., 2009].

A number of NER systems have been developed, particularly for English, but also for other languages, including
Chinese [Liu et al., 2022] and French [Mikheev et al., 1999]. Early NER systems used algorithms based on handcrafted
rules, lexicons, and spelling features [Rau, 1991]. Systems were subsequently developed that used algorithms based
on machine learning [Nadeau and Sekine, 2007], neural networks [Collobert, 2011], and transformers [Labusch et al.,
2019a].

Several NER surveys have been published. Among these, we might mention [Nadeau and Sekine, 2007, Shaalan, 2014],
in which the authors present an overview of methods, from the rise of rule-based NER systems through to those based
on machine learning. The authors in [Goulart et al., 2011] analyze relevant work in relation to biomedical texts over the
period 2007-2009. Marrero et al. [2013] summarize the work on NER from a theoretical and practical point of view. An
early study on neural network-based NER is available in [Sharnagat, 2014]. Deep learning methods are studied in-depth
in [Li et al., 2020a]. However, the authors do not address the use of transformers because their use remained limited at
the time of their study.

Surveys that include transformer-based methods are largely absent from the literature. Some recent studies include
methods based on neural networks and transformers [Li et al., 2022], but these are far from complete since they do
not include recent methods such as large language models (LLMs) and graph-based NER. The study Wang et al.
[2022] focuses on graph-based methods specifically for nested named entities, but does not address flat named entities.
Moreover, apart from one study, namely Li et al. [2020a] (which does not feature any mention of transformers), the
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A survey on recent advances in NER

studies in question do not cover tools used for NER. Since tools are key components of practical interest, and since
transformer-based methods have had a significant impact, we are seeking here to present a comprehensive survey of
NER tools and frameworks, including popular ones that may still be relevant for low-resource languages or in restricted
computational environments.

We also focus on methods intended to be trained on small datasets, an area that, to our knowledge, has not yet been
addressed comprehensively in other works. Methods of this kind will often be appropriate where specific types of
entities are to be retrieved and annotated data are costly to produce.

The outline of this paper is as follows. First, we define the task of NER and provide some examples of its applications.
We then describe the main research approaches that have been developed in this field (see Section 4); in particular, we
focus heavily on Large Language Models (LLMs) and graph-based approaches. Methods designed for contexts where
only a small sample of annotated data is available are presented in Section 5. Section 6 is devoted to an overview of the
best-known tools for pre-trained models. After describing the evaluation schemes used in NER (Section 7), we present
corpora from a variety of fields that may be useful resources for the research community (Section 8). In Section 9, for
purposes of comparison, we apply the latest versions of five popular frameworks on selected datasets. Finally, we give
our conclusion and perspectives in Section 10.

2 Task definition

NER stands for Named Entity Recognition, which is a subtask of NLP focusing on identifying and classifying named
entities within text. Named entities are specific words or phrases that refer to real-world objects such as people,
organizations, locations, dates, quantities, gene and protein names in the biomedical domain. NER aims to locate and
categorize these entities into predefined categories.

Figure 1: Given a sequence of tokens, NER outputs the boundaries of the named entities along with their associated
types.

In a formal context, given a sequence of tokens denoted T = (t1, t2, . . . , tN ), NER involves producing a collection of
tuples (Is, Ie, ℓ), where s and e are both integers that lie within the interval [1, N ]; Is and Ie correspond to the beginning
and the ending indices of a named entity mention respectively, and ℓ denotes the type of entity from a predefined set of
categories. For example, in the sentence "Barack Obama was born in Honolulu." NER would identify "Barack Obama"
as the person’s name and "Honolulu" as the location, as illustrated in Figure 1.

3 Applications of NER

In this section, we provide a few examples of NER applications.

• Information extraction: NER can be used to extract structured data from unstructured text [Weston et al.,
2019], such as retrieving the names of persons, organizations, and locations.

• Information retrieval: Using NER in the context of information retrieval enhances search outcomes [Banerjee
et al., 2019]. This enhancement is achieved through the identification of relevant named entities within both
search queries and the obtained results.
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Figure 2: Main approaches to NER.

• Document summarization: The integration of NER into document summarization processes can enhance the
quality and relevance of generated summaries. By identifying and categorizing key entities, NER can ensure
that the summary captures the essential information related to these entities [Roha et al., 2023].

• Social media monitoring: Integrated with social media monitoring, NER empowers businesses to automati-
cally identify and categorize mentions of entities like brands and persons. This aids in tracking brand visibility,
sentiment analysis, competitor insights, and crisis management. NER also helps spot trends, assess campaign
effectiveness, and leverage influencer marketing [Sufi et al., 2022].

• Virtual assistants: By identifying entities within user input, NER enables virtual assistants to comprehend
context and offer tailored responses [Park et al., 2023]. For example, when a user inquires about the weather
at a specific location, NER can extract the location entity, allowing the virtual assistant to furnish a relevant
response.

• Named entity disambiguation: NER can help disambiguate entities with the same name [Al-Qawasmeh
et al., 2016]. For example, "Apple" can refer to the company or the fruit, and NER can determine the correct
interpretation based on the surrounding context.

• Question answering: NER can play a role in answering questions that require pinpointing particular entities
[Mollá et al., 2006]. For example, in a question like "When Steve Jobs died?", NER can identify "steve jobs"
as a person and extract the death date.

• Language translation: NER can help improve the accuracy of machine translation by preserving the named
entities [Li et al., 2020b].

4 Methods

In this section, we explore various approaches that have been employed for NER. An overview of these approaches is
presented in Figure 2.

4.1 Knowledge-based methods

Knowledge-based approaches emerged in the field of linguistics. For instance, Borkowski [1966] introduced an
algorithm that employs rule-based lists, utilizing indicators like capital letters to detect company names. Lexical
markers are elements that adjoin the named entity and, in so doing, reveal its presence (such as Mr. or Ms. in front of
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names). Here we may cite, for instance, CasEN transducer cascade [Maurel et al., 2011], created to recognize French
named entities.

Knowledge-based methods do not require annotated data and primarily depend on rules and dictionaries relying on
lexical resources and domain-specific knowledge [Sekine and Nobata, 2004, Etzioni et al., 2005a], as depicted in Figure
3. They consist of three components: (1) a set of rules to extract named entities, (2) an optional set of entity dictionaries,
and (3) an extraction engine that applies components (1) and (2) to the input text. These approaches require domain
experts to provide a large number of rules using lexical markers [Zhang and Elhadad, 2013] or entity dictionaries
[Etzioni et al., 2005a, Sekine and Nobata, 2004].

Entity dictionaries compile the most commonly occurring entities within a specific application domain. For example,
the ProMiner system [Hanisch et al., 2005] addresses the challenge of identifying gene and protein names in biomedical
text, which is complicated due the presence of synonyms and ambiguous terms. ProMiner employs a rule-based
approach and a synonym dictionaries to detect potential name occurrences in biomedical text. It associates protein
and gene database identifiers with these matches, focusing on multi-word names. The system has been extended to
handle highly ambiguous and case-sensitive synonyms using specific detection procedures. The most likely database
identifiers are linked to the detected synonyms in an abstract. The system’s performance was tested in the BioCreAtIvE
competition, achieving promising results.

Figure 3: The architecture of knowledge-based methods for NER.

Quimbaya et al. [2016] introduced a method centered around entity dictionaries in electronic health records. The
experimental findings demonstrate that this approach enhances the recall score while minimally affecting the precision
score. Note that for this family of methods, precision (see Section 7.2) is generally high while recall is low due to
domain, language-specific rules and incomplete dictionaries. Moreover, incorporating new rules and dictionaries is
costly.

4.2 Feature engineering-based methods

Instead of manually crafting sets of rules, feature engineering-based methods are grounded in the principle of automating
the extraction of named entities from data. Such techniques can be divided into three primary groups: unsupervised
learning methods, supervised learning methods, and semi-supervised learning methods.

4.2.1 Unsupervised learning methods

Unsupervised learning methods do not require any data annotation beforehand. Different approaches exist and are
mostly based on similarities in the data. The key idea behind these methods is to group syntagmas together based on
their shared properties.

Distributions of words are harnessed in [Shinyama and Sekine, 2004a] in order to extract named entities. The authors
of this article capitalized on the observation that named entities tend to appear together in multiple news articles,
unlike common names. In [Bonnefoy et al., 2011], the authors compute a semantic proximity score by comparing
word distributions in documents linked to an entity and the entity type. Shinyama and Sekine [2004b] observe (like
[Shinyama and Sekine, 2004a]) that named entities often appear synchronously in different news reports, whereas
common nouns do not.
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Nadeau et al. [2006] introduced an unsupervised system for building dictionaries and resolving the ambiguity of named
entities. Inspired by previous works such as [Etzioni et al., 2005b], their approach involves the amalgamation of
extracted dictionaries with publicly accessible ones, resulting in commendable performance.

4.2.2 Semi-supervised learning methods

Semi-supervised learning methods leverage a combination of labeled and unlabeled data to improve model performance.
Unlike traditional supervised approaches that rely on labeled data, semi-supervised methods use the additional informa-
tion available in unlabeled data to improve the NER system’s performance. They learn from the small dataset using a
set of rules designed to learn extraction patterns based on a set of relevant markers. They then attempt to find other
samples of named entities adjoined by these markers. This learning process is then applied to the new samples in order
to discover new contextual markers. By repeating this process, a large number of entities should be found. Collins and
Singer [1999] showed that a mere set of seven simple rules, coupled with unlabeled data, can be adequate for achieving
effective supervision.

An approach that is commonly adopted in semi-supervised NER consists in using co-training [Kozareva et al., 2005],
where multiple classifiers are trained on different data views, and they iteratively label unlabeled instances to build a
more robust model. Another method is self-training [Gao et al., 2021], where the initial model is trained on the labeled
data, and then used to predict the labels for the unlabeled data. The most confident predictions are added to the labeled
data, and the process is iterated.

To sum up, semi-supervised learning methods offer several benefits, such as reducing the dependency on manually
labeled datasets and improving performance in low-resource scenarios. Nonetheless, they also come with challenges,
including the potential error propagation from the initial labeled data and the need for careful handling of noisy or
incorrect predictions from the unlabeled data. However, when applied wisely, semi-supervised learning techniques
can significantly enhance NER performance and address real-world challenges where labeled data might be limited or
expensive to obtain.

4.2.3 Supervised learning methods

Supervised learning models involve learning rules from annotated data, where human intervention is required to label a
set of samples. These labeled samples serve as guidance for the model during the learning process. A learning method is
then used to train the model to recognize the distinctive characteristics of the named entities. Subsequently, the learning
system generalizes this knowledge to produce a model capable of extracting named entities from new documents. The
effectiveness of such method improves in line with the quantity and quality of the annotated data used for training.
Using them, the NER task can be viewed as two sub-tasks, namely classification and sequence labeling. The aim is to
reproduce an annotation scheme learned from labeled data. The most common algorithms or models in this category
are the Hidden Markov Model (HMM) [Morwal et al., 2012, Bikel et al., 1999], the Maximum Entropy model (ME)
[Borthwick, 1999, Lin et al., 2004], Support Vector Machines (SVM) [Isozaki and Kazawa, 2002, Makino et al., 2002],
and Conditional Random Field (CRF) [McCallum and Li, 2003, Settles, 2004a].

Hidden Markon Model An HMM is a statistical model in which the system being modeled is assumed to be a
Markov process. In our context, it is used to identify and classify named entities within a sequence of tokens. With this
model, the observed tokens represent the visible states, while the different entity labels are treated as hidden states. The
model assumes that the observed tokens depend only on the current hidden state, and can be used to infer the most likely
sequence of named entity labels given the observed tokens. An HMM is mathematically described by five parameters as
follows:

HMM = {S,O, π, Tr,Em} (1)

where S refers to the number of hidden states (entity labels), O to the number of observations (tokens), π is the
distribution of initial state probabilities, Tr is the transition probability matrix, and Em is the emission probability
matrix.

The NER problem can be translated into an HMM problem and defined as

P (S|O) = P (EN |T ),

which means that given a sequence of tokens T , the probability of obtaining the sequence of named entities (EN) given
T is equivalent to calculating the probability of obtaining the sequence of hidden states S given the observations O. ?
proposed IdentiFinder, a first HMM that learns to recognize and classify names, dates, times, and numerical quantities.
Other works have followed this path [Morwal et al., 2012, Zhao, 2004].
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Maximim Entropy ME models represent a statistical modeling approach employed in various NLP tasks, including
NER. The fundamental concept underlying these models is to identify a probability distribution that includes potential
outcomes, optimizing entropy while adhering to a predefined set of observed constraints. The resulting probability
distribution has the highest entropy, is distinctive, aligns with the maximum-likelihood distribution, and takes on the
form:

p(o|h) = 1

Z(h)

k∏
j=1

α
fj(h,o)
j (2)

where o refers to the outcome, h the context, and Z(h) is a normalization function. The constraints are usually derived
from the training data, and the model aims to assign higher probabilities to outcomes that are more likely given the
observed data.

In the context of NER, a ME model could be trained to predict the named entity label of a token based on its surrounding
context and other relevant features. The features may include information about the current token, its neighboring
tokens, POS tags, and more. The model learns the weights associated with these features during training. In [Borthwick
et al., 1998], the authors proposed a system called Maximum Entropy Named Entity (MENE) by applying the ME
model and using a flexible object-based architecture, which allows it to make use of a broad range of knowledge sources
in making its tagging decisions.

Conditional Random Fields CRFs are models used for labeling sequences, like sentences. They consider that
neighboring items can affect each other’s labels, making them good for NER. They capitalize on their ability to model
sequential dependencies between tokens within a sequence, making them particularly adept at capturing the intricate
contextual relationships that define named entities. By integrating both local and global information, they can predict
entity labels by considering the labels of neighboring tokens, effectively reducing labeling ambiguity. A CRF model is
defined as follows:

P (Y |X) =
1

Z0
exp

{ T∑
t=1

K∑
k=1

λkfk(yt−1, yt, x, t)
}

(3)

where Z0 is the normalization factor for all possible sequences of states (labels), fk are feature functions, each
representing the occurrence of a specific combination of observations and associated labels, yt−1 is the label of the
previous word, yt is the label of the current word, xt is the word at position t in the observed sequence. λk are the
model parameters and can be interpreted as the importance or reliability of the information provided by the binary
function.

The NER problem can be converted into a CRF, where the observations are the processed strings and the labels are
the possible named entities. Thus, finding the best sequence of named entities corresponds to a sequence of tokens in
NER, which is equivalent to finding the best sequence of labels, i.e., argmax P (Y = y|X = x). Shishtla et al. [2008]
implemented a system that extracts information from research articles using CRF. They investigated regularization
problems using Gaussian model and focused on the efficient use of feature space with CRF. Settles [Settles, 2004b]
presented a framework for recognizing biomedical entities using CRF with a variety of features. He showed that a CRF
with only simple orthographic features can achieve good performance.

Support Vector Machine SVMs are a class of machine learning algorithms commonly used for classification tasks.
While SVMs are not as widely used for NER as some other approaches like CRF models, they can still be applied
effectively with appropriate feature engineering and considerations. Yamada et al. [2002] introduced a SVM-based
NER system for Japanese. Their approach is an extension of Kudo’s chunking system [Kudo and Matsumoto, 2001]. In
this system, each word in a sentence is classified sequentially either from the beginning or the end of the sentence.

4.3 Deep learning-based methods

The landscape of NER and deep learning has further evolved, with the most prevalent methodologies encompassing
CNNs, RNNs, and their hybrid combinations. Additionally, these deep learning architectures are frequently combined
with other supervised learning algorithms such as SVMs or CRFs. Collobert [2011] played a pioneering role by adopting
deep learning techniques for NER. Their work showcased the application of a CNN not only for NER but also for other
NLP tasks such as Semantic Role Labeling, POS tagging, and chunking. Of significant importance, these tasks were
accomplished automatically, breaking away from the need for manually engineered features. This marked a pivotal
moment as deep neural networks were harnessed for these tasks for the first time.

The overarching structure of deep learning-based approaches usually encompasses three fundamental stages (refer to
Figure 4): first, the representation of data; followed by context encoding; and concluding with entity decoding. These
stages will be elaborated upon in the subsequent sections.
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Figure 4: General steps for a deep learning-based NER model.

4.3.1 Data representation

NER requires data to be represented in a machine-understandable form. Textual embeddings can be used to satisfy this
requirement. Several textual embedding techniques exist, which we separate into the two categories described below:
word embeddings and character embeddings.

Word embeddings are type of word representations that convert words into vector representations in a high-dimensional
space. These representations capture the semantic meaning and context of words based on their surrounding words in a
given corpus. Worthy of mention are One-Hot encoding, TF-IDF [Ramos et al., 2003], Word2vec [Mikolov et al., 2013],
GloVe [Pennington et al., 2014], fastText [Bojanowski et al., 2016] and more recently GPT [Radford et al., 2018].

Traditional word representations, like one-hot encodings, represent each word as a sparse binary vector, where only one
element is set to 1 to indicate the presence of that word in the vocabulary. In NER, the use of one hot encoding involves
automatically constructing training data, such as from social media messaging applications [Lee and Ko, 2020].

The TF-IDF weight is used to measure the importance of a word in a document relative to a corpus. The Term Frequency
(TF) component assesses how often a word appears in a specific document, while the Inverse Document Frequency
(IDF) component measures the rarity of a word across the entire corpus. By multiplying TF and IDF, TF-IDF highlights
significant words in a document. TF-IDF can be employed in NER as a feature representation method [Karaa, 2011].
As named entities are often rare words, using TF-IDF, named entities that appear frequently in a specific document but
rarely across the corpus are assigned higher TF-IDF scores, making them stand out in the feature vectors.
Furthermore, word embeddings are typically learned using unsupervised learning techniques like Word2Vec, GloVe,
and fastText. These methods process large amounts of text data and learn word representations that capture semantic
similarities and syntactic relationships between words. Several works, including [Collobert et al., 2011, Huang et al.,
2015], use word embeddings for NER. Ma and Hovy [2016], for instance, compared the performance of their model
using a variety of word embeddings including Word2vec and Glove. The role played by these embeddings in obtaining
good results is highlighted in [Lample et al., 2016].
Finally, note that word embeddings may also be combined, as in [Dadas, 2019], where a knowledge base from Wikipedia
is used to annotate named entities. In the work cited, the labels are transformed into one-hot vectors and concatenated
with Word2Vec or ELMo [Peters et al., 2018a] word embeddings.

Character embeddings are type of word representations that capture the internal structure of words at the character
level. Instead of representing words as vectors like traditional word embeddings, character embeddings represent each
word as a sequence of vectors representing its constituent characters. The process of creating character embeddings
involves breaking down each word into its characters and then representing each character as a vector. These vectors are
combined to form the representation of the word, as illustrated in Figure 5 through the utilization of a CNN architecture.
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Figure 5: An example of character embeddings using a CNN).

Spelling variations are of great importance and reveal the presence of named entities. Representing individual characters
can capture spelling variations by highlighting the syntax of words and their morphology. It can also generate
representations of words that were not encountered during the learning phase, i.e. out of vocabulary, by combining
different character vectors in order to represent a word.

Character embeddings are generated using various methods. A simple approach is one-hot encoding, where characters
are represented as binary vectors with a 1 at the corresponding index. Character2Vec extends Word2Vec to the character
level, predicting embeddings by considering neighboring characters. CNN-based character embeddings treat character
sequences as images, extracting meaningful features through CNN filters. BiLSTM-based character embeddings use
bidirectional LSTM networks to capture contextual information from character sequences.

Note that the CNNs and RNNs we describe in detail in the upcoming section, are used in [Ma and Hovy, 2016, Peters
et al., 2017, 2018b] to compute a feature vector for each word. One of the findings in [Lample et al., 2016] is that
recurrent models tend to favor later entries and that the resulting feature vectors encode suffixes more than they encode
prefixes. For this reason, the authors of the cited work recommend Bi-LSTM to better capture the prefix.

4.3.2 Context encoding

To improve entity recognition, context encoding is a crucial aspect of NER systems aiming at capturing the contextual
information of words in a sentence. Context encoding techniques focus on representing words in their surrounding
context to take into account the dependencies and relationships between neighboring words. It employs feature vectors
obtained using textual embeddings, which can be grounded in words, characters, or even a combination of both. In the
sequel, we present popular context encoder architectures such as CNN and RNN. Other models like transformers will
be presented separately in dedicated sections.

The CNN models have been devoted initially for images [O’Shea and Nash, 2015]. They use filters to detect patterns
and features. Their use is extended to successfully to NLP tasks like NER, where the input text is typically represented
as a sequence of word embeddings or characters. CNN is employed to capture contextual information and local patterns.
The convolutional layers slide over the input sequence, and multiple filters are used to detect different linguistic patterns
at many positions. These filters learn to recognize common patterns, such as suffixes, prefixes, and combinations of
words that are indicative of named entities.

Several authors have used CNN for NER task. Collobert et al. [2011] proposed a sentence-based network for tagging
words, considering the whole sentence. Each word is represented as a vector, and a convolutional layer generates
local features around each word. The global feature vector is formed by combining these local features, with a
fixed dimension regardless of sentence length. Global features are then passed to a tag decoder for predicting tags
(c.f. Section 4.3.3). In [Gui et al., 2019], the authors proposed an approach for Chinese NER using a CNN with
lexicons and a rethinking mechanism [Li et al., 2018]. Rather than relying on a single data pass for final decisions, the
rethinking mechanism introduces feedback connections. These connections enable the network to reevaluate decisions
by integrating high-level feedback into feature extraction. The authors showed that this method can model characters
and potential words in parallel, and the rethinking mechanism can resolve word conflicts by refining high-level features
iteratively. For biomedical NER tasks, Zhu et al. [2018] proposed a deep learning approach called GRAM-CNN. This
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method utilizes local contexts based on n-gram character and word embeddings through CNN. By leveraging local
information around a word, GRAM-CNN can automatically label words without requiring specific knowledge or feature
engineering.

On the other hand, RNN have also been widely used for NER tasks. They are designed to process sequential data,
making them well-suited for tasks where the context of each word is crucial for accurate labeling [Sherstinsky, 2020].
In the context of NER, the input text is represented as a sequence of embeddings, and each word is fed into the RNN
one at a time. The RNN maintains a hidden state that captures information from the previous words. This hidden state is
updated at each time step as the RNN processes each word, allowing it to remember important information. One of the
challenges with RNN is the vanishing gradient problem, which limits their ability to capture long-term dependencies.
To address this issue, variants of RNN like Long Short-Term Memory (LSTM) [Sherstinsky, 2020] and Gated Recurrent
Unit (GRU) [Chung et al., 2014] have been introduced. LSTM and GRU networks use gating mechanisms that help
them retain and update information more effectively over long sequences, making them better suited for NER tasks.
Thereby, Huang et al. [2015] proposed a LSTM model for NER and demonstrated that incorporating a CRF layer as a
tag decoder enhanced performance. In other domains, similar systems were applied by Chalapathy et al. [2016] for
Drug NER, and Zhang and Yang [2018] for Chinese NER. RNN based on a Bi-LSTM architecture were used in [Huang
et al., 2015]; this technique has subsequently been used by other researchers [Ma and Hovy, 2016, Lample et al., 2016].

4.3.3 Entity decoding

Tag decoder architectures play a vital role in NER systems for predicting entity labels for each work in a given sequence.
Several tag decoder architectures have been proposed, each with its strengths and suitability for different NER scenarios.
Some common tag decoder architectures for NER include: CRF, Multi-Layer Perceptron (MLP), and Pointer Networks
[Vinyals et al., 2015]. The research conducted by [Lample et al., 2016, Ma and Hovy, 2016], demonstrated that
employing CRF for entity decoding yields improved outcomes in NER. Many deep learning based NER models use a
CRF layer as the tag decoder on top of an BiLSTM [Luo et al., 2018, Lin et al., 2019] or a CNN layer [Knobelreiter
et al., 2017, Feng et al., 2020].

NER is typically approached as a sequence labeling task, where the goal is to assign entity tags to individual words. One
simple method to achieve this is by using a MLP with a Softmax layer as the tag decoder. This formulation transforms
the sequence labeling task into a multi-class classification problem, where each token’s tag is independently predicted,
see for instance [Gallo et al., 2008, Lin et al., 2019].

On the other hand, Pointer Networks are RNN devoted for tasks with large output spaces, like sequence-to-sequence
tasks. The key idea is allowing the model to point directly to elements in the input sequence rather than relying on a
fixed vocabulary. This flexibility is beneficial when dealing with output sequences containing items not present in the
training data or with unknown output lengths. The model employs attention mechanisms to compute soft alignment
scores between input and output elements, representing the probability of pointing to each input item for generating
specific outputs. This approach has proven successful in many NLP tasks such as NER [Zhai et al., 2017].

4.4 Transformer-based language methods

Language models are a key component of NLP. They led to development of methods that can process, analyze, and
generate natural text trained on a huge data set [OCDE, 2023]. The most recent of these methods are built upon the
transformer architecture.

Let us remember that a transformer [Vaswani et al., 2017] is a neural network pre-trained on a large corpus of texts that
aims to solve tasks sequence-to-sequence while easily handling long-distance dependencies. In general, the transformer
model is based on the encoder-decoder architecture. The task of the encoder is to encode the output sequence into a
fixed length vector called a context vector, which is then fed into a decoder. The decoder reads the encoder output along
with the decoder output at the previous time steps to generate an output sequence. Figure 6 depicts the architectural
representation of a transformer similar to one in the original paper [Vaswani et al., 2017]. Thereby, Transformer-based
models belong to two broad families: encoder-based models and decoder-based models. In the following, we focus
on encoder-based Transformer models, and will cover models based on decoders or a combination of both, including
LLMs, in the next section.

Transformer-based encoder models have had a significant impact on NLP, including on NER. They can be used either
directly for NER as context encoder, or to provide inputs to other models such as CRF or LSTM. BERT [Devlin
et al., 2018], for instance, is used in [Schweter and Baiter, 2019] as character representations for German language.
Other authors [Labusch et al., 2019b] demonstrated that using BERT as a classifier outperforms other Bi-LSTM-CRF
based methods, such as that proposed in [Riedl and Padó, 2018]. In [Boutalbi et al., 2022, Ait-Saada and Nadif,
2023a,b, Nadif and Role, 2021], the authors have studied the performance of BERT in unsupervised learning context.
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Figure 6: The Transformer architecture [Vaswani et al., 2017].

Several hybridized works combining BERT and RNN, such as by [Liu et al., 2021a]. They rely on BERT to extract
the underlying features of text, a BiLSTM to learn a context representation of the text and a Multi-Headed Attention
Mechanism (MHATT) to extract chapter-level features.

Transformer-based encoder models may be adapted and improved in various ways to make them more efficient for
the purposes of NER. In [Yan et al., 2019] the transformer encoder is used, not only to extract word-level contextual
information, but also to encode character-level information within a word. In [Choudhry et al., 2022], the authors
proposed an approach for French language using adversarial adaptation to counter the lack of labelled NER datasets.
They trained the models on labeled source datasets and used larger corpora from other domains to improve feature
learning.

Several variants of BERT such as distilbert [Sanh et al., 2019] and Roberta [Liu et al., 2019a] have proven to be very
effective and widely adopted for NER tasks. DistilBERT is a distilled version of BERT, created through a knowledge
distillation process, which retains much of BERT’s language understanding capabilities while being significantly smaller
in size and faster in computation. Roberta utilizes a larger pre-training corpus and employs a novel training approach
called masked language model. This enables it to capture deeper contextual embeddings and representations, making it
exceptionally skilled at understanding intricate linguistic structures and context-dependent information.

The paper of Abadeer [2020] explores the challenges posed by the large size and resource-intensive nature of BERT
models in deploying them to production environments. To address this issue, the researchers fine-tune DistilBERT on
medical text for the NER task involving Protected Health Information (PHI) and medical concepts (MC). Notably, for
PHI NER, DistilBERT achieves nearly identical F1 scores to medical version of BERT while consuming almost half the
runtime and disk space. However, in the detection of MC, DistilBERT’s F1 score is lower than medical BERT variant.
The authors in the paper [Mehta and Varma, 2023] tried to solve a multilingual complex NER challenge by refining the
basic XLM-Roberta model on datasets from several different languages.

4.5 Large language model-based methods

Large Language Models (LLMs) represent a novel category of deep learning models with the capability of performing a
wide array of tasks, including translation, summarization, classification, and content generation. These models, encom-
passing transformer-based language models, are distinguished by their extensive parameter count, often numbering
in the tens or hundreds of billions. They undergo training on substantial datasets, such as GPT [Brown et al., 2020],
BloomZ [Muennighoff et al., 2022], and LlaMA [Touvron et al., 2023].
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Table 1: Summary of studies on LLMs in NER

Study Approach Context Outcome
GPT-NER [Wang
et al., 2023]

Transforms se-
quence labeling to
text generation

General NER tasks Comparable to fully supervised base-
lines, better in low-resource and few-
shot setups

PromptNER [Ashok
and Lipton, 2023]

Uses entity type def-
initions for few-shot
learning

Few-shot learning
in NER

State-of-the-art performance on few-
shot NER, significant improvements on
various datasets

ChatGPT Evalua-
tion [Laskar et al.,
2023]

Evaluates ChatGPT
on various NER
tasks

Various NER tasks Impressive in several tasks, but far from
solving many challenging tasks

Injecting compari-
son skills in TOD
Systems [Kim et al.,
2023]

Compares prop-
erties of multiple
entities

Task-Oriented Dia-
logue Systems

Effectively addresses ambiguity han-
dling in database search results

Zero-Shot on his-
torical texts with
T0 [De Toni et al.,
2022]

Explores zero-shot
abilities for NER

Historical texts in
multiple languages

Shows potential for historical languages
lacking labeled datasets, error-prone in
naive approach

Resolving ECCNPs
[Kammer et al.,
2023]

Proposes a gen-
erative encoder-
decoder Trans-
former

German medical
texts

Outperforms rule-based baseline

Large code gener-
ation models [Li
et al., 2023]

Utilizes generative
LLMs of code for
Information Extrac-
tion tasks

Information extrac-
tion tasks

Consistently outperforms fine-tuning
moderate-size models and prompting
NL-LLMs in few-shot settings

The basis of LLMs is to be found in the transformer decoder model, where multiple attention layers are stacked to
create a highly complex neural network. The architectures and pre-training objectives employed in existing LLMs
closely resemble those of smaller language models. The difference lies in the significantly increased size of both the
model and the training data. Some LLMs, like T5 [Raffel et al., 2020], are hybrids, utilizing both encoder and decoder
components of the Transformer architecture to enhance understanding and generation capabilities, allowing for more
versatile and nuanced language processing.

The popularity of LLMs is due to their outstanding performance across various NLP tasks. They excel in tasks like text
classification [Hegselmann et al., 2023], question answering [Robinson et al., 2022] (QA), text generation [Muennighoff
et al., 2022], and machine translation [Hendy et al., 2023]. However, despite their impressive performance in numerous
NLP tasks, LLMs have shown some limitations when applied to NER. This is primarily because NER is a sequence
labeling task, while LLMs are originally designed for text generation.

To address the gap between LLMs and NER, Wang et al. [2023] introduced a method known as GPT-NER, which
effectively transforms the sequence labeling task into a text generation task. With GPT-NER, the transformation involves
representing the NER task as a text generation problem. For instance, the task of identifying location entities in the
sentence "Paris is a city" is transformed by GPT-NER into the task of generating the text sequence "@@Paris## is
a city," where the special tokens "@@" and "##" are used to mark the boundaries of named entities. In a series of
experiments GPT-NER was able to produce promising results comparable to supervised approaches when applied to
medium or large datasets, even outperforming supervised approaches when dealing with small datasets. This innovative
approach successfully bridges the gap between LLMs and sequence labeling tasks, making them more suitable for NER
and showing their potential for impressive performance in this area.

Ashok and Lipton [2023] proposed PromptNER, a few-shot learning algorithm for NER. PromptNER requires a set of
entity type definitions in addition to annotated examples. Given a sentence, PromptNER prompts an LLM to produce a
list of entities with corresponding explanations justifying their compatibility with the entity type definitions provided.
The results show that PromptNER outperforms other few-shot and cross-domain methods on certain datasets.

Laskar et al. [2023] conducted an evaluation of ChatGPT on various NER tasks, providing insights into the strengths
and limitations of LLMs in this area. The mixed results highlight the importance of contextualizing the use of LLMs
according to the specificities of the task. Similarly, Hu et al. [2023] investigated ChatGPT for clinical entity recognition
in a zero-shot context. The study compares the performance of ChatGPT against that of GPT-3 [Brown et al., 2020] and
a BioClinicalBERT [Alsentzer et al., 2019] model specifically trained on synthetic clinical notes from MTSamples.
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ChatGPT was shown to outperform GPT-3 in this particular setting. However, ChatGPT performs less well than the
supervised BioClinicalBERT model.

Kim et al. [2023] explored the combined use of GPT-2 [Radford et al., 2019] and BERT for disambiguating named
entities in dialogue systems, illustrating the effectiveness of a hybrid approach. GPT-2 serves as a generator during
the training phase, and input sentences and target entities are used together. During inference, input sentences guide
the evaluation to identify whether the target entity can be matched exactly. While the accuracy of the GPT-2-based
approach is slightly lower than that of BERT, it illustrates the potential of combining LLMs for specific NER tasks.

Several studies have looked at how LLMs may be applied in specific contexts. For instance, De Toni et al. [2022]
tested the multitask T0 model on historical texts, highlighting the challenges associated with NER in historical and
multilingual contexts. They found that the model struggles with accurate zero-shot NER on historical documents due to
various factors, including optical character recognition errors and linguistic variation. The accuracy of T0’s predictions
varied depending on the language of documents and on the historical period in which they originated. While the model
underperformed compared to the state of the art in NER for historical documents, it demonstrated a particular ability to
identify the language and publication date of the documents.

In contrast, Kammer et al. [2023] focused on the unique challenges presented by elliptical compound nominal phrases
in German medical texts. Elliptical compound nominal phrases represent a distinctive linguistic construction where
certain elements of sentences or coordinated segments are omitted to avoid repetition. For instance, the phrase "Vitamin
C, Vitamin E, and Vitamin A" is condensed to "Vitamin C, E, and A". These phrases present challenges for entity
extraction and disambiguation. To address this issue, a dataset of over 4,000 manually annotated ECCNPs (Elliptical
Compound Coordinate Nominal Phrases) was created, and a generative model developed based on the Transformer
architecture, which includes both encoder and decoder modules. This model demonstrated a high accuracy, significantly
outperforming a rule-based method [Aepli and Volk, 2013]. Large Language Models (LLMs) like GPT-3.5, however,
performed less well.

Li et al. [2023] introduced a novel approach for improving LLM performance in information extraction (IE), especially
for NER and relationship extraction (RE), by advocating the use of code-based LLMs (Code-LLMs) such as Codex
[Chen et al., 2021a] rather than natural language LLMs (NL-LLMs) such as GPT-3. This alternative approach involves
reformulating IE tasks as code generation tasks, aligning structured outputs more efficiently with IE requirements. A
key finding is that Code-LLMs with code-style prompts can be better than specially pre-trained models for IE and
NL-LLMs in few-shot learning setups. Additionally, code-style prompts yield outputs with lower structural error rates,
demonstrating the potential of Code-LLMs for specific sophisticated applications in IE.

Despite the recent enthusiasm for LLMs, it must be remembered that these models remain costly. Indeed, the main
drawback of LLMs is the considerable cost of training them, which for now is a major impediment to their widespread
adoption. The extensive computational resources and time required for training, given the enormous number of
parameters in these models, make the process expensive and resource-intensive. As a result, LLMs are predominantly
restricted to large organizations and research institutions with access to substantial computing power. However, although
the high training cost limits the widespread availability and accessibility of LLMs, efforts are underway to address these
challenges to make them more efficient and more cost-effective.

4.6 Graph-based methods

The work of Marcheggiani and Titov [2017] paved the way for the use of Graph Convolutional Networks (GCNs) [Kipf
and Welling, 2016] in NLP. GCN-based methods consider each token as a node of a graph, with the edges representing
contextual links to neighboring nodes (refer to Figure 7). A more detailed explanation of how these methods work
is to be found in [Daigavane et al., 2021]. The authors of [Cetoli et al., 2017] looked at how GCN may be used in
addressing the NER task, and the results that they obtained on the OntoNotes 5.0 dataset [Weischedel et al., 2013] show
a significant improvement in performance. Liu et al. [Liu et al., 2019b] proposed an architecture based on GCN to
create graph embeddings. These graph embeddings are then combined with token embeddings, and passed through a
Bi-LSTM-CRF network to extract named entities. Harrando and Troncy [2021] suggested that NER, traditionally
considered as a sequence-labeling problem, may be considered as a graph classification problem, where each token is
represented as a node. Each node can then be associated with contextual information and other elements of external
knowledge, such as morphological shape or a POS tag. This approach has shown promising results.
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Figure 7: Left side: Conventional model for sequence tagging. Right side: Every word within a sentence transforms
into a node of a graph connected to surrounding words and additional features like grammatical characteristics. This
graph is subsequently encoded and fed into a classifier to predict entity tags.

5 Low-resource NER

Recent methods based on neural networks and transformers have shown good results for NER. These methods need
to be trained on a sufficient quantity of data; where there is a scarcity of data, this has a severe negative impact on
performance. However, labeled data is sometimes difficult to obtain. In this section, we present some ways in which
this problem may be addressed.

5.1 Transfer learning

Transfer learning involves taking knowledge that has been obtained while solving one task, and applying this knowledge
to a related task [Zhuang et al., 2020]. This technique has been shown to improve model performance in areas including
image classification [Shaha and Pawar, 2018], speech recognition [Wang and Zheng, 2015], and time series classification
[Fawaz et al., 2018].

Transfer learning in NER involves pretraining a model on a large amount of general text data and then fine-tuning it on
a smaller dataset specifically for the target NER task. This approach leverages the knowledge learned from the general
data to improve performance on the specific task. A number of studies have been carried out on transfer learning. Lee
et al. [2017] looked at transfer learning using RNN in the anonymization of health data. Authors like [Francis et al.,
2019, Liu et al., 2021b] explored the use of transformers for NER, and showed that transfer learning significantly
improves performance. Recently, Fabregat et al. [2023] proposed several architectures based on a Bi-LSTM and a CRF
in order to detect biomedical named entities.

5.2 Data augmentation

Data augmentation artificially increases the amount of training data by creating modified copies of a dataset using
existing data. This includes making small changes to data [Dai and Adel, 2020, Sawai et al., 2021, Duong and
Nguyen-Thi, 2021] (synonym replacement, random deletion, random insertion, random swap, back-translation, lexical
substitution, etc.) or using generative methods to create new data [Sharma et al., Keraghel et al., 2020].
The application of data augmentation techniques to NLP has been done in areas including, for example, text classification
[Dai and Adel, 2020, Karimi et al., 2021], machine translation [Sawai et al., 2021], and sentiment analysis [Duong and
Nguyen-Thi, 2021]. However, unlike other NLP tasks, NER makes predictions about words, and not about sentences.
Therefore, applying transformations to words may change their labels. Because of this difficulty, there has been very
little interest in using data augmentation for NER. However, some authors have attempted to adapt data augmentation
techniques for this purpose. In [Dai and Adel, 2020], different simple data augmentation strategies (word replacement,
named entity replacement, etc.) are applied with the aim of improving model performance, especially when the dataset
contains very few examples. Other authors, including Sharma et al., use more complex strategies such as paraphrasing
to generate new data.

Data augmentation is a vital technique in training NER models, especially when dealing with limited datasets. Traditional
methods include paraphrasing, synonym replacement, and back-translation. In the future, however, data augmentation
in NER could be significantly facilitated and enhanced by leveraging LLMs. LLMs can generate realistic and diverse
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text data, which can be used to augment existing datasets for NER training. This approach, as exemplified by techniques
like GPT3Mix [Yoo et al., 2021], makes it possible to create more robust and more accurate NER models by enriching
training data with a wide range of linguistic variations and contextual scenarios.

5.3 Active learning

Active learning is a form of semi-supervised learning. The main idea in active learning is that if a learner (the learning
algorithm) is able to choose the data that it wishes to learn from, it can perform better than it otherwise would using
traditional learning schemes. One of the main challenges of active learning is to determine what constitutes the most
informative data, and how the learner can recognize this data. The most common approach today is uncertainty sampling
[Settles, 2009], in which the model selects the examples for which its current prediction is the least reliable.
Where active learning is successfully applied to NLP, either performance may be improved using the same amount
of data, or a similar performance may be maintained while reducing the amount of data and annotation required to
develop an effective model. In the field of deep learning research, pioneering adoptions of active learning have produced
promising results [Siddhant and Lipton, 2018]. As regards NER, approaches based on deep learning have been proposed
in several works [Shen et al., 2017, Yan et al., 2022].

5.4 Few-shot learning

Few-shot learning aims to build accurate machine learning models with less training data. This technique can be
implemented by applying transformations to the data, by applying changes in the algorithms, or by using dedicated
algorithms [Wang et al., 2020]. Applying transformations to the data involves generating new data from the training data
using data augmentation or a generative network. Applying changes in the algorithms involves using pre-trained models
as feature extractor, or refining the already trained model in relation to the new data by continuing the back-propagation
of the gradient. Using dedicated algorithms involves using networks that do not learn from a single instance, but from
pairs or triplets of instances. A larger database can therefore be obtained. In the context of named entities, studies
including [Fritzler et al., 2019, Hou et al., 2020] proposed adapting prototypical networks [Snell et al., 2017] for
NER. However, their use of this technique failed to achieve good performances. The authors in [Yang and Katiyar,
2020] propose a few-shot learning method based on nearest neighbors and structured inference, with an approach
that goes beyond classical meta-learning approaches. Cui et al. [2021] treat the NER task as a language template
classification problem. Their approach outperforms traditional sequence labeling methods. A growing number of works
are recognizing the potential of few-shot learning in NER [Hofer et al., 2018, Huang et al., 2020].

The emergence of LLMs such as those used in PromptNER [Ashok and Lipton, 2023] has further advanced few-shot
learning in NER. These LLMs use prompt-based methods and Chain-of-Thought prompting, significantly improving
adaptability and performance in few-shot settings without extensive dataset requirements.

5.5 Zero-shot learning

Zero-shot learning uses a pre-trained model to assign classes to elements that the model has never encountered before
[Larochelle et al., 2008, Lampert et al., 2013, Ding et al., 2017]. This kind of approach has been explored for entity
linking [Wu et al., 2019] and named entity typing [Obeidat et al., 2019] (i.e., attributing a semantic label to a given
entity).
Zero-shot learning can be applied in NER as a way of detecting new types of named entities. Aly et al. [2021] propose
an architecture using textual descriptions. ZERO [Van Hoang et al., 2021] performs zero-shot learning and few-shot
learning by incorporating external knowledge in the form of semantic representations of words. In [Yang et al., 2022],
multilingual sequence translation is proposed as a possible solution in the case of low-resource languages where labeled
data is scarce or absent. Multilingual sequence translation acts as a bridge by transferring knowledge from the source
language to a language possessing large amounts of annotated data. Additionally, the rise of prompt-based learning
methods, as detailed in [De Toni et al., 2022], has introduced a new paradigm in training and fine-tuning LLMs for
applications like NER, enhancing the capabilities of zero-shot learning in this area.

6 Software frameworks

In this section we present the best-known and most commonly used NER frameworks today:

• OpenAI [OpenAI] offers a range of AI tools, including GPT models, for text generation, question answering,
and more. Although its focus was not originally on NER, OpenAI is now beginning to explore this domain.
The API is known for its flexibility and user-friendliness, with an additional emphasis on safe, ethical AI use.
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Table 2: Datasets for English NER. Datasets highlighted in gray are those selected for our study.

Dataset Year Domain Tags URL
MUC-6 1995 News 7 https://cs.nyu.edu/~grishman/muc6.html
MUC-7 1997 News 7 https://catalog.ldc.upenn.edu/LDC2001T02

NIST-IEER 1999 News 3 https://www.nist.gov/el/intelligent-systems-division-73500/ieee-1588
CoNLL-2002 2002 News 4 https://www.clips.uantwerpen.be/conll2002/ner/‘
CoNLL-2003 2003 News 4 https://www.clips.uantwerpen.be/conll2003/ner/

GENIA 2003 Medical 5 http://www.geniaproject.org/genia-corpus
NCBI Disease 2014 Medical 1 https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3951655/

i2b2-2014 2015 Medical 32 https://www.i2b2.org/NLP/DataSets/Main.php
BC5CDR 2016 Medical 2 https://biocreative.bioinformatics.udel.edu/tasks/biocreative-v/track-3-cdr/

MedMentions 2019 Medical 128 https://github.com/chanzuckerberg/MedMentions
BioNLP2004 2004 Bioinformatics 5 https://www.ncbi.nlm.nih.gov/research/bionlp/Data/

ACE 2004 2005 Various 7 https://catalog.ldc.upenn.edu/LDC2005T09
ACE 2005 2006 Various 7 https://catalog.ldc.upenn.edu/LDC2006T06

OntoNotes 5.0 2013 Various 18 https://catalog.ldc.upenn.edu/LDC2013T19
MultiCoNER 2022 Various 33 https://multiconer.github.io/

WikiGold 2009 Wikipedia 4 https://aclanthology.org/W09-3302
WiNER 2012 Wikipedia 4 https://github.com/ghaddarAbs/WiNER

WikiFiger 2012 Wikipedia 112 https://orkg.org/paper/R163134
Few-NERD 2021 Wikipedia 66 https://github.com/thunlp/Few-NERD

HYENA 2012 Wikipedia 505 https://aclanthology.org/C12-2133.pdf
WikiAnn 2017 Wikipedia 3 https://aclanthology.org/P17-1178/

WNUT 2017 2017 Social media 6 https://noisy-text.github.io/2017/emerging-rare-entities.html
MalwareTextDB 2017 Malware 4 https://statnlp-research.github.io/resources/

SciERC 2018 Scientific 6 http://nlp.cs.washington.edu/sciIE/
HIPE-2022-data 2022 Historical 3 https://github.com/hipe-eval/HIPE-2022-data

MITMovie 2013 Queries 12 http://groups.csail.mit.edu/sls/
MITRestaurant 2013 Queries 8 http://groups.csail.mit.edu/sls/

FIN 2015 Financial 4 https://aclanthology.org/U15-1010/

• spaCy [Honnibal and Montani, 2017] is a free open-source library for advanced natural language processing
(NLP) in Python. It is designed to make it easy to construct systems for information extraction or general-
purpose natural language processing. spaCy offers a number of analysis operations such as tokenization,
classification, POS tagging and NER. In addition to the entities included by default, spaCy allows the addition
of new classes by training the models on new data. A variety of pre-trained models are available, which can
either be used directly for tasks such as NER, or re-trained on a specific dataset. These models are based on
convolutional networks (CNNs) and transformers.

• NLTK [Bird, 2006] is a suite of Python modules dedicated to NLP. NLTK integrates more than 50 corpora
and lexical resources such as WordNet, as well as a suite of word processing libraries for textual analysis
operations such as tokenization, POS tagging, sentiment analysis, topic segmentation, and speech recognition.
Unlike spaCy, which includes algorithms adapted to different problems and which are managed by the library,
NLTK gives users the freedom to choose from among a wide range of algorithms.

• Stanford CoreNLP [Manning et al., 2014] is a library developed by the associated research group at Stanford
University. It is a set of natural language analysis tools written in Java allowing the separation of text into
tokens, POS taggings, and training models for NER (based on CRF). Unfortunately, these features are not
available for all languages, and each language has its own specific characteristics. For example, NER is
available only for English, Spanish, German, and Chinese.

• Apache OpenNLP [Kwartler, 2017] is a library that supports the most common NLP tasks, such as NER,
language detection, POS tagging, chunking, etc. Unlike other frameworks, which detect all NER-named
entities using the same model, OpenNLP offers a specialized model (based on maximum entropy) for each
type of named entity.

• Polyglot [Al-Rfou et al., 2015] is a NLP pipeline for Java. It can handle a much wider range of languages than
other frameworks. For NER it includes models for 40 different languages.

• Flair [Akbik et al., 2019] is a free, open-source library allowing the creation of an NLP pipeline supporting
multilingual applications. Different language models, such as Flair [Akbik et al., 2019] or BERT [Vaswani
et al., 2017] can be used alone or in combination. Flair has its own embeddings, but also offers ELMo [Peters
et al., 2018a] and BERT embeddings.

• Hugging Face [Wolf et al., 2020] provides open-source NLP technologies. It offers two categories of
services: either free services or paid services aimed at businesses. This framework owes its popularity to its
transformers library, which has an API providing access to several pre-trained models. Hugging Face also
offers a collaborative platform allowing users to create, train, and share their deep learning models.
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• Gate [Cunningham, 2002] is a tool written in Java. It is used by a number of NLP communities for different
languages. Gate provides an information extraction system, known as ANNIE, which is able to recognize
several types of entities (people, places, and organizations).

• TNER [Ushio and Camacho-Collados, 2022] is a Python library for training and tuning NER models imple-
mented in Pytorch. It has a web application with an intuitive interface allowing predictions to be visualized.

Packages like Apache OpenNLP, Stanford CoreNLP, and spaCy are also accessible in languages other than Python.
For instance, openNLP1 is an R package that leverages the capabilities of the Apache OpenNLP library, originally
Java-based, by acting as an interface within the R environment. Similarly, the spacyr2 package connects R with spaCy.
Notably, the spacyr package facilitates NER using spaCy’s pre-trained language models. Other solutions like the
reticulate3 package make it easier to achieve interoperability between R and Python enabling Python libraries such as
Hugging Face to be accessible within R.

7 Evaluation of NER systems

The evaluation of NER systems requires an annotation scheme, an evaluation strategy, and metrics. Each of these
requirements is discussed below.

7.1 Annotation schemes

To segment and label entities, different types of annotation schemes have been proposed. These annotation schemes or
encodings are used to determine the type and position of entities in the sentence. Considered as a sequence-labeling
task, the purpose of NER is to find the corresponding sequence tag for a given textual sequence. In existing annotation
schemes, the first token of a named entity is tagged as B (Begin). Where a named entity comprises more than one token,
the last token is tagged as either E (End) or I (Inside), depending on the schema, with any intermediate tokens being
tagged as I. Tokens that are not part of a named entity are tagged as O (Outside). A tag schema can include any or all of
these four tags. Common schemes are: BIO, IO, IOE, IOBES, IE and BIES.

• The IO scheme is the simplest method applicable to this task, where each token in the dataset receives either
an (I) or an (O) tag. The (I) tag represents named entities, while the (O) tag represents other words. One
limitation of this schema is its inability to differentiate between consecutive entity names of the same type.

• The BIO schema, widely used and adopted by the CoNLL Conference, assigns one of three tags to each token:
(B) for the start of a named entity, (I) for inside tags within the entity, and (O) for outside tags indicating
non-entity words.

• The IOE schema is similar to IOB, but instead of marking the start of the named entity (B), it denotes the end
of the entity (E).

• IOBES serves as an alternative to the IOB scheme, offering more information regarding the boundaries of
named entities. It uses four tags: (B) for the beginning of an entity, (I) for inside tags within the entity, (E) for
the end of an entity, (S) for single-token entities, and (O) for non-entity words outside named entities.

• The IE scheme functions much like IOE, with the difference lying in the labeling of the end of non-entity
words as (E-O) and the rest as (I-O).

• The BIES scheme is an extension of IOBES. It utilizes tags such as (B-O) for the beginning of non-entity
words, (I-O) for inside tags within non-entity words, (E-O) for the end of non-entity words, and (S-O) for
single non-entity tokens located between two entities.

For a comparison of these annotation schemes, refer to Table 3 which illustrates the application of each scheme to a
single sentence example.

It is worth noting that the tag scheme chosen may also affect NER performance; for example, Alshammari and Alanazi
[2021] found that IO outperforms other schemes in the case of articles written in Arabic. The study [Chen et al., 2021b]
shows that IO scheme is more suitable for the steel E-commerce data than BIO and BIEO schemes.

1https://cran.r-project.org/web/packages/openNLP/index.html
2https://cran.r-project.org/web/packages/spacyr/index.html
3https://cran.r-project.org/web/packages/reticulate/index.html
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Table 3: Comparison of different annotation schemes on a single sentence, where "PER" denotes a person and "ORG"
represents an organization.

Words IO BIO IOE IE IOBES BIES
Emma I-PER B-PER I-PER I-PER B-PER B-PER

Charlotte I-PER I-PER I-PER I-PER I-PER I-PER
Duerre I-PER I-PER I-PER I-PER I-PER I-PER
Watson I-PER I-PER E-PER E-PER E-PER E-PER

was O O O I-O B-O B-O
born O O O I-O I-O I-O

in O O O E-O E-O E-O
Paris I-ORG B-ORG I-ORG I-ORG S-ORG S-ORG

. O O O I-O B-O S-O

7.2 Evaluation strategies: exact or relaxed evaluation

The evaluation of NER systems is based on comparing predictions with a gold standard. In making this comparison,
either of two strategies may be employed, namely exact evaluation or relaxed evaluation. In exact evaluation, the
contours of the named entity and its type must exactly match the gold standard. In contrast, relaxed assessment is
based on a scoring system where any entity with the correct type earns a certain number of points, even though the
contours may not be correct. Similarly, entities also earn points where the contours are correct, but not the type. The
MUC [Grishman and Sundheim, 1996b] and ACE [Doddington et al., 2004] evaluations are based on relaxed evaluation
methods. On the other hand, CoNLL-2003 [Sang and De Meulder, 2003] uses exact evaluation, which is the strategy
most commonly used today for evaluating NER systems.

7.3 Metrics

Classical metrics such as precision, recall, and F1-score are often used for evaluating named entities:

• Precision corresponds to the proportion of named entities successfully recognized by a model in relation to the
total number of named entities.

precision =
TP

TP + FP
(4)

where TP is the number of True Positives and FP is the number of False Positives.
• Recall measures the number of relevant named entities retrieved by a model against the total number of relevant

named entities.
recall =

TP
TP + FN

(5)

where FN is the number of False Negatives.
• F1-score reflects a model’s ability to effectively detect named entities, with a trade-off between precision and

recall.
F1 = 2× precision × recall

precision + recall
(6)

The above metrics can be computed for each class of entities. They can be aggregated when more than one type of
entity is being considered.

• Macro-average: the metric (for instance, F1-score) is computed for each class separately, with the macro-
average corresponding to the mean of these values.

• Micro-average: it gives equal weight to each sample.

To go beyond these aggregated metrics, the authors in [Fu et al., 2020] proposed a new evaluation method, which
involves defining a set of attributes possessed by entities (such as length, or density). They found that models often
have a better correlation with some attributes than with others.

8 NER datasets

Named entities often belong to broad categories such as persons, locations, and organizations. However, categories can
be much narrower than this: for example, they might correspond to books, periodicals, magazines, etc. Table 8 gives an
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overview of 26 datasets for English NER, with between one and 505 types of entities in various domains: medical data,
news, social media, etc.
In the remainder of our survey and in our experiments, we make use of the following datasets from various sources:

• CoNLL-2003: a dataset consisting mainly of news articles from Reuters.
• OntoNotes 5.0: a dataset comprising various genres of texts (phone conversations, newswires, newsgroups,

broadcast news, broadcast conversations, weblogs, and religious texts).
• WNUT2017: a dataset comprising various genres of texts (tweets, reddit comments, YouTube comments, and

StackExchange).
• BioNLP2004: a medical dataset that provides 2000 MEDLINE abstracts.
• FIN: a dataset containing a set of financial data made public through the US Security and Exchange Commis-

sion. This dataset has been annotated by [Alvarado et al., 2015].
• NCBI Disease: a dataset containing disease names and concept annotations from the NCBI Disease Corpus.
• BC5CDR: a dataset consisting of three separate sets of articles with chemicals, diseases, and their relations.
• MITRestaurant: a dataset containing a set of online restaurant reviews.
• Few-NERD: a dataset containing a set of Wikipedia articles and news reports. Since this dataset is very large,

we trained the models on a limited part of it (20% of the data which represents 32 941 samples).
• MultiCoNER: a large multilingual dataset that covers three domains: Wiki sentences, questions, and search

queries.

The characteristics of these datasets are given in Table 4.

Table 4: Description of the datasets used in our comparative study. “#” refers to the number of samples.

Corpus #train #test #validation tags
CoNLL-2003 14,041 3,453 3,250 4
OntoNotes 5.0 59,924 8,262 8,528 18
WNUT2017 2,395 1,287 1,009 6
BioNLP2004 16,619 3,856 1,927 5

FIN 1,018 305 150 4
NCBI Disease 5,433 941 924 1

BC5CDR 5,228 5,865 5,330 2
MITRestaurant 6,900 1,521 760 8

Few-NERD 131,767 37,648 18,824 66
MultiCoNER 16,778 249,980 871 33

9 Experiments

In this section, we detail the protocol adopted to evaluate the effectiveness of the selected algorithms.

9.1 Settings

This section describes the experimental conditions used for our study.

9.1.1 Datasets

Our experiments were conducted on ten datasets with texts from various domains (Table 4). They have different sizes
and different numbers of classes, enabling us to test the models in a variety of circumstances.

9.1.2 Models

We select the frameworks based on their availability (free and open source) and their ability to train models on custom
datasets. Consequently, those retained were Flair, Stanford CoreNLP, Apache OpenNLP, spaCy, and Hugging Face.
NLTK was excluded from the analysis because it comes with the Stanford Named Entities tagger. For frameworks that
contain more than one algorithm, we choose several models. For spaCy the three models chosen were three networks:
a small CNN (en_core_web_sm), a large CNN (en_core_web_lg), and a transformer based on basic RoBERTa [Liu
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et al., 2019a]. For Hugging Face, we choose four models: basic BERT architecture, with and without lowercasing,
the distilled version of BERT, and a wide RoBERTa architecture. For OpenAI, we select the most recent and updated
version of GPT, known as GPT-4-1106-preview.

9.1.3 Material conditions

All experiments were conducted on an Amazon p3.2xlarge VM with Amazon Linux 2 and Python 3.10. The instance
has 8 vCPUs, 16 GB of GPU (Nvidia Tesla v100) and 64 GB of memory.

9.2 Method

Experiments involved the following three steps:

9.2.1 Data format and annotation scheme

Each corpus was encoded in the CoNLL-U format in accordance with the BIO scheme where: a) word lines contain the
annotation of each word, 2) blank lines mark sentence boundaries. Since each framework uses its own format for data
representation, the initial CoNLL-U format then had to be converted to the required framework-specific formats. For
GPT-4, dedicated prompts were used, each tailored to specific datasets. Every prompt outlines the primary categories of
the named entities targeted, accompanied by a few examples. Figure 8 presents an example of a prompt with a response
formatted in JSON.

In our study, we deliberately adopted an experimental approach that slightly diverges from the one presented in the
GPT-NER paper Wang et al. [2023]. Although the method used in that prior research demonstrated effectiveness, it was
based on the use of specific prompts for each named entity type, querying the model separately. While effective, this
technique tends to simplify the task for the model by reducing the need for disambiguation between different entity
types. Our choice was to employ a less directed strategy, aiming to assess the model’s overall ability to accurately
identify and categorize named entities in more complex and varied situations. This approach more closely resembles
real-world usage conditions, where entity disambiguation and context understanding play a crucial role in the model’s
overall performance.

9.2.2 Models and hyper-parameters

Flair For Flair models, we took the standard architecture based on an LSTM-CRF network with Flair embeddings.
The hyper-parameters were obtained via a grid search where hidden_layer_size is in (64, 128, 256) and learning_rate in
(0.05, 0.1, 0.15, 0.2). The values giving the best F1-score on the validation set were selected. This gave a learning_rate
of 0.1 and a hidden_layer_size of 256, these values also being used in the pre-trained version of the chosen architecture.

Hugging Face For the Hugging Face models, CRF was used to decode the entities (c.f Section 4.3.3). The same grid
search method was used with learning_rate in (0.001, 0.0001, 0.00001), with and without max_grad_norm. The number
of epochs was set to 10 and weight_decay to 0.01.

Apache OpenNLP The default hyper-parameter value was selected: only the number of iterations can be changed, so
we kept the default value (i.e. 300).

Stanford CoreNLP and spaCy The values of the pre-trained models were selected.

9.2.3 Evaluation

To assess the quality of the results we use a strategy of exact evaluation. Our chosen metric is F1-score, since this reflects
the two other metrics discussed in section 7.3 (namely, precision and recall). In the case of Apache OpenNLP, results for
some datasets are absent, since only three types of named entities are detected by this framework (persons, organizations,
and locations), and datasets not containing these three types were therefore not included in the evaluation.
To assess the differences between the models, we perform Friedman test [Friedman, 1940]. The models are ordered
according to their F1-score and the null hypothesis can be stated as: "the median is equal". When the null hypothesis is
rejected (we choose 0.1 as threshold of significance), we apply Nemenyi’s method [Nemenyi, 1963] to determine the
groups that differ. We replace missing F1-score values with zeros, specifically for Apache OpenNLP.
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Figure 8: An example of a prompt for detecting named entities in the NCBI Disease dataset.

9.3 Results and discussion

The results of our experiments are reported in Table 5. The main findings are the following.

Table 5: Comparison of NER frameworks in terms of Macro-averaged F1-score. Best and second-best scores are
respectively in bold and underlined. The dashes represent missing values because Apache OpenNLP does not allow
the addition of other named entity categories beyond the four standard types: people, organizations, locations, and
miscellaneous.
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Frameworks Algorithms Macro-averaged F1-score

Apache OpenNLP Maximum Entropy 80.00 67.83 - 63.24 - - - - - -
Stanford CoreNLP CRF 85.18 63.87 8.34 55.25 73.26 86.10 85.22 70.57 45.13 19.39

Flair LSTM-CRF 90.35 80.10 38.07 74.23 71.64 86.21 90.27 78.33 60.03 56.27

spaCy CNN-small 81.26 69.30 9.01 55.12 65.92 77.92 80.83 75.62 40.55 35.63
CNN-large 85.64 69.60 9.78 54.71 66.17 79.15 79.66 76.39 40.01 35.82

roberta-base 89.92 81.04 41.84 63.18 66.56 87.05 87.08 79.09 59.15 55.21

Hugging Face xlm-roberta-large 91.46 81.57 43.92 48.68 71.43 85.25 87.41 80.12 61.59 58.15
distilbert-base-cased 88.12 77.63 25.45 43.74 69.63 84.42 84.03 77.67 58.62 55.17

bert-base-uncased 88.89 76.99 32.12 46.84 70.50 85.64 85.78 79.18 58.16 59.96
bert-base-cased 90.09 79.55 33.32 39.53 69.46 85.27 85.14 78.48 59.48 56.64

OpenAI GPT-4 62.74 33.61 18.82 36.70 41.32 57.46 55.67 41.38 44.96 33.61
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On datasets with a large training set (OntoNotes, CoNLL-2003, Few-NERD and MultiCoNER), the architectures giving
the best results are those based on transformers. Our hypothesis is that transformers are over-parameterized and are
thus favored by large amounts of training data. However, the GPT model seems to not work correctly when it comes
to recognizing named entities; it does not even appear in the top 3, and this is the case across all datasets. This can
be explained by the fact that the model struggles to disambiguate named entities that can be associated with multiple
classes. In addition, the GPT model also faces difficulties in detecting composite named entities, such as disease names.
Indeed, these composite entities often consist of multiple words and can be particularly challenging for the model
to recognize accurately. Training a supervised model becomes even more crucial when dealing with complex and
composite named entities, as it allows for better disambiguation and classification in such cases.
For BioNLP2004, which also has a large training set, LSTM-CRF and CRF have slightly better results than Hugging
Face’s transformers. Our intuition is that biomedical data has little in common with the data used to pre-train the
transformers, so the pre-training does not greatly contribute to their performance. However, on medical datasets
containing very few kinds of named entities (NCBI Disease and BC5CDR), transformers appear among the most
efficient architectures along with the one based on LSTM-CRF, with a slight difference in favor of LSTM-CRF. This
performance improvement over the BioNLP2004 dataset may be related to the reduced number of named entity types in
these datasets.
On a dataset such as FIN with a small training set, transformers can be seen to perform less well: LSTM-CRF obtains
far better results, with an F1-score of 74.23, compared to 63.18 for the best transformer, namely RoBERTa-base. The
difference in performance is even more marked in the case of xlm-roberta-large, with an F1-score of 48.68, although
this transformer excels on the other datasets. For FIN only three of the four types of entities are present in the validation
set, which explains this drop in performance of transformers: they are sensitive to hyper-parameter tuning and require
well-formed validation sets.
On MITRestaurant and WNUT2017 (which is also a small dataset), xlm-roberta-large performs the best. Since
RoBERTa is trained on Common Crawl, and since the type of data in these two datasets is abundant on the web, the
pre-training is likely to be of considerable benefit.
It is also interesting to note that LSTM-CRF performs well on all datasets, thus making it a good choice independently
of considerations regarding the type of data.
It will also be remarked that the bert-base-cased and bert-base-uncased models do not yield the same results, despite the
fact that they were trained under the same conditions. With bert-base-uncased, text is lowercased before the tokenization
step, while with bert-base-cased it does not undergo any transformation. On the CoNLL-2003, OntoNotes, MultiCoNER
and Few-NERD datasets, the uncased model gives better results, while the cased model performs better on the others.

Based on Friedman test, the null hypothesis is rejected (p-value=4.32e-10), and one can assume a statistically significant
difference between the median values: a common behavior among the models has little probability.

Figure 9: The critical difference (CD) diagram based on F1-score. The plot shows the mean ranks of each model on 10
datasets. The lower the rank, the better the performance of a model. A horizontal line indicates no significant difference
between the models crossed by the line.

Nemenyi’s post-hoc test results are given in Figure 9. One would assume that there are no significant differences between
LSTM-CRF and all the transformers used in this study. One can also assume that LSTM-CRF and xlm-roberta-large
have the same medians. However, no significant difference is found between the bert-base-cased and bert-base-uncased
models.

21



A survey on recent advances in NER

10 Conclusion and perspectives

This article proposes a comprehensive survey on recent advances on named entity recognition in classification context.
In particular, we reviewed recent methods such as LLMs, graph-based approaches, and methods for training models on
small datasets. We evaluated the most popular frameworks and tools on datasets with different characteristics.

Transformer-based architectures, particularly on larger datasets, have demonstrated good performance due to their
substantial parameterization and adaptability. However, our analysis suggests that despite the overall success of
transformers, specific models like GPT, and by extension, GPT-4, do not consistently rank at the top for NER tasks.
This is attributed to challenges in disambiguating and accurately detecting composite named entities, crucial tasks
in NER. In contrast, LSTM-CRF models have shown remarkable consistency and robustness across various datasets,
making them a reliable choice for a wide range of applications. The specific needs of biomedical datasets highlight
the importance of domain-specific modeling and the limits of general pre-training typically employed in transformer
models.

Looking to the future, the role of LLMs models in enhancing NER cannot be understated. Despite the current limitations
noted in models like GPT for specific NER tasks, the rapid evolution of language models suggests a promising avenue
for incorporating such technologies into more refined and accurate entity recognition systems. GPT-4’s ability to
understand and generate nuanced text, combined with continual learning and adaptation, presents opportunities to
overcome the current challenges noted with composite and domain-specific entities.

Further research should aim to harness and adapt the capabilities of GPT-4 and similar models for improving performance
in NER. This involves not only fine-tuning these models for specific NER tasks but also exploring innovative training
techniques, data augmentation strategies, and model architectures that leverage the contextual understanding and
flexibility of LLMs. Additionally, a deeper dive into preprocessing techniques and their impact on various models will
provide a more comprehensive understanding of how to optimize performance across different scenarios.
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