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Abstract 7 

The heat-generating surface with multiple heat sources is frequently encountered in modern power 8 

electronic devices. Efficient cooling techniques are especially needed to prevent the overheating of 9 

these devices, so as to avoid consequences like performance deterioration, failure rate increase, 10 

reduced lifetime and safety threats. The main objective of this study is to design and optimize the 11 

structure of heat sinks for single-phase convective cooling of a heat-generating surface under multiple-12 

peak heat flux. In particular, a genetic algorithm-based topology optimization (GATO) method has been 13 

developed and tested for this purpose. The middle area of the heat sink receiving heat flux is treated as 14 

the design domain and represented as a binary matrix (𝑀𝑀𝑟𝑟𝑟𝑟𝑟𝑟×𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐). Each element in the matrix is 15 

considered either as fluid or as solid, and their allocation is optimized to minimize the peak temperature 16 

(Tpeak) at the heating surface of the heat sink under the constraint of constant void volume for the fully-17 

connected fluid domain. For each optimization step, the fluid flow and temperature characteristics are 18 

obtained by CFD simulation using OpenFoam and the GA operations (selection, crossover, mutation, 19 

etc.) are applied. The impacts of design and operation parameters on the optimized global flow channel 20 

configuration are evaluated, including the heat flux shape, the fluid void fraction, the inlet velocity, and 21 

the resolution of the design domain. 22 

 23 

The results obtained show that: (1) the proposed GATO method could successfully determine the 24 

optimal flow channel configuration of the heat sink, minimizing the Tpeak at the heating surface; (2) The 25 

optimized flow channel configuration depends on the design and operating parameters while the 26 

effectiveness and robustness of the GATO method are verified; (3) Compared to conventional straight 27 

channel heat sink, the GATO heat sink could always provide a better cooling performance under the 28 

same working condition, with a reasonable and acceptable increase of the pressure drop. The method 29 

developed in study could be a useful contribution to the TO of heat sinks/exchangers with demonstrated 30 

potential in engineering thermal design and optimization. 31 

 32 
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Nomenclature 1 

Latin letters  Superscripts/subscripts 
A Surface area [m2]  0 Reference value 
B Constant of heat flux formula [W·m-2]  avg Average value 
Cp Specific heat [J·kg-1·K-1]  c Column of matrix 
Dh Hydraulic diameter [m]  ch Channel 
E Energy [J]  col Collector 
e Channel thickness [m]  design Design domain 
F External force [N]  dis Distributor 
g Gravitational acceleration [m·s-2]  eff Effective 
H Specific enthalpy [J·kg-1]  element Elements in a binary matrix 
havg Average heat transfer coefficient [W·m-2·K-1]  f Fluid 
k Generation number  in Inlet 
L Length [m]  k Generation number 
M Matrix [-]  max Maximum value 
𝑚̇𝑚 Mass flow rate [kg·s-1]  median  Median value 
Nu Nusselt number [-]  middle Middle 
p Pressure [Pa]  min Minimum value 
P* Normalized pressure drop [-]  out Outlet 
Q Heating power [W]  peak Peak value 
q Heat flux [W·m-2]  r Row of matrix 
Re Reynolds number [-]  s Solid part of heat sink material 
Rth Thermal resistance [K·W-1]  sw Separating wall between channels 
Sw Wetted surface area of the flow channels in the 

design domain [m2] 
 T Temperature 

T Temperature [K]  tot Total 
T* Normalized temperature [-]  w Wall 
v Velocity [m·s-1]    
v* Normalized velocity [-]  Abbreviations 
Vch Wetted volume of flow channels in the design 

domain [m3] 
 CCIPL Centre de calcul intensif Pays de la 

Loire 
w Width [m]  CFD Computational Fluid Dynamics 
x, y, z Axis  EA Evolutionary Algorithm 
   FVM Finite Volume Method 
Greek symbols  GATO Genetic Algorithm-Based Topology 

Optimization 
ρ Density [kg·m-3]  HF Heat Flux 
Φ Void fraction [-]  HPC High performance computing 
τ Shear stress [N·m-1]  MCMs Multi-chip modules 
σ Spatial spread of the heat peak [mm]  NSGA Non-dominated Sorting Genetic 

Algorithm 
ΔP Pressure drop [Pa]  RSC Reference Straight Channel  
λ Thermal conductivity [W·m-1·K-1]  STD Standard Deviation 

 2 

  3 



3 

1. Introduction  1 

A heat generating surface with multiple heat sources can be commonly found in modern 2 

electronic and power devices, including multi-chip modules (MCMs) [1,2], Lithium-ion battery 3 

packs [3], multi-junction high concentrator photovoltaics [4] and many others. The array 4 

architecture of unit functional components will increase the overall output, capacity or 5 

performances of these devices on one hand, and cause the highly heterogeneous and 6 

multiple-peak type generated heat flux on the other hand. If not properly cooled, the higher 7 

junction temperature due to the overheating would deteriorate the performance/capacity and 8 

reduce their lifetime [5,6], a problem frequently encountered due to ever-increasing integration 9 

level (compactness) and power density. Still worse is the existence of local hotspots due to 10 

this heterogeneous heat generation [7,8], more likely to appear than under uniform heating or 11 

single heat source conditions, resulting in more serious consequences such as the device 12 

failure or thermal runaway. As a result, the thermal management of these devices has become 13 

an essential but challenging issue in order to maintain a suitable range of working temperature, 14 

and above all, to guarantee the lower junction temperature below a threshold value. 15 

 16 

Among various cooling techniques, the single-phase liquid cooling (usually water) by forced 17 

convection using heat sinks has been broadly applied in the thermal management of small and 18 

high-power devices owing to its high heat transfer capability and compact size [9]. A number 19 

of factors may influence the cooling performance of heat sink, and among them, the internal 20 

structure or the channel configuration determines the flow path patterns, therefore should be 21 

carefully designed [10]. Many channel configurations have been proposed and used for heat 22 

sinks, including parallel straight channel, wavy channel, pin-fin or oblique-fin structure, double-23 

layered structure, and others [11]. To further enhance the heat transfer, abundant studies have 24 

been conducted on the structure optimization using computational fluid dynamics (CFD) 25 

simulation and numerical algorithms. However, most of them are focused on the size or shape 26 

optimization or investigation of certain geometrical elements (e.g., headers/manifolds [12], 27 

fins/obstacles [13], inlets [14], etc.) based on a predefined geometry, insufficient to handle 28 

more complex problems such as for the efficient cooling of a highly heterogeneous heating 29 

surface. In contrast, the topology optimization (TO) treats this problem in a different way by 30 

acting directly on the global spatial distribution of fluid and solid materials and their connectivity 31 

in a certain design domain [15,16]. Theoretically, it can attain any possible flow configuration 32 

corresponding to the defined optimization objective(s) and under some constraints. In this 33 

sense, the TO has the highest degrees of freedom, capable of proposing complex but highly 34 

efficient designs without being limited to the prescribed geometry [17]. Being considered as a 35 

groundbreaking technique, it has attracted great attention in recent years [18,19]. 36 
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The process of TO for heat sinks generally includes four basic stages [20]: (1) design 1 

parametrization, (2) heat transfer modeling, (3) optimization process, and (4) final realization. 2 

Currently, a combination of the density-based method, the finite element modeling, and the 3 

gradient-based optimizer is the mainstream in the TO of heat sinks/heat exchangers [20]. It 4 

has shown good efficiency in handling optimization problems with a high number of design 5 

variables [19,21]. Nevertheless, the implementation of such TO strategy may encounter some 6 

difficulties in handling numerical artifacts or descriptions of clear solid-fluid interfaces, and 7 

more importantly, it may be easily trapped into a local optimum [22]. Hence, some novel, 8 

gradient-free approaches, like genetic algorithm (GA) and Bayesian optimization become to 9 

be considered, as an alternative way, to overcome these deficiencies and converges towards 10 

a global optimum [23]. 11 

 12 

The GA is a stochastic evolutionary algorithm (EA) that mimicries the biological evolution of 13 

species based on chromosomes and genes [24]. Merited by its robustness to the global 14 

optimum and good fitness to multi-objective optimization, it has been developed and used by 15 

many researchers for the optimization of heat transfer, including both conduction and 16 

convection problems [25,26]. As for heat sinks, GA has been mainly involved in the parameter 17 

or shape optimization of some local enhancement element in the channel. But it has rarely 18 

been implemented in TO mainly due to the high computational cost. A limited number of 19 

attempts have been made in recent years. Among them, Yoshimura et al. [27] proposed a 20 

Kriging surrogate model-assisted GA method on single-/multi-objective TO of cooling flow 21 

channel configurations. Later, the NSGA-II method has been coupled with the Kriging 22 

surrogate model to search for better designs of lattice-structured heat sinks regarding thermal 23 

performance and material cost [28]. Mekki et al. [29,30] developed and tested a GA-based TO 24 

method for thermo-fluid equipment in aerospace applications, but only the elementary fin 25 

shapes have been focused on using voxel representation. Weber et al. [31] also used GA 26 

method to optimize the shape/topology of a heat exchanger fin, and best designs could be 27 

achieved when coupled with free form deformation. Yaji et al. [32] proposed a hybrid data-28 

driven multi-fidelity topology design combining both density-based methods for the low-fidelity 29 

TO and NSGA-II to select the optimal Pareto front. Nevertheless, none of the GA studies 30 

addresses the TO of global flow channel configuration in heat sinks. Moreover, the majority of 31 

the above-mentioned TO studies deal with the simplified 2D or pseudo-3D design domain (e.g., 32 

[33]). For those studies with 3D parametrization (e.g., [34,35]), most of them are performed 33 

under uniform heating , with only several exceptions addressing more complex (but more 34 

realistic) heating boundaries with multiple heat sources [36] or shifted thermal loads [37]. 35 

 36 
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Being motivated by the remaining research gaps to fill, we develop in this work a GA-based 1 

TO (GATO) method to optimize the global flow channel configuration of the heat sink for the 2 

forced-convection cooling of a heating surface under multiple-peak heat flux. Different from 3 

other studies existing in the literature, the pseudo-3D design domain of the heat sink is 4 

represented by a binary matrix in a direct explicit way, each element being either solid (0) or 5 

fluid (1). Consequently, the TO problem of flow channel configuration in the design domain 6 

becomes then the search for the best allocation of 0 and 1 elements in the matrix. A 3D finite 7 

volume method (FVM) solver is used for the modeling of conjugate heat transfer and fluid flow 8 

for each design. The GA method is used as the optimizer to renew the design variables 9 

(matrices) to minimize the peak temperature of the heating surface (Tpeak) under the specific 10 

constraint of constant void fraction for the fully connected fluid domain. In more detail, the local 11 

features (genes) that contribute to the lowered Tpeak value would be maintained in successive 12 

generations while those that bring about worse results would be discarded, a procedure 13 

analogizing the mechanism of natural selection as the “survival of the fittest”. One generation 14 

after another will converge to the optimized flow channel configuration that has the lowest Tpeak 15 

on the heating surface. This TO method combining direct explicit parametrization, FVM, and 16 

GA, inspired and developed from the pioneering works of Boichot et al. [38,39] on the pure 17 

conduction optimization problem, has never been used for the convection cooling of a heating 18 

surface under multiple heat sources to the best of our knowledge.  19 

 20 

The remaining parts of this paper are organized as follows. Section 2 introduces the 21 

methodology with detailed description for each step of the GATO algorithm. In section 3, the 22 

optimization results of a benchmark heat sink design are presented and discussed. A 23 

comprehensive parametric study evaluating the influences of different design variables is 24 

reported in section 4. Section 5 provides further discussions on some interesting issues and 25 

comments on the advantages and limitations of this method. Finally, the main conclusions and 26 

following work are summarized in section 6. 27 

 28 

2. Methodology 29 

2.1 Heat sink model 30 

Figure 1 shows a representative schematic view of the heat sink geometry for this study. It has 31 

a single inlet (and outlet) straight channel of win (wout) in width and Lin (Lout) in length, both 32 

aligned with the centerline of the heat sink. In between the inlet/outlet tubes is a rectangular 33 

cuboid having overall dimensions of Lmiddle in length (y direction), wdesign in width (x direction), 34 

and e in depth (z-direction). This core part of the heat sink consists of 3 sections: the inlet 35 

manifold (wdesign ×  Ldis), the middle flow channel domain (wdesign ×  Ldesign), and the outlet 36 
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manifold (wdesign × Lcol). Note that all the flow channels are coplanar with the same channel 1 

depth of e, rendering it a pseudo-3D fluid domain adapted for design parametrization. Only the 2 

upper surface of the flow channel domain (heating surface with a surface area of Adesign) 3 

receives a non-uniform multiple-peak heat flux while all other surfaces enclosing the heat sink 4 

are considered as adiabatic walls. In that way, the total amount of heat generated will be 5 

transferred and absorbed by the cooling fluid. The middle flow channel domain, also named 6 

the design domain, is constituted by both fluid and solid (cubic) elements at a given void 7 

fraction (Φ), each element having welement in width and Lelement in length (Fig. 1b). Their spatial 8 

distribution determines consequently the topology of the flow path and the cooling performance 9 

that should be optimized. One special case is the conventional straight channel configuration, 10 

with a channel width of wch and a separating wall thickness of wsw between two neighboring 11 

channels, which is shown in Figure 1 (a) and considered as the reference design (abbreviated 12 

as “RSC” hereafter) for performance comparison. 13 

 14 

 15 

Figure 1. Schematic view of the heat sink model for GATO. (a) A special case of a parallel straight channel 16 
heat sink (RSC) and (b) Design domain represented by fluid or solid (cubic) elements. 17 
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The following assumptions and simplifications have been made for this study: 1 

• Steady-state, in-compressible and Newtonian fluid flow; 2 

• Negligible radiation heat transfer; negligible heat loss to the environment; 3 

• No phase change for the working fluid. 4 

 5 

Equations for mass and energy conservation could then be written as:  6 

𝑚̇𝑚𝑖𝑖𝑖𝑖 = 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜      (1) 7 

𝑄𝑄 = ∬𝑞𝑞 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑚̇𝑚𝑖𝑖𝑖𝑖�𝐶𝐶𝐶𝐶𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜𝑇𝑇𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐶𝐶𝐶𝐶𝑓𝑓,𝑖𝑖𝑖𝑖𝑇𝑇𝑓𝑓,𝑖𝑖𝑖𝑖�   (2) 8 

Where 𝑚̇𝑚𝑖𝑖𝑖𝑖 or 𝑚̇𝑚𝑜𝑜𝑜𝑜𝑜𝑜 is the inlet or outlet mass flow rate of the cooling fluid, respectively. Q is 9 

the total input power; q is the heat flux at the heating surface; Cpf is the specific heat of cooling 10 

fluid; Tf,in or Tf,out is the inlet or outlet fluid temperature, respectively. 11 

 12 

2.2 GA procedure 13 

A GA procedure is developed to determine the best spatial distribution of the fluid and solid 14 

elements in the design domain. The objective function is defined as the minimization of the 15 

peak temperature of the heating surface (Tpeak) (also called the fitness function in GA procedure) 16 

under the constraint of constant void fraction (Φ) for the fully connected fluid phase. The reason 17 

for this fully connected fluid domain constraint is to prevent the existence of isolated fluid 18 

element(s) enclosed by solids, which may cause the boiling of fluid due to local overheating. 19 

To do this, the design domain is gridded into r rows and c columns, and expressed by a binary 20 

matrix 𝑀𝑀(𝑟𝑟×𝑐𝑐). Each element in M represents either solid (0) or fluid (1) as shown in Fig. 1b. 21 

the TO problem can then be formulated as Eq. (3). 22 

Find 𝑀𝑀(𝑟𝑟×𝑐𝑐)       23 

Minimize 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝       24 

s.t.       25 

� 𝛷𝛷 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 1     (3) 26 

 27 

The general principle of GA is to assess the individuals among a starting random population, 28 

keep the best ones that meet the objective function (or fitness), and then cross and mutate 29 

them to get a new child population of the same size, and so on. One generation after another, 30 

the best design is expected to be determined. The main procedure of GA in this study is shown 31 

in the flow chart (Fig. 2) and described in detail below. 32 
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• Initial generation: a number of 𝑀𝑀(𝑟𝑟×𝑐𝑐) matrices (100 in this study) are generated by 1 

random allocation of 0 and 1 elements at a fixed Φ. The repeatability and connectivity 2 

are checked to guarantee that only the non-repeated M with a fully connected fluid 3 

domain is included. Each M is treated as an individual in this generation to be evaluated 4 

in the next steps.  5 

• Geometry transformation: all the matrices in the generation would be transformed 6 

into real geometry models (such as shown in Fig. 3) by writing all the dimensions and 7 

0 & 1 distribution information into a coded script as an executable file for the CFD tool. 8 

• Performance evaluation of individuals: the fluid flow and heat transfer 9 

characteristics of each configuration are calculated by the CFD method. Especially, the 10 

objective function (Tpeak in this study) values of individuals are obtained and extracted. 11 

• Ranking, selection, and elites keeping: all the tested individuals are ranked 12 

according to the fitness. A certain amount of well-evaluated configurations (50 in this 13 

study, ranked from 2 to 51) with a higher ranking are selected as future parents to 14 

create the individuals of the next generation while others are eliminated from 15 

reproduction. Note that the top-ranked individual(s) are considered as the elite(s) (1 in 16 

this study) and would be maintained in the next generation, preventing the loss of the 17 

most fitted “genes” [40]. 18 

• Crossover and Mutation: Crossover operation is firstly performed on two neighboring 19 

individuals from the top 2 to the top 51 on the ranking list (top one as elite) to produce 20 

two children. One-point crossover is used in the current study [41], i.e., based on a 21 

randomly selected element in the matrix either horizontal or vertical crossover is 22 

performed with equal probability. Then, each produced child is set to have a 20% 23 

probability to mutate, by either horizontal or vertical string swapping with equal 24 

probability. In that way, better genes (regarding fitness) would be inherited while in the 25 

meantime good diversity could be ensured. 100 children are generated and at the same 26 

time, the constant void fraction and connectivity constraints are obeyed. Detailed 27 

information about the crossover and mutation operations is given in Supplementary 28 

Material S1 of this paper.  29 

• Dead ends elimination: In case one fluid element is surrounded on three sides by 30 

solid cells, the flow velocity is usually near zero thus the cooling effect at these ends 31 

might be low. Therefore, an additional step is to eliminate these fluid elements, 32 

considered dead ends, by randomly exchanging their locations with some solid cells, 33 

keeping always the constant Φ and full connectivity. More explanation about this step 34 

may be found in Supplementary Material S2. All the matrices in this new generation will 35 
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then be transferred to the geometry transformation step for recurrence following the 1 

above-explained procedure. 2 

• Termination criterion: the GATO algorithm is considered to be completed when the 3 

variation of the median value of the objective function (Tpeak) is smaller than 1 × 10−4 4 

from one generation to the next for at least 10 generations (Eq. 4). The geometry and 5 

the thermo-hydraulic characteristics of the optimum topology will be exported. 6 

�𝑇𝑇𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚−𝑇𝑇𝑘𝑘−1

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑇𝑇𝑘𝑘−1
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 � < 1 × 10−4;  �∑ �𝑇𝑇𝑘𝑘

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛−𝑇𝑇𝑘𝑘−1
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

𝑇𝑇𝑘𝑘−1
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 �𝑛𝑛

𝑘𝑘=𝑛𝑛−9 � < 1 × 10−3  (4) 7 

 8 

 9 

Figure 2. Flow chart of the GATO algorithm for global flow channel optimization in heat sinks 10 
 11 

2.3 Calculation of flow and temperature fields by CFD method 12 

The fluid flow and heat transfer characteristics of each flow channel configuration are 13 

calculated by CFD simulation. The governing equations under steady-state are shown as 14 

follows: 15 
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Continuity equation: 1 

∇ ∙ (𝜌𝜌𝑣⃗𝑣)=0     (5) 2 

Momentum conservation equation: 3 

∇ ∙ (𝜌𝜌𝑣⃗𝑣𝑣⃗𝑣)=−∇𝑝𝑝 + ∇ ∙ (𝜏̿𝜏) + 𝜌𝜌𝑔⃗𝑔 + 𝐹⃗𝐹    (6) 4 

Where p is the static pressure; τ is the stress tensor; 𝜌𝜌𝑔⃗𝑔 and 𝐹⃗𝐹 are the gravitational body force 5 

and external body force. 6 

 7 

Energy equation: 8 

∇ ∙ �𝑣⃗𝑣(𝜌𝜌𝜌𝜌 + 𝑝𝑝)�=∇ ∙ �𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒∇𝑇𝑇 − ∑ 𝐻𝐻𝑗𝑗𝚥𝚥𝚥𝚥��⃗ + �𝜏̿𝜏𝑒𝑒𝑒𝑒𝑒𝑒 ∙ 𝑣⃗𝑣�𝑗𝑗 �   (7) 9 

Where 𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒 is the effective conductivity; H is the sensible enthalpy; 𝜏̿𝜏𝑒𝑒𝑒𝑒𝑒𝑒 is the effective shear 10 

stress. For the solid zone, the energy transport equation is: 11 

∇ ∙ (𝜆𝜆𝑠𝑠∇𝑇𝑇) + 𝑆𝑆ℎ𝑠𝑠 = 0     (8) 12 

Where 𝑆𝑆ℎ𝑠𝑠 is the heat source within the solid. Detailed simulation parameters used in this study 13 

are presented in section 3.1. 14 

 15 

2.4 Performance indicators and non-dimensional parameters 16 

Various parameters are used as performance indicators, introduced below. The global thermal 17 

resistance of heat sink (𝑅𝑅𝑡𝑡ℎ) is calculated as follows: 18 

  𝑅𝑅𝑡𝑡ℎ = 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝−𝑇𝑇𝑖𝑖𝑖𝑖
𝑄𝑄

 (K·W-1)     (9) 19 

Where 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is the maximum temperature at the heating surface (base wall) of the heat sink, 20 

Tin is the inlet fluid temperature, and Q is the total input power. 21 

 22 

The overall pressure drop of the heat sink is calculated as the pressure difference between the 23 

inlet and outlet ports: 24 

∆𝑃𝑃 = 𝑃𝑃𝑖𝑖𝑖𝑖 − 𝑃𝑃𝑜𝑜𝑜𝑜𝑜𝑜      (10) 25 

 26 

The Nusselt number (Nu) of the heat sink and the Reynolds number (Re) at the inlet channel 27 

are calculated by Eqs. (11) and (12), respectively: 28 

𝑁𝑁𝑁𝑁 = ℎ𝑎𝑎𝑎𝑎𝑎𝑎∙𝐷𝐷ℎ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝜆𝜆𝑓𝑓
     (11) 29 

𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 = 𝜌𝜌𝑓𝑓∙𝑣𝑣𝑖𝑖𝑖𝑖∙𝐷𝐷ℎ,𝑖𝑖𝑖𝑖

𝜇𝜇𝑓𝑓
     (12) 30 
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Where 𝜆𝜆𝑓𝑓, 𝜌𝜌𝑓𝑓 and 𝜇𝜇𝑓𝑓 are the thermal conductivity, density, and dynamic viscosity of the fluid, 1 

respectively. 𝑣𝑣𝑖𝑖𝑖𝑖 is the inlet flow velocity and 𝐷𝐷ℎ,𝑖𝑖𝑖𝑖 is the hydraulic diameter of the inlet channel. 2 

The hydraulic diameter 𝐷𝐷ℎ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 of the flow channels in the design domain is calculated as 3 

follows [42]: 4 

𝐷𝐷ℎ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 4𝑉𝑉𝑐𝑐ℎ
𝑆𝑆𝑤𝑤

     (13) 5 

Where 𝑉𝑉𝑐𝑐ℎ and 𝑆𝑆𝑤𝑤 are the total wetted volume and the total wetted surface area of the flow 6 

channels in the design domain, respectively. The average heat transfer coefficient ℎ𝑎𝑎𝑎𝑎𝑎𝑎  is 7 

calculated by Eq. (14): 8 

ℎ𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑄𝑄
𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒�𝑇𝑇𝑤𝑤,𝑎𝑎𝑎𝑎𝑎𝑎−𝑇𝑇𝑓𝑓,𝑎𝑎𝑎𝑎𝑎𝑎�

     (14) 9 

Where 𝐴𝐴𝑒𝑒𝑒𝑒𝑓𝑓  is the effective solid-fluid interface area, 𝑇𝑇𝑤𝑤,𝑎𝑎𝑎𝑎𝑎𝑎  is the average channel wall 10 

temperature, and 𝑇𝑇𝑓𝑓,𝑎𝑎𝑎𝑎𝑎𝑎 is the average fluid temperature calculated by: 11 

𝑇𝑇𝑓𝑓,𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑇𝑇𝑓𝑓,𝑖𝑖𝑖𝑖+𝑇𝑇𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜

2
     (15) 12 
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The standard deviation of temperature (STDT) at the heating surface is calculated as: 14 

𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇 = � 1
𝑛𝑛−1

∑ (𝑇𝑇𝑃𝑃𝑃𝑃𝑃𝑃 − 𝑇𝑇�)2𝑛𝑛
𝑃𝑃𝑃𝑃𝑃𝑃=1     (16) 15 

Where n is the total number of points with temperature value at the heating surface; Pix is the 16 

No.Pix point and 𝑇𝑇� is the average temperature at the heating surface. 17 

 18 

Velocity, temperature, and pressure values are normalized as below: 19 

𝑣𝑣∗ = 𝑣𝑣
𝑣𝑣𝑖𝑖𝑖𝑖

      (17) 20 

𝑇𝑇∗ = 𝑇𝑇−𝑇𝑇𝑓𝑓,𝑖𝑖𝑖𝑖

𝑇𝑇𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜−𝑇𝑇𝑓𝑓,𝑖𝑖𝑖𝑖
     (18) 21 

𝑃𝑃∗ = 𝑃𝑃
𝑃𝑃0

      (19) 22 

Where 𝑃𝑃0 is pressure drop when the design void fraction (Φ) is equal to 1. 23 

 24 

 25 

3. Benchmark case and optimization results 26 

In this section, the optimization results of a benchmark heat sink case are presented to show 27 

the feasibility and effectiveness of the proposed GATO method. 28 

 29 
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3.1 Benchmark case and numerical parameters 1 

Figure 3 shows the 3-D CFD model for the studied benchmark case of the heat sink subjected 2 

to GATO as well as the detailed dimensions. The middle design domain has a square shape 3 

of 50 mm ⨯ 50 mm, represented by a binary matrix of 𝑀𝑀50×50. The fluid void fraction (Φ) for 4 

this benchmark case is set as 0.50, i.e. equal number of solid and fluid elements, and their 5 

distribution is subjected to optimization. Recall that for the convenience of simulation and 6 

optimization, the entire fluidic circuit has an identical channel depth of e=1 mm, making every 7 

fluid or solid element as a cubic form to morph. The channel depth could also be a parameter 8 

for a real 3D TO of the fluid domain, but not considered in this study. 9 

 10 

 11 

Figure 3. Heat sink geometry and dimensions for the benchmark study. (a) Geometry and boundary 12 
conditions; (b) example of solid and fluid domains 13 

 14 

Water and aluminum are used as the fluid phase and the solid phase, respectively. Their 15 

physical properties are considered as constant, i.e., ρf=998.2 kg·m-3; λf=0.6 W·m-1·K-1; 16 

Cp,f=4182 J·kg-1·K-1; µ=1.003⨯10-3 Pa·s for fluid and ρs=2719 kg·m-3; λs=202.4 W·m-1·K-1; 17 

Cp,s=871 J·kg-1·K-1 for solid. 18 

 19 

3D CFD simulations were performed to calculate the fluid flow and heat transfer characteristics 20 

of each design. Fluid velocity inlet (vin=0.1 m·s-1) normal to the inlet boundary surface was set, 21 

with an inlet temperature of 293 K. The corresponding inlet Reynolds number Rein was 166 to 22 

make sure the whole flow domain is under laminar regime. The pressure outlet boundary was 23 

set for the outlet surface with zero-gauge pressure. All walls were considered anon-slip and 24 

adiabatic, except for the upper surface of the design domain (heating surface of the heat sink). 25 

For the latter, a Gaussian-shape two-peak heat flux distribution is defined, given by Eq. (20): 26 

(a) (b)

Geometric parameter (mm) 𝑤𝑖𝑖𝑐𝑐& 𝑤𝑟𝑟𝑐𝑐𝑜𝑜 𝑤𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑𝑐𝑐&𝐿𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖𝑑𝑑𝑐𝑐 𝐿𝑖𝑖𝑐𝑐& 𝐿𝑟𝑟𝑐𝑐𝑜𝑜 𝐿𝑑𝑑𝑖𝑖𝑑𝑑& 𝐿𝑐𝑐𝑟𝑟𝑐𝑐 𝑤𝑑𝑑𝑐𝑐𝑑𝑑𝑐𝑐𝑑𝑑𝑐𝑐𝑜𝑜&𝐿𝑑𝑑𝑐𝑐𝑑𝑑𝑐𝑐𝑑𝑑𝑐𝑐𝑜𝑜

Dimensions (in mm) 5 50 40 10 1
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𝑞𝑞(𝑥𝑥,𝑦𝑦) = ∑ 𝐵𝐵𝑖𝑖𝑒𝑒
−�𝑥𝑥−𝑥𝑥𝑖𝑖�

2+�𝑦𝑦−𝑦𝑦𝑖𝑖�
2

2𝜎𝜎𝑖𝑖
22

𝑖𝑖=1     (20) 1 

The heat flux peak located at the position (xi, yi) has a maximum value of 𝐵𝐵𝑖𝑖, and 𝜎𝜎𝑖𝑖 indicates 2 

the spatial spread. The total power of the heat sources is equal to 90 W, corresponding to an 3 

average heat flux (power density) for the heating surface of 𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎 = 3.6 W·cm-2. Detailed values 4 

of parameters in Eq. (20) and the shape of the heat fluxes are given in Table 1. 5 

 6 

Table 1. Gaussian-shape two-peak heat flux 7 

 𝑥𝑥𝑖𝑖  (𝑚𝑚𝑚𝑚) 𝑦𝑦𝑖𝑖  (𝑚𝑚𝑚𝑚) 𝐵𝐵𝑖𝑖  (𝑊𝑊 ∙ 𝑐𝑐𝑐𝑐−2) 𝜎𝜎𝑖𝑖  (𝑚𝑚𝑚𝑚)   

Heat flux (HF) 1:  

 

 

1 37.5 25 12.5 8.45 

2 12.5 33 9.5 8.45 

Heat flux (HF) 2:  

 

1 37.5 25 15.2 7.91 

2 12.5 33 9.5 7.91 

Heat flux (HF) 3:  

 

1 37.5 25 17.7 7.45 

2 12.5 33 9.5 7.45 

 8 

In this study, OpenFoam (version 7) was used to solve the governing equations (Eqs.10-13). 9 

Note that the gravity and viscous heating effects were not considered for simplification. The 10 

multi-physics conjugate heat transfer solver “chtMultiRegionFoam” in OpenFoam has been 11 

used for both solid and fluid domains [43]. No re-meshing is needed when updating the 12 

individuals from one generation to the next in the GATO procedure, thereby saving 13 

computational time and data storage. The laminar model was used for fluid flow due to the 14 

small Re numbers in the fluid domain. SIMPLE algorithm was employed for the velocity-15 

pressure coupling. The solution was considered to be converged when (i) the maximum 16 

temperature of the heated surface and the inlet-outlet pressure drop were constant from one 17 

iteration to the next (less than 0.5% variation), and (ii) the normalized residuals were lower 18 

than 10-5 for the energy equation and 10-4 for other governing equations. 19 

 20 

Structured cube shape meshes with equal edge lengths were generated. The grid used in the 21 

study had 129 k elements in total, with 71 k elements for the fluid zone and 56 k elements for 22 
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the solid zone. A grid independence study (on a randomly chosen individual in the initial 1 

generation) was conducted to guarantee that the current mesh density used was appropriate 2 

and sufficient regarding both accuracy and calculation time. More details of the mesh 3 

independence study can be found in Supplementary Material S3 of this paper. The CFD 4 

simulations using OpenFoam were performed with the help of a High-performance computing 5 

(HPC) cluster CCIPL (Le Centre de Calcul Intensif des Pays de la Loire) [44]. Matlab (version: 6 

R2020 a) was used for the matrix generation and updating, data processing, and GA procedure. 7 

 8 

3.2 Optimization results of the benchmark case 9 

Figure 4 depicts the evolution of 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 values amongst the 100 individuals along 10 

with the increasing number of GA generations. More precisely, 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  stands for the smallest 11 

value of 100 Tpeak in a generation while 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  stands for the median value. It took 170 12 

generations to meet the defined convergence criterion (Eq. 4), the value of 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 being 13 

decreased from 365.1 K to 348.6 K. Accordingly, the 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  value also decreased continuously 14 

from 358.6 K (generation 1) to 348.6 K (generation 170), indicating the effectiveness of the 15 

proposed GATO method in attaining the defined optimization objective. Note that some stairs 16 

appeared in the 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  curve especially during the first half of the convergence, which is mainly 17 

due to the elite keeping in GA: the crossover and mutation process cannot give birth to a better 18 

individual that underscores the top-ranked one in the previous generation. Also note that at the 19 

convergence, the 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  and 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 values are very close (but not the same), indicating that 20 

the fitness difference between the top 50 individuals is very small. 21 

 22 

Figure 5 shows the flow channel configuration of the design domain (Fig. 5a), the 23 

corresponding velocity fields (Fig. 5b) at the mid-plane of channel depth (z*=-0.5), and the 24 

temperature field (Fig. 5c) on the heating surface for the top-ranked individual of generation 1, 25 

10, 25, 45, 74 and 170. It is clearly illustrated that the flow topology evolves during the GA 26 

optimization to meet the objective function. In more detail, fluid elements tend to join together 27 

and form larger channels near the inlet and outlet manifolds. In contrast, pin-fin structures and 28 

small bifurcations and confluences are more likely to appear in the middle area where two heat 29 

flux peaks are located. Such a trend increases the fluid-solid contacting surface area and 30 

interrupts the formation of boundary layers, and enhances the cooling. The global structure of 31 

the flow paths is more or less established at generation 45 (e.g., a big cluster of solid elements 32 

downstream of the left heat flux peak) and inherited in the following generations. From then 33 

on, local details (small transversal flow paths) are still generated and adjusted along with the 34 

GA optimization. 35 
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 1 

Figure 4. Evolution of 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒎𝒎𝒎𝒎𝒎𝒎  and 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 amongst the 100 individuals along with the increasing number of GA 2 

generations 3 
 4 

At the end of generation 170, a higher proportion of cooling fluid is guided from the inlet to the 5 

right part of the design domain. This is because the larger heat flux peak is located in this area 6 

and closer to the outlet manifold, higher cooling capacity (higher mass and lower temperature 7 

of coolant) is thereby needed to alleviate the temperature hot spots. The evolution of the 8 

temperature field on the heating surface along with GA steps (Fig. 5c) shows clearly the better 9 

cooling performance of the heat sink by optimization of the flow path topology. The temperature 10 

hot spots gradually disappear and the isotherms become more parallel to the line connecting 11 

the two hot spots. perpendicular to the global flow direction (from the inlet to the outlet) along 12 

with better temperature uniformity. 13 

 14 

The results of this benchmark case indicate that at the constraint of constant void fraction (Φ), 15 

the fluid elements have been arranged more efficiently to form an adapted flow configuration 16 

corresponding to the power and location of heat sources. In this way, the Tpeak (objective) can 17 

be decreased generation by generation by the GATO method, achieving the best convective 18 

cooling of the heating surface with multiple-peak heat flux. 19 

 20 
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 1 

Figure 5. Top-ranked flow path configuration for the benchmark case at generation 1, 10, 25, 45, 74, and 170. (a) Fluid/solid elements distribution in the design domain; 2 
(b) Corresponding velocity field at mid-plane of channel depth (z*=-0.5); (c) Temperature field at the heating surface 3 
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4. Effects of design variables of GATO on the optimized channel 1 

configuration: a parametric study 2 

In section 3, the GATO has been successfully applied to obtain the optimal flow configuration 3 

(heat sink geometry) for the benchmark case. Here the optimized flow topology (named as 4 

GATO heat sink hereafter) as a function of the key design and operating variables is 5 

investigated, including the heat flux shape (HF), the void fraction (Φ), the inlet flow velocity 6 

(vin), and the design domain resolution (Mr⨯c). Note that other parameters are kept the same 7 

as the benchmark except for the variable being evaluated. The conventional RCS heat sink as 8 

shown in Fig. 1a has also been introduced for testing. To make it comparable, the geometrical 9 

parameters of the RSC heat sinks may be different based on the various parameters we 10 

investigate in this section, as presented in Table 2. Their cooling performances under the same 11 

design variables and operating conditions are compared and reported in Table 3. 12 

 13 

Table 2. Geometry and dimensions of the RSC heat sinks introduced for performance comparison with GATO 14 
heat sinks 15 

Void fraction (Φ) Geometry 
0.40 wch (mm) 1 

 

wsw (mm) 1.5 
Number of channels 20 
  

0.50 
(Benchmark) 

wch (mm) 1 

 

wsw (mm) 1 
Number of channels 25 
  

0.65 wch (mm) 1 

 

wsw (mm) 0.5 
Number of channels 32 
  

0.80 wch (mm) 1 

 

wsw (mm) 0.25 
Number of channels 40 
  

Matrix resolution Geometry 
𝑀𝑀25×25 wch (mm) 2 

 

wsw (mm) 1 
Number of channels 12 
  

𝑀𝑀100×100 wch (mm) 0.5 

 

wsw (mm) 0.5 
Number of channels 50 
  

 16 
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Table 3. Performance comparison between GATO and RSC heat sinks under different heat fluxes 1 

Influence of peak heat flux shape 

Heat Flux 
Nu Rth (K·W-1) P* Tpeak (K) STDT (K) 

GATO RSC GATO RSC GATO RSC GATO RSC GATO RSC 

HF1 5.7 3.8 0.58 0.64 1.88 1.15 345.5 351.3 10.3 13.0 

HF2 5.7 3.9 0.61 0.70 1.82 1.15 348.5 356.8 11.4 14.3 

HF3 5.3 3.9 0.64 0.75 1.92 1.15 351.3 361.0 11.7 15.5 

Influence of fluid void fraction 

Φ 
Nu Rth (K·W-1) P* Tpeak (K) STDT (K) 

GATO RSC GATO RSC GATO RSC GATO RSC GATO RSC 

0.4 5.6 4.4 0.63 0.72 3.89 1.20 350.0 358.0 10.6 13.6 

0.5 5.7 3.9 0.61 0.70 1.82 1.15 348.5 356.8 11.4 14.3 

0.65 5.3 3.3 0.59 0.71 1.30 1.10 346.4 357.3 12.9 15.5 

0.8 5.6 2.1 0.59 0.70 1.13 1.08 346.8 356.2 13.7 16.3 

Influence of inlet velocity 

Vin (Rein) 
Nu Rth (K·W-1) P* Tpeak (K) STDT (K) 

GATO RSC GATO RSC GATO RSC GATO RSC GATO RSC 

0.1 m·s-1 (166) 5.7 3.9 0.61 0.70 1.82 1.15 348.5 356.8 11.4 14.3 

0.2 m·s-1 (332) 7.8 5.1 0.40 0.48 2.09 1.14 329.7 336.3 6.9 9.2 

0.4 m·s-1 (663) 10.6 5.9 0.31 0.36 4.21 1.12 321.5 326.1 5.8 6.7 

Influence of design domain resolution 

Matrix resolution 
Nu Rth (K·W-1) P* Tpeak (K) STDT (K) 

GATO RSC GATO RSC GATO RSC GATO RSC GATO RSC 

M25⨯25 7.8 5.3 0.69 0.87 1.30 1.10 356.1 372.1 12.1 15.0 

M50⨯50 5.7 3.9 0.61 0.70 1.82 1.15 348.5 356.8 11.4 14.3 

M100⨯100 4.9 1.7 0.53 0.63 2.33 1.34 341.3 350.6 12.6 15.2 
 2 

4.1 Influences of peak heat flux shape 3 

Three heat fluxes shown in Table 1 have been used as input for the heating surface. They 4 

have the same total power (Q=90 W; qavg = 3.6 W·m-2) but differentiate between them by the 5 

increasing value of the higher heat flux peak. The GATO has been executed for each and the 6 

obtained optimization results are reported and discussed in this sub-section. 7 

 8 

Shown in Figs. 6a and 6b are the optimal channel configurations of the design domain, and 9 

the normalized velocity field, respectively. A similar general pattern may be observed, i.e., 10 
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more fractionated small solid islands at the location of two heat flux peaks while bigger solid 1 

blocks in other regions. The more difference between the two peak values of the heat flux (e.g., 2 

heat flux 3 (HF 3)), the more fluid elements are allocated at the right part of the design domain 3 

to deliver more mass of the cooling fluid to the higher temperature hot spot (cf. Fig. 6b). 4 

 5 

 6 

Figure 6. Influence of heat flux shape on the performance of GATO and RSC heat sinks. (a) optimized flow 7 
channel configuration by GATO; (b) velocity field (z*=-0.5) of the GATO heat sink; (c) temperature field at the 8 

heating surface of the GATO heat sink; (d) temperature field at the heating surface of the RSC heat sink. 9 
 10 
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The temperature contours at the heating surface of GATO and RSC heat sinks are shown in 1 

Figs. 6c and 6d, respectively. Temperature hot spots can be observed for the RSC heat sink, 2 

while they are by and large eliminated (with clearly improved temperature uniformity) by the 3 

optimized flow topology in the GATO heat sink. The Tpeak value for the GATO heat sink is 345.5 4 

K (HF 1), 348.5 K (HF 2), and 351.3 K (HF 3), respectively, smaller than that of the RSC heat 5 

sink (351.3 K, 356.8 K, and 361.0 K, respectively). The greater the difference between two 6 

peaks (e.g., HF 3), the more reduction of Tpeak could be achieved by GATO compared to RSC. 7 

The comparative results indicate clearly the fact that for highly heterogeneous heating surfaces, 8 

the RSC as a basic (conventional) configuration becomes less performant. The necessity and 9 

significant benefits of the GATO method are therefore highlighted. 10 

 11 

Table 3 lists the performance indicators of GATO and RSC heat sinks subjected to different 12 

heat fluxes. Generally, the Nu number of the GATO heat sink is about 40% - 50% higher than 13 

that of the RSC heat sink, owing to the complex flow path configuration obtained that breaks 14 

the thermal boundary layer of fluid and therefore enhances the convection heat transfer. 15 

Nevertheless, the pressure drop is inevitably boosted due to the geometry complexity, and the 16 

P* value of GATO is clearly higher than that of RSC, However, the global pressure drop of the 17 

GATO heat sink (< 220 Pa) is still small at this low flow rate condition. The Rth values follow 18 

the same tendency as Tpeak discussed above. The values of STDT increase with the rising 19 

difference of two heat flux peaks, but the temperature distribution is more uniform at the heating 20 

surface of the GATO heat sink than that of the RSC heat sink. 21 

 22 

4.2 Void fraction (Φ) of the design domain 23 

The influence of void fraction on the cooling performance of the GATO heat sink has been 24 

evaluated, by varying the Φ value from 0.40 to 0.80. The obtained results (optimized flow 25 

channel configuration, velocity field, and temperature contours) are depicted in Figure 7. 26 

 27 

At a low void fraction (Φ=0.4), the limited amount of fluid elements is organized by GATO into 28 

a flow circuit with relatively clear splitting or merging junctions. Fluid with higher velocity is 29 

guided by the main flow paths to alleviate the temperature hot spots. In contrast, at a high void 30 

fraction (Φ=0.8), the excessive fluid elements are arranged like a porous medium where the 31 

flow velocity is much lower. The numerous small solid islands work as pin-fin structures 32 

surrounded by the cooling fluid calmly flowing, the contacting surface area is thereby higher. 33 

Note from Fig. 7b that some fluid elements have near-zero velocity, implying that the void 34 

fraction is not all efficiently used. The sharping of the flow path could be done by eliminating 35 

these fluid elements considered as dead volume, which will be further presented in section 5.1. 36 
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 1 

Figure 7. Influence of fluid void fraction (Φ) on the performance of GATO and RSC heat sinks. (a) optimized 2 
flow channel configuration; (b) velocity field (z*=-0.5) of the GATO heat sink; (c) temperature field at the 3 
heating surface of the GATO heat sink; (d) temperature field at the heating surface of the RSC heat sink 4 

 5 

By examining Fig. 7c, it is worth noting that the lowest Tpeak value (346.4 K) is reached at 6 

Φ=0.65 after GATO optimization. Higher or lower values of Φ render higher Tpeak of the GATO 7 

heat sink, and also the higher Rth values as reported in Table 3. Such tendency still holds when 8 

the full range of Φ values is considered, with two extreme conditions Φ=0 (no flow circuit) and 9 

Φ=1 (cavity-type heat sink), clearly none of them is optimal in terms of cooling performance. 10 

Recall that Φ is treated as a constraint in the algorithm, i.e., constant Φ of all the individuals to 11 

be evaluated in the GATO. Such constraints may need to be revisited to achieve a more 12 

general optimum. 13 

 14 
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The performance comparison between the GATO and RSC heat sinks at different Φ values is 1 

presented in Figs. 7c and 7d, and in Table 3 as well. The Nu numbers of GATO heat sinks are 2 

very close, but all higher than those of RSC heat sinks with the same Φ, indicating better global 3 

cooling performance. Regarding the RSC heat sink, the Nu number significantly decreases 4 

with the increasing Φ. This is mainly due to an increase of the effective heat transfer surface 5 

area Aeff (higher number of channels as shown in Table 2) between fluid and solid. Under the 6 

same input power Q, the average heat transfer coefficient havg is therefore lowered. Moreover, 7 

STDT values for both GATO and RSC are larger at a high Φ value, this is because of the larger 8 

low-temperature region at the entrance of the design domain, closer to the fluid inlet 9 

temperature. But for the same Φ value, the GATO heat sink shows a more uniform temperature 10 

distribution at the heating surface than that of the RSC heat sink, owing to the dispersed hot 11 

spots by the optimized flow channel configuration. 12 

 13 

The pressure drop of the GATO heat sink significantly increases with the decreasing Φ value, 14 

i.e., P* reaches 3.89 (429.4 Pa) at Φ=0.4. Besides the higher velocity magnitude in the main 15 

flow paths, the numerous splitting/merging junctions also create additional singular losses [45]. 16 

Regarding the RSC, the ∆P increase is relatively small, i.e., P* ranging from 1.08 to 1.20. 17 

 18 

4.3 Inlet velocity 19 

The benchmark heat sink has been optimized by GATO under different inlet velocities (vin=0.1, 20 

0.2, and 0.4 m·s-1) to investigate the influence of increasing fluid flow rate (or Rein) on the 21 

optimized flow path configuration and its cooling performance. The optimization results as well 22 

as the performance comparison with the RSC heat sink are reported in Fig. 8 and Table 3. 23 

 24 

It can be observed from Figs. 8a and 8b that for all three tested inlet velocities, the main mass 25 

flow is delivered to the position of heat flux peaks, and more fluid flow is guided towards the 26 

higher peak than the smaller heat flux peak. When vin increases, the main flow structure in the 27 

entrance manifold tends to be fractioned into more small streams to compensate the stronger 28 

inertial effect. Lower Tpeak can be reached at a high vin due to the higher cooling capacity, i.e., 29 

348.5 K (vin=0.1 m·s-1), 329.7 K (vin=0.2 m·s-1) and 321.5 K (vin=0.4 m·s-1), respectively. 30 

Nevertheless, the normalized value 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∗  (Eq. 18) increases with the increasing vin due to the 31 

smaller (𝑇𝑇𝑓𝑓,𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑇𝑇𝑓𝑓,𝑖𝑖𝑖𝑖). 32 

 33 

Table 3 lists the global thermal and hydraulic performances of GATO and RSC under different 34 

vin values for comparison. The increasing vin (Rein) results in the reduced Rth, Tpeak, and STDT 35 

but the increased Nu and P*. The higher cooling capacity at a high fluid mass flow rate 36 
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enhances the convection heat transfer. The augmentation of Nu number by applying the GATO 1 

method (compared to RSC heat sink) is more significant at a high flow rate, i.e., 46% at vin=0.1 2 

m·s-1 whereas 80% at vin=0.4 m·s-1. Furthermore, the GATO heat sinks optimized under three 3 

vin values show better temperature uniformity than the corresponding RSC heat sinks. But with 4 

the increase of vin, the difference in temperature uniformity tends to be smaller. This cooling 5 

performance enhancement is achieved at the cost of higher pressure drop (pumping power 6 

consumption) since in the current optimization algorithm, no hydraulic criterion is considered 7 

in the objective function nor as constraints.  8 

 9 

 10 

Figure 8. Influence of inlet fluid velocity (vin) on the performance of GATO and RSC heat sinks. (a) optimized 11 
flow channel configuration; (b) velocity field (z*=-0.5) of the GATO heat sink; (c) temperature field at the 12 
heating surface of the GATO heat sink; (d) temperature field at the heating surface of the RSC heat sink. 13 
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4.4 Design domain resolution 1 

The design domain resolution (𝑀𝑀𝑟𝑟×𝑐𝑐) determines directly the number of fluid and solid elements 2 

that can be allocated during the GA, thereby playing an important role in the optimization. To 3 

explore the influence of this structure fineness, the GATO has been executed under different 4 

matrix resolutions (M25⨯25; M50⨯50 and M100⨯100), other parameters being the same as the 5 

benchmark case (Φ=0.50; vin=0.1 m·s-1; HF2). The optimization results are shown in Fig. 9. 6 

 7 

Although a similar pattern of mass flow delivery at the global level is proposed by GATO, the 8 

flow path details are rather different at the local level. More local complex structures can be 9 

formed at the higher matrix resolution as shown in Figs. 9a and 9b. The higher number of 10 

elements to morph brings highly diversified individuals during the GATO optimization, capable 11 

of constructing thin and dense channels with split and recombine flow paths. Moreover, the 12 

solid-fluid interface area could be largely increased, leading to the lowered Tpeak of the 13 

optimized flow channel configuration, i.e., 356.1 K at M25⨯25 and 341.3 K at M100⨯100. 14 

 15 

Table 3 also presents the influence of 𝑀𝑀𝑟𝑟×𝑐𝑐 on the global thermal and hydraulic performances 16 

of the GATO heat sink. RSC heat sinks with the channel width equaling the element width 17 

(wch=welement, cf. Fig. 1) are also introduced for comparison. Again, both the Nu number and 18 

the P* of the GATO heat sink are higher than those of the RSC heat sink due to the above-19 

explained reasons. Nu number for both types of heat sinks gradually declines with the 20 

increasing design resolution. This is because of the smaller hydraulic diameter (Dh) of the flow 21 

circuit on one hand, and the lowered havg on the other hand. In particular, the relatively small 22 

Nu number of RSC at M100⨯100 (wch=0.5 mm) could be due to the strong heat conduction over 23 

the heat convection at small channel width [46]. The temperature distribution at the heating 24 

surface is the most uniform at wch=1 mm and M50⨯50 for both RSC and GATO heat sinks. Further 25 

increasing the mesh resolution (smaller channel size) will reduce the temperature uniformity 26 

due to the existence of a low-temperature region at the entrance of the design domain, as 27 

mentioned above. Higher pressure drop is also resulted at high 𝑀𝑀𝑟𝑟×𝑐𝑐 , mainly due to the 28 

increased flow path complexity (thereby more singular losses). Moreover, a higher number of 29 

GA generations is needed to reach the convergence due to the increased number of design 30 

variables and the individual diversity, requiring more calculation time. Once optimized, the 31 

obtained flow circuit complexity with fine structures also put place higher demands on the level 32 

of manufacturing precision for its realization. Therefore, in practice, the appropriate design 33 

resolution should be decided by considering both the available computing resources and the 34 

fabrication capacity. 35 

 36 
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 1 

Figure 9. Influence of matrix resolution (Mr⨯c) on the performance of GATO and RSC heat sinks. (a) optimized 2 
flow channel configuration; (b) velocity field (z*=-0.5) of the GATO heat sink; (c) temperature field at the 3 
heating surface of the GATO heat sink; (d) temperature field at the heating surface of the RSC heat sink 4 

 5 

 6 

5. Further discussions 7 

Further discussions are made on some issues raised above, to reveal and revisit the 8 

effectiveness as well as the limitations of the proposed GATO method. 9 

 10 
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5.1 Post-treatment for dead volume elimination 1 

Despite the dead-end elimination step in the optimization algorithm (cf. section 2.2), fluid 2 

elements with low-velocity magnitude are still numerous in the optimized GATO flow 3 

configuration, especially at a high void fraction (cf. Fig. 7). These fluid elements bring about 4 

unclear and ineffective fluid paths, which could be further removed by a post-treatment of the 5 

optimized flow topology. As an example, a threshold value of 𝑣𝑣𝑡𝑡ℎ𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑜𝑜𝑜𝑜𝑜𝑜∗ = 0.055 has been 6 

applied for this purpose, i.e., all fluid elements having a velocity magnitude smaller than 5.5% 7 

of vin are considered as dead volume and thus will be replaced by solid elements. The flow 8 

path configuration and the velocity field at different Φ values before and after this post-9 

treatment are shown in Fig. 10. 10 

 11 

 12 

Figure 10. Post-treatment of the optimal flow configuration for dead volume elimination. (a) original 13 
optimized flow circuit; (b) flow circuit after post-treatment 14 

 15 

It can be observed that the fluid paths become clearer, beneficial for the actual fabrication of 16 

the optimized heat sinks in practice. The effective void fraction (Φ) declines after post-17 

treatment but has a negligible impact on the thermal and hydraulic performances of the heat 18 

sink (Table 4). Note that a higher threshold value may result in smoother flow structures, but 19 

this aspect has not been further explored in this study. 20 

 21 
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Table 4. Φ, T* and P* of the GATO heat sink before and after post-treatment for dead volume elimination 1 

Φ (before) Φ (after) T* (before) T* (after) P* (before) P* (after) 

0.40 0.36 1.31 1.31 3.89 3.90 

0.50 0.44 1.28 1.27 1.82 1.84 

0.65 0.56 1.22 1.22 1.30 1.32 

0.80 0.65 1.24 1.24 1.13 1.16 
 2 

5.2 Repeatability 3 

The optimization algorithm has been executed two more times with the same settings for the 4 

benchmark case (cf. section 3.1), to test the reproducibility of flow configuration at 5 

convergence. The convergence curves are shown in Fig. 11. It can be observed that the 6 

𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 values of the three runs at the convergence are very close (348.5 K, 348.9 K, and 7 

349.3 K), with only a 1.26% difference. The final 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚  values are also quite close with a 8 

difference smaller than 0.7% (348.6 K, 348.8 K, and 349.0 K), indicating the good 9 

reproducibility of the GATO method in achieving the defined optimization objective. This 10 

difference should still be reduced by setting a more stringent convergence criterion (Eq. 4) but 11 

will be rather time-consuming due to the GA's nature. 12 

 13 

 14 

Figure 11. The convergence curve of 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎𝒎 and 𝑻𝑻𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒎𝒎𝒎𝒎𝒎𝒎  for three runs of the GATO method for the 15 
benchmark case 16 

 17 
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Nevertheless, a diversified optimized flow configuration has been obtained each time by 1 

running the GATO (Fig. 12), indicating the random feature during the crossover and mutation 2 

steps of the GA. They all provide the same cooling performance, i.e., the objective function 3 

(Tpeak) is rather flat near the global optimal point regarding the variation of the fluid/solid 4 

elements distributions. This indicates that several solutions may be considered as very close 5 

to the global optimum, thus being good candidates in actual engineering practice. 6 

 7 

Figure 12c compares the temperature contour on the heating surface obtained by three runs 8 

of GATO. While the global pattern is quite similar (a small angle between isotherms and global 9 

flow direction due to the heat flux peak asymmetry), a slight difference at the local level can 10 

still be observed, especially regarding the position of the Tpeak. 11 

 12 

 13 

Figure 12. Comparison of the three runs of the GATO method for the benchmark case. (a) optimized flow 14 
configuration; (b) velocity field (z*=-0.5); (c) temperature field at the heating surface 15 

 16 
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5.3 Simplifications made in CFD simulation 1 

Simplifications have been made in the CFD simulation to save the computational time, 2 

including the negligible gravity and viscous heating effects (eligible for small channel depth 3 

and small total ∆P), negligible heat loss to the ambient, and the temperature-independent 4 

physical properties for both fluid and solid phases. In reality, the fluid viscosity could vary within 5 

the operation temperature range, i.e., from 𝜇𝜇 =1⨯10-3 Pa·s at 293.15 K to 3.54⨯10-4 Pa·s at 6 

353.15 K. Moreover, heat loss may also need to be considered when an adiabatic boundary 7 

cannot be provided. These factors will be further considered in our following works. 8 

 9 

In this study, relatively low vin and small power input were applied to simplify the CFD 10 

calculation so that the laminar model can be used for the fluid flow (just like most of the previous 11 

TO studies did [20]). Some interesting efforts have been attempted in recent literature 12 

regarding the TO problem treating turbulent flow (e.g., [34,47,48]). Theoretically, the GATO 13 

method developed in this study can also be used to treat turbulent flow patterns under a higher 14 

power input with multiple heat sources. But the CFD computation step will be more complicated 15 

and time-consuming. Moreover, the current GATO method may also be extended to real 3D 16 

by dividing the design domain into a 3D matrix, the channel thickness being another 17 

optimization parameter. These constitute interesting directions of our future studies. 18 

 19 

5.4 Effectiveness vs. limitations 20 

Based on the results and discussions above, the advantages of the present GATO method 21 

may be summarized as follows: (1) a clear fluid-solid boundary owing to the explicit 22 

parametrization of design variables, avoiding non-physical gray scales; (2) a direct CFD 23 

analysis of designs by a FVM solver without re-meshing, ensuring the 24 

conservativeness/accuracy, and with excellent parallelism; and (3) robustness of GA optimizer 25 

to approach global optimal solution subjected to complex heat boundaries (non-uniform 26 

heating with multiple-peak heat flux). 27 

 28 

The parameter study presented in section 4 indicates the effectiveness and robustness of the 29 

proposed GATO method by proposing optimized flow path configurations with better cooling 30 

performance than the RSC heat sink. Nevertheless, some limitations of the optimized designs 31 

are also shown, such as the higher pressure drop, the existence of dead volumes, and the 32 

existence of numerous possible optimal configurations close to the global optimum point. 33 

These problems may be treated by the post-treatment (cf. section 5.1), or by revisiting the 34 

objective function (e.g., multi-objective optimization [49]) and constraints (void fraction-free). 35 

Further investigations in these directions are still needed. 36 
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Another obvious limitation of this method is the high computation cost. With the current 1 

simplifications and parameter settings of the CFD model, two or three weeks are still needed 2 

to obtain an optimized configuration by GATO. But this is mainly due to the sequencing & 3 

queuing of the HPC as well as the cluster-local data exchange: GA algorithm written by local 4 

Matlab code while CFD simulations are performed in HPC. The “effective” calculation time is 5 

about 72 hours for one GATO run, which is not prohibitive at all. A significant reduction of 6 

computational time is thereby feasible by executing the GA algorithm directly in the HPC, or 7 

by using some local workstations instead of the HPC. 8 

 9 

Parameters of GA play an important role on the efficiency and rapidness of this algorithm. In 10 

this study, these GA parameters were selected based on some general GA guidelines [41], 11 

including the crossover type, the mutation rate, the elite number, the number of individuals in 12 

each generation, etc. A detailed parametric study such as done in [30] could be really useful 13 

to evaluate the separate effect of each parameter on the GA diversity and the convergence 14 

speed, so as to determine the appropriate parameter settings within an acceptable 15 

computational cost. This could be another direction for our following work. 16 

 17 

 18 

6. Conclusion and perspectives 19 

In this paper, a GA-based topology optimization method has been developed and tested to 20 

obtain the optimal global flow channel configuration of the heat sink for convective cooling of 21 

a non-uniform heating surface with multiple heat sources. Minimizing the peak temperature at 22 

the heating surface (Tpeak) is defined as the optimization objective under the constraint of 23 

constant void fraction for a fully-connected fluid domain. Effects of design variables, like the 24 

heat flux heterogeneity, the void fraction, the inlet velocity, and the resolution of design domain 25 

on the effectiveness of the GATO method have been investigated. Thermal and hydraulic 26 

performances of the optimized GATO heat sink have been compared with those of reference 27 

conventional straight channel (RSC) heat sink under the same conditions. The main 28 

conclusions could be drawn as follows: 29 

 30 

• The proposed GATO method could successfully determine the optimal spatial 31 

distribution of the fluid/solid elements in the design domain. The resulted meshed 32 

channel circuits intentionally guide the cooling fluid to the overheating positions, leading 33 

to the minimized Tpeak of the heating surface.  34 

• The optimized flow configurations depend strongly on the values of design and 35 

operating parameters. The robustness and the reproducibility tests also imply that 36 
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many “close-to-the-optima” solutions can be proposed by GATO because of the 1 

insensitivity of the objective function to the global optimum at the fixed stopping criterion. 2 

• Compared with conventional RSC heat sinks, the GATO heat sinks always achieve a 3 

better thermal performance, indicated by the higher Nu number, the lower Rth, and the 4 

better temperature uniformity at the heating surface, but at the cost of the higher 5 

pressure drop. The performance improvement is more significant under more 6 

heterogeneous heating conditions (higher intensity difference between heat flux peaks), 7 

highlighting the strong adaptability of the developed optimization method owing to the 8 

more morphologic freedom offered by GA to address unspecified problems. 9 

• A higher matrix resolution of the design area leads to lowered Tpeak at convergence, 10 

owing to the generation of finer and more complex structures at a local level. 11 

Nevertheless, a larger number of GA generations is needed thus time-consuming. 12 

Regarding engineering application, the appropriate design resolution (size of the 13 

element to morph) should be decided by considering both the available computing 14 

resources and the fabrication capacity. 15 

 16 

This CFD-based optimization method relies on the accuracy of numerical simulation while the 17 

experimental validation of the proposed method is indispensable. This involves the simulation, 18 

optimization, fabrication, experimental testing, and performance comparison of different heat 19 

sink prototypes, which will be presented in our later work. Meanwhile, different objective 20 

functions considering both thermal and hydraulic indicators and other constraints for GATO 21 

will be also investigated in our future work. 22 

 23 
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