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Complex-decisions made by algorithmic systems should embed interests and values of the different stakeholders involved in the making of these systems. In this paper, we investigate how users’ preferences can be captured in order to incorporate more ethical considerations in the design of such systems. Adopting a value sensitive design approach, we propose a method to measure how much the context can impact the differences between the declared importance of values and decisions made in a given situation. We developed a survey tool that enable to measure importance of values in either absolute or relative ways, comparing pairs of values in specific situations. We conducted a preliminary study to test our survey tool with fifteen participants in the context of Smart Grids. Our results show differences in the way participants estimate values and underline the interest of capturing users preferences in context.

Les décisions complexes prises par les systèmes algorithmiques devraient intégrer les intérêts et les valeurs des différentes parties prenantes impliquées dans la création de ces systèmes. Dans cet article, nous étudions comment les préférences des utilisateurs peuvent être mesurées afin d’intégrer des considérations plus éthiques dans la conception de ces systèmes. En adoptant une approche de conception sensible aux valeurs, nous proposons une méthode pour mesurer l’impact du contexte sur les différences entre les préférences déclarées et les décisions prises par les utilisateurs dans une situation donnée. Nous avons développé un outil d’enquête qui permet de mesurer l’importance des valeurs de manière absolue ou relative, en comparant des paires de valeurs dans des situations spécifiques. Nous avons mené une étude préliminaire pour tester notre outil d’enquête auprès de 15 participants dans le contexte des Smart Grids. Nos résultats montrent des différences dans la façon dont les participants estiment les valeurs et soulignent l’intérêt de capturer les préférences des utilisateurs en contexte.

CCS Concepts: • Human-centered computing → HCI theory, concepts and models.
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1 INTRODUCTION
Systems based on algorithmic treatment of data have been spreading alongside the development of Information and Communication Technology (ICT). Often grouped under the umbrella of Artificial Intelligence (AI) for their ability to make complex decisions, these algorithmic systems are generally programmed for specific goals. These goals and the technical implementation embed the values and interests of the organizations funding and developing it, of designers,
developers, and other stakeholders involved in the making of these systems. We are interested in understanding value sensitive design approaches could help incorporate more ethical considerations in the design of such systems [13, 20].

The works on Ethics in AI distinguish several approaches related to the integration of ethics consideration into these systems. Ethics by Design refers to the technical integration of ethical reasoning capabilities as part of the behavior of the system, whereas Ethics in Design refers to the engineering methods that support the analysis and evaluation of the ethical implications of AI systems [10]. In this paper, we adopt the by-design approach and we explore how to surface the values and general preferences of stakeholders on how algorithmic systems should behave. We focus on so-called “smart grids” scenarios, in which energy production and consumption must be aligned. We leverage a multi-agent system that seeks to model the variety of actors and reach decisions that optimizes individual preferences under global constraints. This optimization relies on arbitrage decisions made by the system and the people driving it.

The arbitrage decisions made by the algorithmic systems we are interested in can happen during the design phase of the system, while it runs, or even after some decisions when correcting unwanted behaviors, covering the full life cycle of AI technologies. As underlined in value sensitive design approaches, these decisions are context-dependent since different contextual variables impact the way values are understood by people. They are based on preferences, assumptions, values of individuals and groups, and sometime depend on external constraints from the state, companies, or local contextual elements such as weather, a sick person at home, living conditions, etc.

Inspired by value sensitive design, we present a survey approach to capture stakeholders preferences when challenging decisions about system behavior must be made. In particular, we are interested in understanding how much system decisions are in line with stakeholders preferences. We also want to explore how much the context can impact the decisions made and the differences between the declared importance of values and decisions in a given situation. We conducted a preliminary study to test our survey tool with fifteen participants.

2 RELATED WORK
2.1 Value sensitive design
The study of user values in AI has been explored in various domains [1, 7, 14]. This scholarship either adopts a very general point of view (e.g., questions about trust in AI [7]) or focuses specific application domains (e.g., automatic tax fraud identification systems [14]). Recent work started investigating the application of Value Sensitive Design (VSD) for AI technologies [19, 20]. They underline two challenges inherent to AI systems: the difficulty of understanding how these systems work for humans and the ability of these systems “to adapt themselves in ways that disembodied the values embedded in them by VSD designers” [20].

2.2 By-design values in a smart grid context
We investigated more systematically research on values that would be relevant in the context of energy consumption and smart-grids. We focused on 12 relevant articles. Two were selected because they are references in Value Sensitive Design [7, 11]. We also selected specific cases of Value Sensitive Design in order to broaden the corpus of values. Five articles were selected because studying values in preferences in the context of AI [1, 2, 14, 18, 21]. Finally, two articles cover the smart grids application domain [5, 9].

Since we are interested in identifying values that can shape the behavior of an intelligent system, we decided to study a subset of values that the system can handle to make decisions that we call by-design values, referring to the ethics by-design approach. We believe that these by-design values, such as inclusiveness or affordability, represent
interesting arbitrage decisions or trade-offs to make. On the contrary, *in-design values* such as accountability or safety, represent values that can be evaluated but are not relevant for arbitrage decisions.

After a categorization inspired by Swchartz’s [17] and a final selection of relevant by-design values we went from 75 to 6 values. We detail the values selected and our method below.

3 METHOD

We proceeded in three steps to create a tool to capture user preferences in a smart-grid context: i) selection of values, ii) creation of situations that confront each pair of values, iii) implementation of survey tools.

3.1 Selection of values

*Literature review.* At first, we wanted to gathered values relevant to the smart grids context as described above, with twelve articles. From these articles, we gathered a total of 75 values. After a semantic clustering, we went from 75 to 34 values. After that, we kept only the values that we considered relevant for our application domain, dropping to 25 values.

*Categorization of values.* We categorized the remaining values drawing inspiration from Swchartz’s categorization of values [17]. Table 1 presents a simplified version of our categorization. For each value, we indicate the source articles.

*Final selection.* Since we focus on *by-design values* (on which the system can make trade-offs shape), we decided to put aside *in-design values* (non-negotiable ones). In the end, we established a list of nine by-design values which are:

- From Self-determination: Autonomy, Self-knowledge
- From Stakeholders welfare: Security of Supply, Affordability, Well-being, Privacy
- From Equity: Inclusiveness
- From Global Welfare: Environmental Sustainability

The Self-determination values (Autonomy and Self-knowledge) are difficult to put in confrontation with the other values of the list, as they are at another level. Indeed, we can intuit that Stakeholders welfare, Equity and Global welfare values are easy to confront as they quantify the alignment of the system regarding its results. On the other hand, the Self-determination values measure how the system interacts with the user and makes them intervene within the decision process, which is something different than what the system would suggest to the user. For what comes next, we decided not to keep these values. In the end, we kept the six following values and suggested ourselves a definition for each:

- Inclusiveness: The system promotes inclusion and equity for all users
- Environmental sustainability: The system minimizes the environmental impact
- Privacy: The system preserves users’ privacy and personal information
- Security of supply: The system meets the user’s primary and necessary energy requirements
- Well-being: The system responds to energy demands that exceed primary needs and are related to comfort
- Affordability: The system provides financially accessible services to users

3.2 Creation of situations

*Situation.* Drawing inspiration from the Value Sensitive Method called “Value Scenario” [12], we created situations that confront pairs of values to capture user preferences (15 situations in total, one for each pair of values). The idea is
two present to survey participants, a scenario confronting two values and ask them to chose among the two suggested actions (each representing one of the two values). We relied on the pairwise comparison method [15]. A situation includes a statement and two options. The statement provides context and describe a case in which two values conflict. The two options represents the actions that can be chosen, each representing one of the two values. Here is an example with our Inclusiveness/Affordability situation:

- **Statement**: During a winter weekend, you have invited some friends over to watch TV/play video games/other similar activity, when the system informs you that some of your neighbors have not been able to heat as much as they wanted to, and that their comfort is significantly lower than most of the other residents. You have the option of buying energy (and therefore paying more), which will enable your neighbors to consume energy from the local grid to boost their comfort.
- **First Option - Inclusiveness**: Buy energy in order to watch TV/play video games/other similar activity.
- **Second Option - Affordability**: Watch TV/play video games/other similar activity as planned.

**Limitation and biases.** The first difficulty was to get close to "real reactions". The situations must be at the same time precise enough for a survey participant to relate to, and general enough for every participant to relate to. Another problem is the personal sensitivity of individuals. This was a within-participants limitation we had to take into account. While theoretically reducing heating or air conditioning can result in similar energy consumption for comfort, individual sensitivity to heat or cold can skew the results. For instance, if we suggest lowering the heating, those less sensitive to

<table>
<thead>
<tr>
<th>Value</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiency [9]</td>
<td></td>
</tr>
<tr>
<td>Reliability [9, 21]</td>
<td></td>
</tr>
<tr>
<td>Machine Autonomy [14]</td>
<td></td>
</tr>
<tr>
<td>Utility [6]</td>
<td></td>
</tr>
<tr>
<td>Privacy [1–3, 6, 8, 9, 14, 21]</td>
<td>Protectability (Schwartz Security)</td>
</tr>
<tr>
<td>Security [3, 14]</td>
<td></td>
</tr>
<tr>
<td>Safety [9]</td>
<td></td>
</tr>
<tr>
<td>Accountability [18, 21]</td>
<td></td>
</tr>
<tr>
<td>Explainability [14]</td>
<td>Intelligibility</td>
</tr>
<tr>
<td>Transparency [1, 2, 8, 21]</td>
<td></td>
</tr>
<tr>
<td>Usability [6]</td>
<td></td>
</tr>
<tr>
<td>Disclosure [13]</td>
<td></td>
</tr>
<tr>
<td>Autonomy [3, 6, 21]</td>
<td>Self-determination (Schwartz Self-direction)</td>
</tr>
<tr>
<td>Self-knowledge [3]</td>
<td></td>
</tr>
<tr>
<td>Security of supply [5]</td>
<td>Stakeholders welfare (Schwartz Benevolence)</td>
</tr>
<tr>
<td>Affordability [5]</td>
<td></td>
</tr>
<tr>
<td>Well-being [21]</td>
<td></td>
</tr>
<tr>
<td>Privacy [6]</td>
<td></td>
</tr>
<tr>
<td>Diversity, non-discrimination and fairness [1, 2, 4, 6, 9, 14, 21]</td>
<td>Equity (Schwartz Benevolence-Universalism)</td>
</tr>
<tr>
<td>Inclusiveness [5]</td>
<td></td>
</tr>
<tr>
<td>Environmental sustainability [5, 9, 21]</td>
<td></td>
</tr>
<tr>
<td>Trust [21]</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The 25 final values and their respective category relevant for the smart grids context. Each value has been extracted from the literature analysis.
cold could distort the findings. Another point is that the formulation of the statement can include bias. In the statement, we want the survey participants to be well aware of the consequences of both actions. However, we must not make them feel guilty if they choose one more “individual” value over a more “collective” one. Another bias was the status quo bias: a preference for the current situation [22].

3.3 Tool presentation

We designed an adaptable and configurable survey tool to capture user preferences. The tool can be adapted to various survey strategies, which enables researchers to carry out different surveys. The tool is composed of three modules and a menu used to configure (parameters and values studied) and launch the survey (Figure 3).

The first module (situation module) presents the situations defined previously to survey participants and ask them to choose an option, as illustrated in Figure 1. The researcher can customize the survey with parameters that determine the information presented to the user (it is possible to choose if the values beneath each option are displayed or hidden, and the difficulty and relevance are asked or not). When choosing an option instead of another, we consider that it means the participant prefers the corresponding value instead of the other one, in this given situation. In function of the difficulty of decision chosen by the participant, we can weight their preference.

The second module (slider module) allows to capture the importance of values by asking participants directly what importance they give to each chosen value (Figure 2). The six values are displayed with their definition. Each value has a slider that indicates its importance. The sliders offers seven values from “very little importance” (très peu importante) to “very important” (très importante).

Finally the third module (agreement module) is a variant of the first one: it presents a situation and explains that the system made a choice and is about to act. The participant is then asked to which degree they agree with this decision.
4 PRELIMINARY STUDY

4.1 Study design

In order to test our survey tool, we conducted a small scale survey of fifteen participants. We wanted to study users’ preferences in terms of values regarding smart grids. For this purpose, we added a menu to configure the survey (Figure 3) and a questionnaire to the survey tool to gather data about the participant (Figure 4). The idea behind the questionnaire is to have an idea on potential correspondences between some profiles and some value preferences. In our case, we defined questions relative to the energy consumption, as we considered it relevant in the case of smart grids.

We address three research questions in this study:

- In regard to the survey tool: does the tool can help designers in capturing users preferences in terms of values?
- Regarding the context of the smart grids: Is the importance of values context-dependent? what is the relative importance of these values?
- Regarding the broader context of users preferences toward intelligent systems: Is there an alignment between declarative judgment regarding "generic" values (that are not instantiated in a specific context) and actions in specific situations?

Fig. 3. Menu: configuration interface, selection and parameters on the left part, values selection on the right part.

Fig. 4. Questionnaire: questions about the participant profile with regard to smart grids.

4.2 Procedure

The fifteen participants were students between 22 and 26 years old, most of them (13/15) in a field close to algorithmic systems (robotics, AI, or engineering degrees), and one close to the field of values (philosophy degree). The study was structured as a structured interview for in which the main author guided the participants through a survey. The interviews took place via video-conference. The main author displayed the survey tool on his screen. In order to give as
much freedom to the participants, they were also given the control of the screen. Interviews were conducted as follows: i) a brief explanation of the interview, ii) launch of the survey, iii) filling the demographic questionnaire, iv) answering questions about overall preferences, v) answering questions about specific situations (Figure 5). In order to not to take too much time, we decided to present only one situation for each pair of values. This captured an idea of participants preference but with a lower precision compared to a survey with several situations for each pair.

4.3 Data collection

The data obtained by each interview was collected in real time on a csv file. The file gathered:

- From the Slider module: For each situation, a score from 0 to 1 for each value depending on the responses. The sliders have 7 numerical values from 0 to 1.
- From the Situation module: the id of the situation, the chosen value (0 or 1) and a score from 0 to 1 for the difficulty and relevance (5 numerical values). The score for the two involved values goes from 1-0 to 0.5-0.5 depending on the difficulty.

4.4 Data analysis

In order to analyze the data, we compare participants’ preferences obtained by the Slider module and the Situation module. To do so, we relied on pairwise comparison [15] analysis method. In this approach, each participant has an individual matrix of comparison that we can use to calculate the relative importance of each value. We built a matrix of comparison for each module. We used the principal eigenvector of each matrix to attribute a final score for each value [16].

5 RESULTS

For each participant, we first analyzed the relative importance of values in comparison to the others thanks to the results of the situation module using the pairwise comparison approach [15]. Figure 6 presents the results of one the participants. This participant estimated well the importance of every value except two: the participant very clearly underestimated the importance of the inclusiveness and overestimated the importance of the security of supply.

Then we analyzed results from a global perspective thanks to the average profile obtained by computing the mean individual matrices, as illustrated in Figure 7.

At first, we note that this average profile is balanced and that the errors are in general rather low. We can see that participants initial estimates for some values are not aligned to their later responses in the survey. For instance, Security of supply loses three places (overestimated in the absolute) and well-being wins one (underestimated). In addition, we can see that the absolute difference for Inclusiveness, Environmental sustainability, Privacy and Affordability is very low and the mean difference for these values is not very high. This means that the participants manage to properly estimate the importance of these values, and that there is more or less as much overestimation as underestimation.
6 DISCUSSION AND CONCLUSION

To conclude, we can assume that our selection of values seems to be appropriate. Indeed, we saw with the global results that for our average profile no value was left aside, and they were all important. We can also assume that the applications and our pairwise comparison works well when we see that the difference between the results of the pairwise comparison and the direct ranking is rather low. However, the issue concerning Security of supply and Well-being remains. We can assume that when having to rank values without context, participants tend to put i) security of supply in first position because it seems to be the most important thing for a smart grid, ii) well-being in last position because it seems to be the least important, and the fact that this value is more “individual” probably contributes. On the other hand, when the participants are facing a situation, they tend i) to make concessions on the Security of supply for the benefit of the Inclusiveness or the affordability, ii) not to completely leave aside their Well-being. Moreover, the great difference may also be due to the fact that the arbitrary decision of what belongs to primarily needs or comfort is no necessarily shared by participants. An unexplored lead to deal with it consisted in an additional question in the questionnaire. The participant would be asked to rank several (3-5) appliances by importance. Then, the most important appliance would be used in the Security of supply situations, and the least important would be used in the Well-being situations. This way, we would ensure that the distinction is effective for the participant. We conducted the conceptual investigation and started the empirical investigation with the preliminary study. The next step would be to conduct a larger scale study to complete the empirical investigation. After, that, only the technical investigation would remain, it would consist in the implementation of the values in the system.
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### A VALUES TABLE

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Freedom from bias</th>
<th>Justice and fairness</th>
<th>Transparency</th>
<th>Explainability</th>
<th>Accountability</th>
<th>Technical robustness and safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seven ethics requirements for trustworthy AI proposed by AI HLEG (High-Level Expert Group on Artificial Intelligence)</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
</tbody>
</table>

1. **Fairness**
   - **Definition**: Fairness is about the balance between the impact of user characteristics and the goal of giving everybody equal chances.

2. **Non-Maleficence**
   - **Definition**: The system does not burden ecosystems, so that the needs of current generations do not hinder future generations.

3. **Beneficence**
   - **Definition**: The system offers an economic advantage.

4. **Autonomy**
   - **Definition**: The system is capable of performing without failure under a wide range of conditions.

5. **Competence**
   - **Definition**: The technology fulfills its purpose consistently over time.

6. **Intimacy**
   - **Definition**: The system is capable of performing without failure under a wide range of conditions.

7. **Collective Influence**
   - **Definition**: The ability to produce a large amount of good.