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Classical recommender systems often assume that historical data are stationary and fail to account for the dynamic nature of user
preferences, limiting their ability to provide reliable recommendations in time-sensitive settings. This assumption is particularly
problematic in finance, where financial products exhibit continuous changes in valuations, leading to frequent shifts in client interests.
These evolving interests, summarized in the past client-product interactions, see their utility fade over time with a degree that might
differ from one client to another. To address this challenge, we propose a time-dependent collaborative filtering algorithm that can
adaptively discount distant client-product interactions using personalized decay functions. Our approach is designed to handle the
non-stationarity of financial data and produce reliable recommendations by modeling the dynamic collaborative signals between
clients and products. We evaluate our method using a proprietary dataset from BNP Paribas and demonstrate significant improvements
over state-of-the-art benchmarks from relevant literature. Our findings emphasize the importance of incorporating time explicitly in
the model to enhance the accuracy of financial product recommendation.
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1 INTRODUCTION

In many e-commerce applications, such as music streaming services, the primary goal of recommender systems is
to maximize user engagement. Products in these applications typically have low maintenance costs and negligible
inventory risk. On the contrary, corporate and institutional banks operating as market makers need to ensure liquidity
in financial markets by constantly offering bid (buy) and ask (sell) prices which involve taking frequent positions in both
directions. The client can send an electronic notification asking for detailed information, which shows her interest in
buying or selling a specific product, through a process known as a request for quotation (RFQ). Conversely, salespeople
may contact clients to offer competitive quotes on products held by the bank. Having a reliable recommendation
algorithm for corporate banks has two main consequences: (1) increasing customer satisfaction by providing them with
relevant investment opportunities and (2) reducing inventory risk by enabling risk managers and salespeople to be
more proactive in anticipating the needs of their clients.
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Modeling the clients’ behaviour in terms of their historical interests is of paramount importance to understand their
profile and anticipate their needs. Some clients adopt a more conservative approach, displaying enduring interest in
specific products; others adopt a rather diverse strategy, showing limited recurring interest in products. To provide
personalized recommendations that resonate with all clients (e.g., to match their risk appetite), it is crucial to consider
the context of their previous trades. For instance, products similar to those a client had inquired a few days ago may be
more salient in determining her current interest compared to products she consulted months ago.

To that end, we present a time-dependent recommender system tailored to the unique characteristics of the financial
industry. We start by defining the clients’ and products’ context in terms of their first-hop neighbourhoods in the
user-item interaction graph. In this work, we assume that interest persists for a certain period after the interactions have
occurred, after which the utility of the interactions progressively fades over time. Therefore, we propose to personalize
the rate at which this decay occurs. We conduct an extensive study on a proprietary database of G10 Bonds RFQs to
test the effectiveness of different aggregation functions in encoding the dynamic collaborative signals. In addition,
we compare our proposed method to relevant benchmarks from prior studies (HCF [1], LightGCN [10]). Our findings
highlight the importance of incorporating time explicitly in the modeling process. In summary, our contributions are:

• We propose personalized time decay functions to aggregate the past, assuming that the utility of past interactions
decreases monotonically with time.

• We demonstrate that using time explicitly to down-weight user-item interactions enhances the performance of
graph collaborative filtering algorithms.

• Our approach shows substantial improvements compared with different aggregation strategies, from a time-
agnostic average to more advanced methods like Gated Recurrent Unit [4] and Attention [24].

In the following sections, the terms "user-item" or "client-product" will be used interchangeably to align with the
vocabulary commonly used in the recommender systems literature.

2 BACKGROUND AND RELATEDWORK

The main objective of a recommender system is to predict the level of interest a user 𝑢 exhibits towards a specific item 𝑖

by scoring any user-item pair from the set of all users𝑈 and all items 𝐼 . Typically, historical interest are stored in the
form of an interaction matrix, denoted by A, where each entry 𝑎𝑢𝑖 corresponds to the feedback (e.g., ratings for explicit
or clicks for implicit) provided by a user 𝑢 for an item 𝑖 . In our study, we deal with an implicit feedback problem, where
interactions correspond to a binary signal, i.e., the requests for quotation (RFQs).

Collaborative Filtering (CF) is a widely used technique in recommender systems [13], with the core task of predicting
the missing entries in the interaction matrix A ∈ {0, 1} |𝑈 |× |𝐼 | . For instance, Matrix Factorization (MF) [17, 22]
approximatesA by the product of two lower-rank matrices: P ∈ R |𝑈 |×𝐸 andQ ∈ R |𝐼 |×𝐸 , such that Â = P×Q⊤ recovers
the original matrix with minimal loss of information. Each row p𝑢 in P and each row q𝑖 in Q are commonly referred
to as user and item embeddings, respectively, with 𝐸 representing the embedding size. Recent neural recommender
models [12] use similar embedding components but improve the interaction modeling by using a stack of non-linear
transformations to learn better representations and incorporating side information to improve the factorization [31].

Related Work

Conventional CF algorithms fail to account for crucial contextual factors, such as the time or order of user interactions.
Prior research has attempted to incorporate time into these methods through various approaches [3, 6], such as adding
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time as a third dimension in the rating matrix [16, 20, 30], using time in the pre-processing step to down-weight item
ratings based on recency [7, 9], or only considering items rated within a fixed time window [21]. However, most of
these approaches have focused on explicit feedback and received less attention in the context of implicit feedback.

Another line of research has used historical interactions as pre-existing features to introduce dynamics in neural
network recommender systems [5, 11, 15]. In particular, Sequential Recommender Systems (SRS) model the patterns in
user history to provide dynamic recommendations [18, 25, 26]. One such method is Caser [23], which uses convolutional
filters to model short- and long-term behaviors in a user’s history. However, SRS models often focus on modeling only
one side of the interactions, namely the user history.

More recently, Graph Neural Networks (GNNs) have emerged as the state-of-the-art approach for recommender
systems [8, 32]. By representing historical user-item interactions as a bipartite graph, GNNs capture collaborative
signals by learning representations of users and items based on their connectivity. Specifically, GNNs refine a user’s (or
an item’s) embedding by aggregating the embeddings of their local neighbourhoods [10, 27]. However, most existing
methods represent interactions as a static graph and fail to record the order of the user-item pairs, limiting their ability
to capture short-term preferences. Few studies have begun to explore this challenge [19, 29]. Notably, Wu et al. [28]
demonstrate how to construct dynamic graphs to frame the next-item prediction task as a link prediction problem.

Our research targets financial recommender systems and focuses on the link prediction approach. Building on the
previous work of Barreau et al. [1], we introduce time in the propagation step to discount the utility of past interactions.

3 METHODOLOGY

We propose a new temporal aggregation function that aims at producing better time-aware recommendations by
adaptively down-weighting the utility of past interactions - we call it Adaptive Collaborative Filtering (ACF).

Our goal is to learn a mapping function to generate temporal embedding for each user 𝑢 (and item 𝑖), at any given
time 𝑡 , based on their sequential behaviour in the past. The model prediction at time 𝑡 , measured in days, is defined as
the inner product of user and item final embeddings at that time: 𝑎𝑡

𝑢𝑖
= 𝜎 (⟨p𝑡𝑢 , q𝑡𝑖 ⟩), where 𝜎 is the sigmoid function.

The model’s outputs are used as the ranking scores to generate daily recommendations.
We decompose the temporal embedding of user 𝑢 at time 𝑡 into two components: (1) a static embedding, denoted by

e𝑡𝑢 = 𝑓1 (x𝑡𝑢 ), which captures the user’s features (i.e., IDs), and (2) a history embedding, denoted by h𝑡𝑢 = AGG({e𝑡 𝑗
𝑗
:

𝑡 𝑗 < 𝑡}), which aggregates the embeddings of the historical items, where e𝑡 𝑗
𝑗
= 𝑓2 (x

𝑡 𝑗
𝑗
) represents the static embedding

of the 𝑗 th item inquired by the user before 𝑡 .
The final user embedding is computed using a 1×1 convolutional network 𝜙1. The filters operate along the embedding

axis, and considers both static and history embeddings as separate channels (Barreau et al. [1]):

p𝑡𝑢 = 𝜙1 (e𝑡𝑢 , h𝑡𝑢 ) (1)

Similarly, we apply the same decomposition on the item side to obtain the final item embedding using 𝜙2:

p𝑡𝑖 = 𝜙2 (e𝑡𝑖 , h
𝑡
𝑖 ) (2)

The sub-scripted functions (𝑓1, 𝜙1) and (𝑓2, 𝜙2) denote separate weights for the user and item sides, respectively.
Our research focuses on the dynamic component. We define the temporal neighbourhood of user 𝑢 at query time

𝑡 as the set N𝑡 (𝑢) = [(𝑖1, 𝑡1), (𝑖2, 𝑡2), . . . , (𝑖𝑛, 𝑡𝑛)], which consists of the 𝑛 most recent time-stamped interactions of
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user 𝑢. 𝑡 𝑗 describes the timestamp when the interaction occurred (𝑡 𝑗 < 𝑡 ). The temporal neighbourhood of an item 𝑖 is
defined similarly. The history embedding is obtained by mapping the temporal set into a vector in R𝐸 .

Barreau et al. [1] propose taking a simple average of the embeddings over the set of history, which can be viewed as
linearly propagating the static embeddings on the user-item interaction graph (LightGCN[10]):

h𝑡𝑢 =
1

| N𝑡 (𝑢) |
∑︁

( 𝑗,𝑡 𝑗 ) ∈N𝑡 (𝑢 )
e𝑡 𝑗
𝑗
; h𝑡𝑖 =

1
| N𝑡 (𝑖) |

∑︁
( 𝑗,𝑡 𝑗 ) ∈N𝑡 (𝑖 )

e𝑡 𝑗
𝑗

(3)

where |N𝑡 (𝑢) | and |N𝑡 (𝑖) | denote the neighbourhood size. The current formulation assigns equal importance to all
past interactions, regardless of their temporal order. However, we suppose that recent RFQs provide a stronger signal of
interest than older ones. Consequently, it is crucial to incorporate temporal information in the aggregation to capture
the evolving nature of user preferences and account for the shifting dynamics of user-item interactions.

Moreover, not all clients share the same level of trading activity. Some may have multiple inquiries per day, while
others may have long periods between interactions. Considering a fixed number of past interactions can lead to sets of
inquiries with varying time intervals and possibly starting from different points in time. As a result, relying solely on
time to discount older interactions may be sub-optimal in representing the diverse range of time horizons.

To address the above issues, we propose to learn different time factors to reflect the relative importance of an item 𝑖

to a user 𝑢 given the time the interaction has occurred 𝑡 𝑗 . More generally, we want to learn personalized weighting
coefficients𝑤𝑡 𝑗

𝑢𝑖
to model the varying utility of the interaction based on time and the user-item pair:

h𝑡𝑢 =
∑︁

( 𝑗,𝑡 𝑗 ) ∈N𝑡 (𝑢 )
𝑤
𝑡 𝑗
𝑢 𝑗

e𝑡 𝑗
𝑗 (4)

To that end, we propose to parameterize the aggregation function with power law kernels and personalized decay
rates, i.e., we model the weights𝑤𝑡

𝑢𝑖
to be inversely proportional to the time elapsed since the interaction (Δ𝑡 𝑗 = 𝑡 − 𝑡 𝑗 ):

𝑤
𝑡 𝑗
𝑢 𝑗

=
1

Δ𝑡𝛼𝑢𝑖
𝑗

(5)

where 𝛼𝑢𝑖 are learnable decay rates given by a feed-forward neural network. To compute the decay rate, we pass the
concatenated user and item’s embeddings through a linear layer and apply a sigmoid activation to constrain 𝛼𝑢𝑖 in the
range [0, 1] - as it has shown better empirical results compared to other activation functions (e.g., ReLU):

𝛼𝑢 𝑗 = 𝜎 (𝑔1 (e𝑢 | | e𝑡 𝑗
𝑗
)) = 𝜎 (W1 (e𝑢 | | e𝑡 𝑗

𝑗
)) (6)

Figure 1 illustrates the global architecture of the model.

4 EXPERIMENTS

In this study, we conducted a series of experiments to evaluate the performance of our proposed method (ACF) against
two competing benchmarks: HCF [1] and LightGCN [10]. In addition, we compared against two other standard
benchmarks: a vanilla matrix factorization (MF) and a most popular rule (POP). Finally, we implemented variants of
ACF to study the impact of different aggregation functions on the model performance. All models are described below:

• POP: We recommend the items (or users) based on their popularity in the training set.
• MF: We maintain the same learning procedure while excluding the dynamic component from the model, i.e., the
history blocks. The only learnable parameters are the two lookup tables 𝑓1 and 𝑓2 of combined size ( | 𝑈 | + | 𝐼 |) × 𝐸.
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Fig. 1. Summary of the model architecture for a history of size 𝑛 = 3. The static embedding of the 𝑘th item (user) in the user’s (item’s)
history is denoted by e𝑡𝑘

𝑖𝑘
(e𝑡𝑘𝑢𝑘 ). Dashed and dotted arrows correspond to the concatenate and stack operations, respectively. 𝜙1 and

𝜙2 combine the ID embedding (static embedding) and first-order signal (history embedding). The history embedding is obtained
by taking a weighted sum of the static embeddings in the temporal neighbourhood. The weights 𝑤𝑡

𝑢𝑖
are optimized to capture the

varying utility of the interaction given the user-item pair, and the time elapsed since the interaction occurred.

• HCF: We use an average to aggregate the history (Eq. 3). 𝜙1 and 𝜙2 are each a 2-layers 1 × 1 convolutional network
with 64 and 32 filters respectively. The total number of trainable parameters is ( | 𝑈 | + | 𝐼 |) × 𝐸 + 2 × (2 × 64 × 32).

• LightGCN: We use a one-layer LightGCN, which is similar to HCF with the only difference of using a linear
combination for the final embedding, i.e., p𝑡𝑢 = e𝑡𝑢 + 1

2h
𝑡
𝑢 . This algorithm has the same number of parameters as MF.

• ACF-LP, ACF-LE:We keep the same architecture as HCF, with extra 2 × (2× 𝐸) trainable parameters to produce the
learnable decay rates (Eq. 6). P and E indicate respectively a power law or an exponential kernel for the decay.

• ACF-P, ACF-E: Same as previous models, but with fixed decay rates (𝛼𝑢𝑖 = 1).
• ACF-ATT: The weights of Equation 4 are defined as attention coefficients directly:𝑤𝑡 𝑗

𝑢𝑖
= 𝜎 (W(e𝑡𝑢 | | e𝑡 𝑗

𝑗
+ eΔ𝑡 𝑗 )),

where eΔ𝑡 𝑗 is a time embedding given by a look-up table (𝑓3) of size 100 × 𝐸.
• ACF-GRU:We use a Gated Recurrent Unit (GRU) with one hidden layer of size 𝐸. We take the last hidden state of
the sequence to represent the history embedding.

4.1 Data

We use a proprietary dataset from BNP Paribas, which consists of 492,702 daily requests for quotation (RFQs) between
2118 institutional clients and 2246 governmental bonds from the G10 countries recorded over 453 days. In addition to
their IDs, each client (resp. bond) at time 𝑡 is represented by the list of their 𝑛 = 20 previous bonds (resp. clients) within
a window of the past 100 days. If this list is empty, we replace the history embedding with a zero vector embedding.
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To obtain three contiguous sets,𝐷train, 𝐷val and𝐷test, we apply a straightforward temporal split to avoid data leakage.
The training set encompasses one year, from 01/08/2018 to 31/07/2019; the validation set spans one month, from
01/08/2019 to 31/08/2019; the test set also spans one month, from 01/09/2019 to 30/09/2019.

4.2 Training

We train all models using a symmetrized version of the Bayesian Personalized Ranking (BPR) loss [22], defined as follows:

L𝐵𝑃𝑅 = −(1 − 𝑝)
∑︁

(𝑡,𝑢,𝑖, 𝑗 ) ∈𝐷𝑢

log(𝜎 (𝑎𝑡𝑢𝑖 − 𝑎𝑡𝑢 𝑗 ))

−𝑝
∑︁

(𝑡,𝑢,𝑣,𝑖 ) ∈𝐷𝑖

log(𝜎 (𝑎𝑡𝑢𝑖 − 𝑎𝑡𝑣𝑖 ))
(7)

where 𝑝 , the probability of sampling a negative client, is originally set to zero. We set it to 0.5 to give equal importance
to both tasks, i.e., recommending clients and products. Let𝐷 = {(𝑡,𝑢, 𝑖) | 𝑎𝑡

𝑢𝑖
= 1} be the set of all observable interactions.

Then, 𝐷𝑢 = {(𝑡,𝑢, 𝑖, 𝑗) | 𝑎𝑡
𝑢𝑖

= 1, 𝑎𝑡
𝑢 𝑗

≠ 1} is obtained by considering all possible quadruplets (𝑡,𝑢, 𝑖, 𝑗), such that the
triplet (𝑡,𝑢, 𝑖) ∈ 𝐷 , but (𝑡,𝑢, 𝑗) ∉ 𝐷 . The objective is to learn a personalized ranking, such that each user defines a
ranking relation between items. In this case, the user 𝑢 is more interested in item 𝑖 than item 𝑗 at time 𝑡 . We also define
𝐷𝑖 = {(𝑡,𝑢, 𝑣, 𝑖) | 𝑎𝑡

𝑢𝑖
= 1, 𝑎𝑡

𝑣𝑖
≠ 1} similarly. Finally, we approximate the loss in equation 7 via negative sampling.

Our method employs non-positive uniform sampling with time constraints. Specifically, for every positive sample
(𝑡,𝑢, 𝑖), we uniformly sample a valid negative item 𝑗 for 𝐷𝑢 if it satisfies two conditions: it is not in the temporal
neighbourhood of user 𝑢 at time 𝑡 ( 𝑗 ∉ N𝑡 (𝑢)), and if the bond has not expired yet. Similarly, a negative user 𝑣 is
considered valid for 𝐷𝑖 if 𝑣 ∉ N𝑡 (𝑖), and if the client is still registered in the catalogue.

To ensure a fair comparison, we train multiple instances of each model with different hyper-parameters. We select
the best model based on the lowest validation loss. For training, we use Adam [14] with early stopping to prevent
over-fitting. The final evaluation in the subsequent section is performed on the test set.

4.3 Evaluation

After training, the model is used to generate daily recommendations. For each day 𝑡 , the model produces embeddings
for all users and items. The evaluation is carried out on the scoring perimeter, defined as the Cartesian product of all
valid users and items on that given day, which encompasses all catalogued clients and unexpired bonds.

Consider a query 𝑞 that can be either a user 𝑢 or an item 𝑖 , for which we aim to provide a list of recommended items
or users, respectively. Let 𝑅𝑞 = [𝑟 (1)𝑞 , . . . , 𝑟

(𝑙 )
𝑞 , . . . , 𝑟

(𝑘 )
𝑞 ] denote the recommendation list in descending order of output

scores, where 𝑙 denotes the rank position, and 𝑘 represents the total number of items or users. To measure the quality
of recommendations, we use two standard metrics [2]:

• Mean Reciprocal Rank (MRR) defined as:

MRR𝑡 =
1

| 𝑄𝑡 |
∑︁
𝑞∈𝑄𝑡

1

rank(𝑟 (𝑓 )𝑞 )
(8)

• Mean Average Precision (mAP) defined as:

6
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mAP𝑡 =
1

| 𝑄𝑡 |
∑︁
𝑞∈𝑄𝑡

AP(𝑞) (9)

where 𝑟 (𝑓 )𝑞 refers to the first relevant recommendation in the list, and AP(𝑝) is the average precision. 𝑄𝑡 represents
the set of queries on day 𝑡 , which consists of either the clients who made inquiries or the products that were inquired on
that day. The two query sets lead to user-side and item-side scores for each metric. To evaluate the model’s effectiveness
in providing relevant recommendations for both clients and risk managers, we use the symmetrized MRR (s-MRR) and
mAP (s-mAP) scores [1], defined as the harmonic mean of user- and item- MRR and mAP, respectively.

5 RESULTS

Table 1 reports the average performance of all models during the test period. The results demonstrate that our proposed
method (ACF) outperforms all other baselines: The best model, ACF-LE, shows substantial improvements in both
metrics - with gains of up to 16.86% in s-mAP and 12.65% in s-MRR compared to HCF. ACF-LP and ACF-ATT follow
with second and third-best scores, with only ACF-GRU underperforming the benchmark. One possible interpretation is
that recurrent-based models are not well-suited to handle sequences with variable time intervals between actions [33].

Moreover, The performance gap between HCF and LightGCN can be attributed to the choice of an appropriate
combination layer for the final embeddings. Indeed, HCF combines the static and history embeddings using two stacks
of convolutional layers, which proves to be a more effective strategy than LightGCN’s approach. In turn, both models
outperform MF, which disregards the history blocks. It suggests that the collaborative signal carried in the first-order
connectivity of the graph is valuable for the recommendation task.

The daily evaluation shown in Figure 2 reveals that most graph-based models maintain a relatively stable performance
throughout the test period, except for ACF-GRU and LightGCN. These models exhibit a decrease in performance as
we move away from the training period, showing their inability to cope with evolving interests, possibly due to the
inappropriate aggregation module (GRU) or the ineffective combination layer (LightGCN). As a result, their performance
follows the same trend as MF, which only uses static embeddings as input. The history blocks allow the model to update
the latent representations by incorporating new incoming interactions at inference time. As a result, models equipped
with history blocks can maintain a high level of performance over prolonged periods, requiring less frequent retraining.
Notably, our proposed time-encoding strategy consistently outscoring all other baselines, demonstrating its superiority
in providing reliable recommendations that capture evolving interests in dynamic settings.

Table 1. Symmetrized MRR (s-MRR) and mAP (s-mAP) are reported in percentage. The Gain row shows the percentage improvement
of the best model (highlighted in bold) compared to the benchmark (underlined).

Model / Metric s-MRR (%) s-mAP (%)
POP 1.08 0.64
MF 17.78 13.18

LightGCN 22.13 16.01
HCF 27.28 20.35

ACF-GRU 18.80 13.72
ACF-ATT 28.28 21.54
ACF-LP 30.54 23.59
ACF-LE 30.73 23.78
Gain (%) 12.65 16.86
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Fig. 2. Daily evolution of the evaluation metrics during the test period, shown for (left) s-MRR and (right) s-mAP.

To analyze the main components of our model, we compare the impact of different types of aggregation and
neighbourhood sizes on the model’s performance in Table. 2. We summarize the following observations:

• Larger neighbourhood sizes consistently correlate with better performance, as observed by the general trend
of increasing s-MRR and s-mAP values as 𝑛 increases. Interestingly, even when using a small history size (e.g.
𝑛 = 5), any model with a history block surpasses MF, suggesting that using the first-order interactions to enrich
the embeddings boosts the performance of collaborative filtering.

• The choice of a time kernel is crucial. Our experimental results show that an exponential kernel is highly sensitive
to decay rates, as seen in the stark difference between ACF-LE and ACF-E. Conversely, a power law with fixed
decay performs nearly as good as personalized decays, as shown by the slight difference between ACF-LP and
ACF-P. One possible explanation could be that interest decay might be relatively uniform across users and items
in our dataset and can be adequately modeled with a power law.

• Our experiments show that time-decayed approaches outperform attention mechanisms with time embeddings,
although both perform better than a simple average (HCF). The performance gap between the two can be
attributed to the following reasons: (1) the history sequences exhibit significant variability with many gaps and
missing values, which can hinder the effectiveness of attention mechanisms; (2) our dataset is limited in size,
whereas these models require large datasets to capture the full range of patterns and dependencies. Moreover,
attention is typically employed to highlight the most relevant interactions in a sequence, whereas our approach
assumes all history to be important but with decreasing utility over time.

The results of this section are twofold. First, incorporating a history block in recommendation models to leverage
the first-order interactions can enhance collaborative filtering. Second, selecting suitable aggregation functions, such as
time-decayed functions, is crucial for capturing the varying utility of historical data and achieving optimal performance.

6 CONCLUSION

In this paper, we introduce ACF, a novel time-dependent collaborative filtering algorithm for capturing the dynamic
signal of user-item interactions. We argue that personalizing the varying utility of the interactions using time is crucial
for recommendation tasks. Furthermore, experimental results show the effectiveness of time-decayed approaches
compared to more complicated aggregations, such as attention and recurrent-based models. This work represents an
initial attempt to integrate time explicitly into the propagation step of dynamic graphs. In future work, we plan to

8
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Table 2. Evaluation Metrics for different aggregation functions (vertically) and history sizes 𝑛 (horizontally). For 𝑛 = 0, all models
collapse to an MF and hence share the same performance. The best model is highlighted in bold

s-MRR (%) s-mAP (%)
Model / History size 𝑛 = 0 𝑛 = 5 𝑛 = 10 𝑛 = 15 𝑛 = 20 𝑛 = 0 𝑛 = 5 𝑛 = 10 𝑛 = 15 𝑛 = 20

HCF 17.78 19.98 23.14 24 27.28 13.18 14.52 17.22 18.05 20.35
ACF-GRU 17.78 17.39 18.12 18.24 18.80 13.18 12.69 13.28 13.47 13.72
ACF-ATT 17.78 22.72 24.65 25.97 28.28 13.18 17.32 18.11 19.68 21.54
ACF-P 17.78 24.29 26.01 27.55 30.24 13.18 18.5 19.97 21.37 23.49
ACF-E 17.78 18.32 20.40 21.83 28.04 13.18 13.76 15.11 16.40 21.54
ACF-LP 17.78 24.85 26.39 28.43 30.54 13.18 19 20.37 21.93 23.59
ACF-LE 17.78 23.78 25.56 27.18 30.73 13.18 18.01 19.59 20.58 23.78

investigate more design choices for time-aware propagation with higher-order connectivity and extend our approach
by incorporating dynamic attributed graphs, which involve nodes whose features change over time.
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