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Abstract This paper surveys adaptive cameras, i.e.

any camera device able to change its geometric settings.

We consider their classification in four categories: lens-

less, dioptric, catadioptric and polydioptric cameras.

In each category, we report and describe all the exist-

ing adaptive cameras. Then, the known applications of

these devices are summarized. Finally, we discuss open

research lines for new adaptations of cameras, and their

promising uses.

Keywords state-of-the-art survey ; artificial vision ;

adaptive cameras ; non-conventional cameras ; optics ;

image sensor.

1 Introduction

1.1 Motivation

More than a thousand years ago, Ibn-Al-Haytham mod-

eled the path of scene light rays through an infinitesi-

mal pinhole on the front side of a chamber, later called

camera obscura or dark room. On the back part of the

chamber, the light rays form an image, i.e. a left-right

and top-bottom inverse bi-dimensional representation

of the three-dimensional scene. After hundreds of years,

the 19th century saw the birth of the first view cam-

eras (Evens 2008). To get more light rays at once, the

pinhole is replaced by lenses. Light rays enter a mov-

able accordion box with lenses on its front part. A lot
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more compact, film cameras with objective made of

lenses and a photographic film emerged one century

later. Since two decades, digital cameras, with a matrix

of photodiodes instead of the photographic film, have

become standard. Nowadays, almost everyone have a

miniature digital camera built into one’s phone and use

them for everyday life.

Beyond consumer-grade cameras, adaptive cameras

are actively being researched. They are designed to

adapt to changes in the scene interactively or auto-

matically. Below, we draw a first general definition of

adaptive cameras.

Definition 1 – Adaptive camera: A camera is con-

sidered adaptive if the geometrical properties of its op-

tics (aperture and lenses) and image sensor are spatially

and temporally variable. ⋄

Adaptive cameras feature a large scope of adapta-

tions, which modify particularly:

– the camera viewpoint and number of viewpoints;

– the field of view, possibly non-linear, discontinuous;

– the magnification of scene elements;

– the image definition and resolution;

– the depth of field of the camera;

– the local sharpness within the image.

Section 2 dives deeper into the definitions of camera

parts and of the various subjects of adaptation.

Section 3 defines accurately four types of adaptive

cameras: lensless, dioptric, catadioptric and polydiop-

tric. Overall, this article surveys the state-of-the-art of

adaptive cameras in which lensless cameras primarily

target adapting the focus, catadioptric and polydiop-

tric cameras mainly concentrate on adapting the field-

of-view and the viewpoint whereas dioptric cameras aim

at handling them three.
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1.2 Previous surveys

In the literature, several articles survey different types

of cameras among which a subset is adaptive.

Imaging devices using coded apertures (Liang 2020),

including lensless cameras, are among computational

cameras (Zhou and Nayar 2011). They combine optical

settings and processing to produce images that conven-

tional cameras are unable to capture. This includes light

field capture devices (Levoy 2006) of which some (Conti

et al. 2020) feature dioptric designs and a few polycam-

eras. Polycameras were themselves surveyed separately

in (Olagoke et al. 2020).

Another type of camera where one finds adaptive

cameras is the bioinspired type, i.e. cameras inspired by

mammal or arthropod eyes (Kim et al. 2020). Among

them, the Artificial Compound Eyes (ACE) are com-

prehensively reported in (Wu et al. 2017; Cheng et al.

2019).

Inversely, adaptive optics is a field where we find

only adaptive cameras (Madec 2012), mostly cameras

facing deformable mirrors (DM) to compensate atmo-

sphere perturbations and improve the quality of astro-

nomical observations.

All these surveys, despite very vast, focus on differ-

ent kinds of cameras and none provides a global syn-

thesis about adaptive cameras.

1.3 Contributions

We propose a comprehensive survey on adaptive cam-

eras featuring:

– a general structure of the characteristics of adaptive

cameras ;

– the classified state-of-the-art on adaptive cameras ;

– a list of the applications of adaptive camera ;

– guidelines for future research.

This survey is also the opportunity to update older

ones (Evens 2008; Madec 2012; Levoy 2006) (almost 10

years old), without repeating all their content.

The scope of this survey is precisely defined: it does

not feature post-processing algorithms and focuses on

visible light. Finally, it does not include optical devices

meant for non-imaging purposes, such as optical fibers.

1.4 Outline

Section 2 shortly recalls the properties and characteris-

tics of conventional cameras in order to better settle the

adaptations of adaptive cameras. Section 3 proposes the

global structure of adaptive camera types. Then, Sec-

tions 4, 5, 6 report, respectively, all adaptive lensless,

dioptric, catadioptric cameras, and Section 7 presents

the polycameras. Section 8 reports all applications of

adaptive cameras. Finally, Section 9 opens the article

with a discussion on future research lines before con-

clusion (Sec. 10).

2 General properties of conventional cameras

In this section, we recall the basics of a conventional

camera with respect to which adaptations of adaptive

cameras are described in farther sections.

Definition 2 – Light field: The plenoptic function

expresses the radiance L ∈ R+ at every scene point

(x, y, z) ∈ R3, for any incident direction (ϕ, ψ) ∈ R2

and any wavelength λ ∈ R+ across time t ∈ R+ (Ihrke

et al. 2016; Adelson et al. 1991). This is thus a seven

parameters function. The light field is a simplification

of the plenoptic function to four parameters, i.e. the

time is constant, the wavelength is monochromatic and

the radiance is assumed constant along the light ray

direction (Ihrke et al. 2016). It is represented by a 2D

position (u, v) ∈ R2 and the 2D direction (s, t) ∈ R2 of

a light ray (Ng et al. 2005). ⋄

Definition 3 – Conventional camera: A conven-

tional camera is a device that captures images, i.e. 2D

slices of the 4D light field. It uses an objective made of

several lenses, a diaphragm and a planar image sensor,

often with a rectangular shape. Since cameras available

for consumers have a wide variety of fields of view, this

article qualifies as conventional any camera with a field

of view comparable with the human vision signal recog-

nition area, about 60◦ (Mâıtre 2017). ⋄

Definition 4 – Perspective camera: A perspective

camera images an object at different Z coordinates

(depth) with different sizes, whereas an orthographic

camera images it always at the same size, though with

different blurriness (Poling 2015). ⋄

The rest of this section formally recalls optical char-

acteristics and the image sensor characteristics of a con-

ventional camera.

2.1 Image formation through a lens

Even though referred as lens in consumer products,

cameras have complex objectives cascading several

lenses. However, they can be considered as centered op-

tical systems with a single focal length f ∈ R∗
+, and
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approximated as a unique thin lens (Mâıtre 2017) be-

cause they are made to share the same optical axis.

Then, thanks to geometrical optics, image formation

can be computed.

Approximated as a thin lens, a camera objective

makes light rays from object points, in the world, fo-

cusing into image points, or pixels. The thin lens equa-

tion relates point coordinate Zo ∈ R∗
+ of the object

and its counterpart Zi ∈ R∗
+ onto the image plane

along the camera optical axis c⃗Z ∈ R3, inside the cam-

era frame Fc of axes ⃗cX = [1, 0, 0]⊤, ⃗cY = [0, 1, 0]⊤,
c⃗Z = [0, 0, 1]⊤, centered at the lens:

1

Zo
+

1

Zi
=

1

f
. (1)

Furthermore, scene elements are observed smaller

and inverted after passing through a lens (Mâıtre 2017).

This is due to the transverse magnification G ∈ R, the
ratio of the object observation size over the true object

size, that can be expressed as:

G = −f/s = −s′/f, (2)

with s = Zo − f and s′ = Zi − f .

In most cases, the object is far away the camera

objective so f is negligible compared to Zo. Therefore,

the modulus of G increases as f does, so objects are

imaged bigger with lenses of longer focal length.

2.2 Image in focus

The lenses inside the objective have a diameter obvi-

ously larger than a pinhole. Therefore, they can capture

bright images without requiring a long exposure time.

The diaphragm controls the flow of light by modify-

ing the diameter D ∈ R∗
+ of the optics entrance pupil.

The objective of a camera is also characterized by the

aperture number, N = f/D (Corke 2017). All the rays

penetrating the camera objective during an exposure

time te ∈ R+ pass through the camera optical center,

i.e. the origin C = [Xc, Yc, Zc]
⊤ ∈ R3 of the camera

frame. Further away, they focus on the focal plane (also

known as focal surface), to form the circle of illumina-

tion (Kingslake 1992).

Pixels are captured sharp only if the light from

their scene point counterpart does not spread onto their

neighbors. Such scene points are in focus and belong

to the plane conjugated to the focal plane, the focus

plane (Mâıtre 2017).

2.3 Central projection model

When the points are in focus, their image counterpart

can be computed by the central projection model. In

computer vision, this model assimilates the camera to

a pinhole chamber, with a no dimension hole. Within

this model, the light rays focus at Z = f into a vir-

tual image plane, symmetric of the focal plane, i.e. the

actual image plane in this model, with respect to the

camera optical center. Thus, the image is a small ver-

sion of the scene, but not inverted (which is not the case

physically, with camera having lenses) (Corke 2017).

The three-dimensional (3D) points observed by the

camera are called object points cP = [X,Y, Z]⊤ ∈ R3,

expressed in Fc. They project into bi-dimensional (2D)

image points p = [x, y]⊤ ∈ R2:

x =
fX

Z
, y =

fY

Z
. (3)

Image points are expressed in the homogeneous form

p̃ = [x̃, ỹ, z̃]T ∈ P2 by (Corke 2017):

x̃ = fX, ỹ = fY, z̃ = Z. (4)

Introducing the homogeneous coordinates
cP̃ = [X,Y, Z, 1]T ∈ P3 of object points in Fc, the

perspective projection described above can be ex-

pressed as a matrix product:

p̃ =

f 0 0 0

0 f 0 0

0 0 1 0

 cP̃. (5)

Perspective cameras (Def. 4) follow this model. As

implied by (Eq.(4)), using a bigger focal length magni-

fies the image (which confirms the impact of f on G,

the transverse magnification (2)).

2.4 The points out of focus

When the points are not in focus, this model is not

valid anymore. Indeed, for each object point, several

light rays enter the lens instead of one. They project

onto the circle of confusion, a spot usually assumed

circular of diameter ϵ ∈ R∗
+ (Kingslake 1992). In prac-

tice, a tolerance E ∈ R∗
+ is accepted on ϵ to con-

sider the image points sharp. When the focus is made

on a point cP, and the point is far from the camera

(Z >> f), the depth of field ∆ ∈ R+ expresses the

distance between the two extreme planes in focus of

equation Z = Z+ ∈ R and Z = Z− ∈ R (Mâıtre 2017;

Potmesil and Chakravarty 1982), Z+ ≥ Z−:

∆ = Z+ − Z− =
ENZ2

f2
. (6)
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Points with Z out of the [Z−, Z+] interval are out

of focus and the diameter of their circle of confusion in-

creases as their distance to the planes of focus (Mâıtre

2017). ∆ increases as f decreases or N increases. Then,

reducing the lens diameter makes more scene elements

appearing sharp in the resulting image, at the price of

letting enter less light into the camera. To compensate

those losses, a longer exposure time may be set, if ap-

propriate.

In addition, because of imperfections on camera

lenses, image points appear sharper inside the circle

of definition than in the rest of the larger circle of illu-

mination (Sec. 2.2).

Unlike depth of field, the depth of focus Zf is in-

ternal to the camera. It sets the tolerance on the im-

age sensor placement relatively to C, to ensure ϵ < E
(Allen and Triantaphillidou 2012). For far objects, it is

expressed as:

∆f = 2N E . (7)

The depth of focus, depth of field and thin lens equa-

tion principle, additionally to a 2D, simplified, represen-

tation of the projection model, with the image reversed

since a lens is considered are all schematised in Figure 1.

2.5 The field of view

The scene elements appear sharp or blurry in the image

depending on their position with respect to the camera.

However, they can only be observed if they fall inside

the camera field of view (FOV). It is an open rectangu-

lar pyramid, starting from the camera viewpoint, which

subtends two angles θh ∈ [0, 2π] and θv ∈ [0, π], in

the horizontal and vertical planes respectively (Corke

2017):

θh = 2 arctan

(
H

2f

)
, θv = 2 arctan

(
V

2f

)
, (8)

Fig. 1: Image projection of world points, and simplified

representations of depth of field ∆ and depth of focus

∆f .

with H ∈ R∗
+ the horizontal and V ∈ R∗

+ the verti-

cal dimensions of the image sensor. Depending on the

case, it can be expressed as θh × θv, usually in degrees

unit (noted ◦), or only one of these two values. It is

important to notice that the shorter the focal length,

the wider the FOV (Mâıtre 2017).

The omnidirectional FOV, 360◦ × 180◦, is the

whole sphere surrounding the camera. However, some

works (Nayar 1997) qualify as omnidirectional a FOV

of 180◦×180◦, that this article names panoramic FOV,

to distinguish with the former.

2.6 The image sensor

From (Eq. (8)), it comes that the FOV also depends

on the image sensor dimensions. Image sensors, also

called photosensitive matrices, are, in general, rectan-

gular array of photodiodes. Two technologies, Charge

Coupled Devices (CCDs) and Complementary Metal-

Oxyde Semiconductors (CMOS) are used on digital

cameras, but CMOS are the most used image sensor

nowadays (Mâıtre 2017). A large variety of formats are

used in digital cameras, from less than 4 mm width on

smart-phones (Mâıtre 2017) to 200 mm on highly sen-

sitive cameras for sky observation (Sako et al. 2016).

The diagonal of image sensors is chosen to fit into the

circle of definition in order to minimize image blurri-

ness (Langford 2000). The photodiodes, also called pho-

tosites, or photodetectors, but mostly known as pixels,

convert the incoming light photons on the image plane

into pixel brightness, coded on several bits (Mâıtre

2017).

Definition quantifies the number of pixels (R × C,

R,C ∈ N∗) along the image sensor width and height,

whereas resolution gives the size (ku × kv, ku, kv ∈
R∗

+) of its photodiodes. Photodiodes are generally

square-shaped and measure between 0.9 and 10 µm of

side (Corke 2017; Mâıtre 2017). The smallest the photo-

diodes, the highest the level of perceptible scene details.

However, photodiodes of a few micrometers side gener-

ate spatial noise in images (Goy et al. 2001). Thanks to

the resolution of the camera, the image plane coordi-

nates p (Eq. (3)) can be converted into digital, or pixel,

coordinates u = [u, v]T ∈ R2 by (Corke 2017):

u =
x

ku
+ u0, v =

y

kv
+ v0, (9)

with (u0, v0) ∈ R2 the principal point, where the optical

axis intercepts the image plane.

Finally, one can directly derive the pixel coordinates

of a 3D point of the scene in focus by:
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ũ =

1/ku 0 u0
0 1/kv v0
0 0 1

f 0 0 0

0 f 0 0

0 0 1 0

 cP̃, (10)

with ũ = [ũ, ṽ, w̃]T ∈ P2 the homogeneous pixel

coordinates where ũ = uw̃, ṽ = vw̃ and w̃ ∈ R∗.

Both optical settings and image sensor character-

ize the cameras. The previously recalled definitions are

bases used for adaptive cameras, of which a general

classification is proposed next.

3 State-of-the-Art structure

In this article, we classify the cameras in four main

categories:

– lensless cameras

– dioptric cameras

– catadioptric cameras

– polycameras.

Each category is represented in Figure 2 and defined

below.

Definition 5 – Lensless camera: A lensless camera

is only made of apertures and an image sensor. ⋄

The most basic lensless camera is a pinhole, but it is

not energy efficient, since only little light pass through

this small aperture. Over the years, designs with more

apertures (Fig. 2a) have been proposed. Optical masks

with transparent and opaque regions or array of pin-

holes are used by lensless cameras instead of the lenses

and diaphragm of conventional cameras (Boominathan

et al. 2016).

Definition 6 – Dioptric camera: Components of a

dioptric camera are an objective made of lenses and a

diaphragm, and an image sensor (Fig. 2b). ⋄

Conventional cameras (Def. 3) are dioptric. How-

ever, properties differ between designs, for instance for

a field of view wider than the recognition area of the

human vision system (Sec. 2.5).

Definition 7 – Catadioptric camera: A catadiop-

tric camera combines mirrors to objective components

of a dioptric camera. ⋄

Mirrors of a catadioptric camera can be in the ob-

jective, especially the ones with a very long focal length

(Sec. 2.1), to reduce bulkiness, compared to much more

common dioptric objectives (Mâıtre 2017). Other cata-

dioptric cameras are dioptric cameras pointed to a mir-

ror (Fig. 2c), possibly curvy to change the camera

FOV (Baker and Nayar 1999).

Definition 8 – Polycamera: A polycamera is a clus-

ter of several lensless, dioptric or catadioptric cameras,

possibly a combination of several types (Fig. 2d), there-

fore, relying on several image sensors. Images acquired

by them are merged into the polycamera image. ⋄

Then, we consider as adaptive any camera able to

change its optical settings online, in contrast to static

cameras with constant properties over time. Hence, we

divide each of the four main categories of cameras into

three subcategories, depending on camera adaptability:

static, manually adaptive, and automatically adaptive.

Definition 9 – Camera with static properties:

These cameras do not change their optical or image

sensor properties over time. ⋄

In this survey, very few cameras of static properties

are presented, only for the purpose of positioning the

adaptive designs.

Definition 10 – Manually adaptive cameras:

When the user directly acts on a physical degree of

freedom of the camera to change one of its properties,

thus impacting captured images, the adaptation is con-

sidered manual. ⋄

(a) (b)

(c) (d)

Fig. 2: Schematic design of the considered cameras: a

lensless camera (a), a dioptric camera (b), a catadiop-

tric camera (c), a polycamera (d).
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A basic example of manual adaptation is acting on

a ring of a camera objective to move the lenses allowing

to directly change the plane of focus.

Definition 11 –Automatic adaptation: Any adap-

tation which is not directly controlled by the user is

automatic. The user gives a target, then the camera

modifies one or more of its optical or image sensor ge-

ometrical properties to impact the captured image ac-

cordingly. ⋄

For instance, if the user selects an area in the live

view of a dioptric camera, optical blocks therein are

automatically controlled to change the focus in order

to maximize the sharpness of the selected image area.

Figure 3 proposes a set representation of the hi-

erarchical structure of camera types, interlinked with

their adaptability. Every adaptability are comprehen-

sively surveyed for each camera type in Sections 4 to 7.

Remark 1 (Automatic lensless cameras) So far, there

is no automatic lensless cameras in the state-of-the-art.

Therefore, Section 4 reports existing static and manu-

ally adaptive lensless cameras. The latter are separated

in two different categories, the lensless cameras with an

aperture changing of shape and the ones which can be

curved as a whole.

Fig. 3: The interlinked structure of the state-of-the-art.

4 Lensless cameras

With several to many apertures, lensless cameras cap-

ture much more light rays at once than a pinhole, even

more than conventional dioptric designs (Boominathan

et al. 2016). Marginal in the state-of-the-art, lensless

cameras (Def. 5) are hundreds of times thinner (10 to

500 µm thick) than conventional ones (10 to 20 mm

thick) (Asif et al. 2016). Instead of “bulky” optics, these

designs are made of a coded aperture parallel to an im-

age sensor (Boominathan et al. 2016). Hence, for each

light source, a shadow of the mask is cast on the sen-

sor, so reconstruction algorithms are needed to exploit

the images. Among them, compressive sensing produces

images of a higher resolution than the number of cap-

tured measurements (Qaisar et al. 2013).

4.1 Lensless cameras with static properties

Without any lens, an image sensor would simply record

the average light intensity from the scene (Boomi-

nathan et al. 2016). To solve this issue, Coded aper-

ture imaging uses arrays of pinholes or optical masks

with optimized patterns to focus an image on the sen-

sor. Mainly, two types of mask are suitable for lensless

cameras (Boominathan et al. 2020):

– phase masks, which modulate the phase of the in-

coming light rays thanks to constructive and de-

structive interference ;

– amplitude masks are patterns of opaque and trans-

parent rectangles. Opaque ones block light rays

while transparent rectangles let them pass through.

This section focuses on lensless cameras based on

amplitude masks or arrays of pinholes, because adap-

tive cameras are inspired by them. Among manufac-

turers, Hitachi®is developing a lensless camera with

a phase mask, consisting of concentric opaque rings

printed on a permeable film (Hitachi® 2017). Such

mask, alternating transparent and opaque rings, is

called a zone plate, and extends the camera depth of

field (Sec. 2.4) (Indebetouw and Bai 1984).

Amplitude masks were used more than 50 years

ago for X-ray and gamma rays imaging because of

their high signal to noise ratio (Fenimore and Cannon

1978; Gottesman and Fenimore 1989). At first, such

masks were implemented on dioptric camera lenses (see

Sec. 5.3.1). Only 500µm thick, FlatCam (Asif et al.

2016) is a lot more compact than any dioptric cam-

era. This lensless camera directly combines an image

sensor of 6.7mm diagonal to capture 512 × 512 pixels

color images. It uses an amplitude mask separable in

two orthogonal patterns of large stripes, optimized for

light efficiency. This camera is more compact than con-

ventional ones, though is only able to image the scene

within a narrow set of depths (approximated by a single

depth plane) (Hua et al. 2020), whereas pinhole cam-

eras are supposed to have a virtually infinite depth of

field (Young 1971).

Lensless cameras based on pinhole arrays produce

multiple images of the same scene (one for each pin-

hole) (Newman and Rible 1966). The optimal pinhole

size, which depends on the distance from the sensor

to the pinholes, is a few hundreds of µm for lensless
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cameras. Several adaptive lensless cameras are based

on that principle to build up 3D images or discontinu-

ous FOV (Sec. 4.2.1).

In theory, pinhole cameras have a 180◦ FOV

(Sec. 2.5) with no distortion (Young 1971). Therefore,

the FOV of a lensless camera is limited to 180◦ in the

forward direction only. To increase this maximum FOV,

the super FOV lensless camera captures both its front

and rear spaces (Fig. 4) (Nakamura et al. 2019). It con-

sists in two CMOS sensors of 384 × 384 pixels, face to

face, both of them with randomly 40µm×40µm square

holes in blocks of 4 × 4 pixels. To obtain the best im-

age quality, the ratio of air holes on the surface is 50%,

determined by simulation. This system relies on com-

pressive sensing algorithms (Qaisar et al. 2013) to re-

construct high resolution images with a small number

of measurements. This camera should be able to acquire

the omnidirectional FOV, though the proposed proto-

type acquires images of conventional FOV on both sides

of the sensor (Nakamura et al. 2019).

4.2 Manual adaptations

To our knowledge, lensless cameras are all manually

adapted, none of them is automated. Nonetheless, since

their adaptations are very different in nature, the adap-

tive lensless cameras are subclassified below in two cat-

egories, depending if the aperture or the camera curva-

ture can change.

4.2.1 Adaptive optics: aperture

Apart from one, all adaptive lensless cameras have

a modifiable aperture. They either rely on array of

pinholes, each being either opened or closed, or optimal

masks with transparent or opaque rectangles.

Fig. 4: Working principle of the super FOV lensless

camera (reproduced from (Nakamura et al. 2019)).

Viewpoint adaptation: Opening a single pinhole

sets the viewing direction of a lensless camera (Zomet

and Nayar 2006). Changing the opened pinhole

avoids to pan and tilt the camera, motion blur and

mechanical constraints. This is implemented by a

single attenuating liquid crystal (LC) sheet, with a

locally controlled transmittance, just in front of an

image sensor. On a prototype, a LC sheet placed at

55 mm of the (dismounted) lens mount of a camera,

simulates arrays of 0.33 mm × 0.33 mm closed or

opened pinholes (Zomet and Nayar 2006). Shifting

the open pinhole changes the scene-to-image mapping

Wx, i.e. the region of the scene represented in the

image. Adding layers of LC sheets can produce several

pinholes simultaneously. Then, the mappings Wx are

multiplied, hence multiple sub-images ix are captured

simultaneously (Zomet and Nayar 2006). The image

Imerged merges all the sub-images ix, gathering disjoint

scene regions (Fig. 5c).

If the viewpoints get closer, their field of views over-

lap. Therefore, multiple views of the same scene content

can be captured, e.g. for 3D reconstruction. However,

the proximity of the pinholes makes the reconstructed

images blurred (Schwarz et al. 2015, 2016). To capture

all these viewpoints sharp, (Schwarz et al. 2016) pro-

poses to multiplex the pinhole array. During a single

acquisition on an exposure time tmax ∈ R∗
+, the pin-

holes viewing a scene region (3D) X = (X,Y, Z) ∈ R3

are opened during time samples tk < tmax, capturing a

sub-image ik(X), and closed the rest of the time. Then,

gathering all the sub-images ik(X) produces a bright

and sharp image Icapture(X) =
∑K

k=1 ik(x, y) · tk of the

scene region (X) (Schwarz et al. 2016).

(a)

(b)

(c)

Fig. 5: A lensless camera with 3 pinholes (a), an image

of a scene captured by a conventional camera (b) and

the same image, taken at the same viewpoint, captured

with the lensless camera configured as Fig.5a (c) (re-

produced from (Zomet and Nayar 2006)).
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In order to capture all the sub-images ik(X), the

camera of (Schwarz et al. 2016) is made of 3 × 3

individual units of controllable apertures. Each unit

consists in three layers with 17 pinholes in total, each

being 150µm in diameter. Practically, the multiplexing

consists in switching the layers during a single expo-

sure. The aperture layers are switched by settings.

Compressive sensing: Opening and closing pinholes

during the exposure time can be used for compressive

sensing (Sec. 4.1) (Huang et al. 2013).

In contrast with aforementioned lensless cameras,

when scene elements are about ten centimeters close to

a camera with an aperture array, closing the apertures

(u, v) ∈ R2 makes the photodiode in the image sensor

at the same position (u, v) not recording light anymore.

Then, the corresponding pixel (u, v) is black in the

image (Huang et al. 2013). This only applies in the

specific case where scene elements are close to the

camera. The adaptive aperture of this camera consists

in a LC sheet of 302×217 square elements (like pixels).

Each one is individually controllable to transmit

or block the light rays. Therefore, the number of

transmitting apertures directly changes the number of

measurements, as a ratio of the 65534 pixels. Figure 6b

displays an example image reconstructed from 25% of

measurements. Nonetheless, the prototype (Fig. 6a) is

clearly tens of centimeters thick, which is way thicker

than any other lensless camera.

Focusing: The last adaptation reported in this sec-

tion is focusing. Changing the shape of a coded aperture

can also change the location of the plane of sharp fo-

cus (Hua et al. 2020). Inspired by FlatCam (Asif et al.

2016), SweepCam can image sharp scene elements ly-

ing in up to j = 34 settable planes at different depths

Zoi ∈ R∗
+, with i ∈ [0, 33] ⊂ N. Translating the ampli-

tude mask of this camera by 0.78 cm along the X axis

(a) (b)

Fig. 6: Camera prototype achieving adaptive compres-

sive sensing (a) and image reconstructed from sparse

measurements (25% of the maximum amount of pixels)

(b). Reproduced from (Huang et al. 2013).

(parallel to the u axis of the image sensor), moves the

plane of sharp focus from 2.7 cm to 18 cm.

Instead of a mechanically translated mask, the pro-

totype actually uses a programmable amplitude mask,

made of a LC sheet between two cross polarizers. It is

made of a 13 × 13 pattern of 2.27 mm variable opti-

cal and transparent regions of different areas. The pixel

pitch of the LC sheet, i.e. the size of the smallest resolv-

able element, of 36µm constrains the image definition

(up to 960× 600 pixels). In this hardware implementa-

tion, the contrast ratio of the LC sheet (200 : 1) bounds

the signal-to-noise ratio (SNR) of the captured images.

4.2.2 Adaptive optics and sensor: deforming aperture

and sensor for focusing

This lensless camera is made of a 300µm thick Söller

collimator and two luminescent concentrators as an im-

age sensor (Koppelhuber and Bimber 2017). In practice,

since it is very difficult to make a 300µm thick Söller

collimator, the actual one is 6 mm thick.

A Söller collimator is a stack of several pinhole ar-

rays. Unlike a single aperture (Fig. 7a) and thin aper-

ture arrays (Fig. 7b), a Söller collimator (Fig. 7c) is

designed to only let pass light rays perpendicular to

its surface (Koppelhuber and Bimber 2017). Actually,

each aperture lets enter light rays of incident angle in

[0, α], with α ∈ R+ the collimation angle (expressed in

degrees here, for convenience).

The extent β ∈ R∗
+ of captured light ray directions

increases as the curvature κ ∈ R∗
+ of the collimator

(a) (b)

(c)

Fig. 7: The path of the incoming light rays through a

single aperture (a), several apertures (b) and a Söller

collimator (c).
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(Fig. 8a):

β =
Wκ180

π
, (11)

with W the width of the collimator.

Curving the Söller collimator can increase the FOV

of this camera up to 195◦ (Koppelhuber and Bimber

2017). Indeed, the overall horizontal FOV of this lens-

less camera is θh = α + β. Hence, this lensless cam-

era (with W = 20cm) views an horizontal FOV of

θh = 15.19◦ + 180◦ when flexed with a radius of cur-

vature r = 1/κ = 62.5 mm. However, because of Söller

collimators properties, this camera is mostly suitable

for short-distance imaging, capturing sharp the objects

within a few centimeters.

4.3 Wrap-up

Despite the bulkiness of some of the prototypes pre-

sented above, such as the compressive sensing camera

(Sec. 4.2.1), lensless cameras are the thinnest cameras.

Since their optics do not include lenses, they can be

only a few mm thin (Asif et al. 2016). However, this

absence of lenses reduces the light-efficiency of these

cameras (Liang 2020; Boominathan et al. 2016, 2020).

Hence, they use coded apertures and the raw images

cannot be interpreted directly. They acquire multiple

sub-images which need to be merged (Asif et al. 2016;

Zomet and Nayar 2006; Schwarz et al. 2016), or im-

ages with a few measurements only (Huang et al. 2013;

(a) (b)

(c)

Fig. 8: The light rays captured for a concave (a), planar

(b) and convex (c) curvature of the Söller Collimator.

Reproduced from (Koppelhuber and Bimber 2017).

Nakamura et al. 2015, 2019). Therefore, the data cap-

tured need to be post-processed before obtaining an

image (Qaisar et al. 2013), this procesing inducing de-

lays (e. g. 100 ms in (Boominathan et al. 2016)). Recent

approaches use neural networks to reconstruct images

with higher quality, but they require even more time,

up to 10 minutes (Liang 2020).

Because of these drawbacks, researches focus on de-

signing static lensless cameras and developing the asso-

ciated reconstruction algorithms. Indeed, lensless cam-

eras are still emerging, and only a few of them can be

considered adaptive. On the contrary, there are many

adaptive dioptric cameras.

5 Dioptric cameras

By using lenses, dioptric cameras (Def. 6), including

conventional cameras (Def. 3), show a lot more diverse

set of designs than lensless cameras (Sec. 4). Because of

their huge number, they are classified below depending

if their optics, image sensor or both of them are adap-

tive, manually (Sec. 5.2) or automatically (Sec. 5.3).

But first, we review the non-adaptive dioptric cameras,

focusing on the unconventional ones (Sec. 5.1) that in-

spire adaptive dioptric cameras.

5.1 Dioptric cameras with static properties

5.1.1 Unconventional optics

Recall that the FOV of a conventional camera is larger

when its focal length is short (Sec. 2.5). For instance, a

lens of f = 10mm, mounted on a 24mm×16mm image

sensor (Zeiss® 2021), perceives a 107◦ × 74◦ FOV.

In order to sense a wide FOV on the image plane, pe-

ripheral angles are compacted by fisheye lenses (Mâıtre

2017). One distinguishes full-frame fisheyes, which ex-

pose the whole sensor but have a cropped FOV,

with circular fisheye (Fig. 9) which project the whole

panoramic FOV in a subpart of the sensor (Bet-

tonvil 2005). Moreover, hyper fisheye lenses capture a

FOV larger than 200◦, e.g. 220◦ (Okumura 2017) and

even 280◦ for the Entaniya280® (Entaniya® 2021).

Whereas fisheye lenses available for consumers can-

not capture a FOV wider than 280◦, researches tend

to increase this value e.g. the fisheye objective cap-

turing a FOV of 310◦ (Martin 2004). Optically, fish-

eye lenses consist in an objective with a large diame-

ter entry lens (Bettonvil 2005) (for instance, 77.5 mm

for (Nikkor® 2023)) with an important curvature, and

several lens groups. Nonetheless, such optics allows to
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(a) (b) (c)

Fig. 9: A camera equipped with a fisheye lens (a), a

calibration dot pattern (all dots are the same size) (b)

and its image captured by the fisheye camera (c).

sense a wide FOV at the price of important distor-

tions. Therefore, the image resolution (10) is not uni-

form (Mâıtre 2017). Surfaces of the scene with the same

area, equally distant to the camera, occupy more pixels

if they are imaged at the center than the borders of the

panoramic image.

Another type of unconventional dioptric camera is

the plenoptic camera1 made with a microlens array to

capture the incoming light field (Def. 2). Recall that

pinhole-array based lensless cameras can capture sev-

eral sub-images ik(X) of a scene region neighboring X

(Sec. 4.2.1). The microlens array have a similar effect,

capturing mutiple viewpoints as ik of the same scene

object (Levoy 2006; Ng et al. 2005). Then, the stack of

subimages ik can be merged to reconstruct depth (Jeon

et al. 2015) or to perform digital refocusing, i.e. chang-

ing the plane of sharp focus after the light acquisi-

tion (Ng et al. 2005). Since each microlens in the ar-

ray covers a fraction of the sensor, the resolution of the

captured image is lower than for a conventional camera

using the same number of photodetectors.

5.1.2 Unconventional image sensor

Apart from the optics, the image sensor of a dioptric

camera can also differ, in dimension and shape, from a

conventional camera.

To capture gigapixel images, i.e. with a definition

(Sec. 2.1) of billions of pixels, several cameras use a

wide sensor surface of tens of cm (Flaugher et al. 2015;

McLeod et al. 2015; Kahn et al. 2010). The largest im-

age sensor ever made consists in 189 individual CMOS

sensors distributed within a circle of 634 mm diame-

ter (Fig. 10) to capture images with a definition of 3.2

gigapixels (Kahn et al. 2010). The lenses of such large

image sensor are obviously large, e.g. the camera of the

Legacy Survey of Space and Time (LSST) will com-

bine the 634 mm image sensor and three lenses, up to

1 Two brands, Lytro® (Lightfield Forum® 2023) and
Raytrix® (Raytrix® 2021) have provided light field cam-
eras, until 2018 for Lytro®.

Fig. 10: The sensor surface of the future camera of the

LSST (reproduced from (Standford 2020)).

1.57 meters in diameter (Lawrence Livermore National

Laboratory 2019).

Very large or not, lenses imply a non-uniform illu-

mination of the image plane because, physically, after

passing through a lens, light rays are really focused on

a curved surface, not a plane, because of the Petzval

field curvature. Therefore, either the center or the bor-

ders of the image can appear sharp at once, on a pla-

nar sensor (Jung and Won 2020). Similar to the retina

shape in the human eye, a curved image sensor matches

the Petzval surface to capture sharp images. Combin-

ing specific lenses of opposite curvature may flatten the

field but makes larger objectives which contribute to

additional aberrations (Guenter et al. 2017).

One of the lens aberrations is chromatic optical

aberrations, i.e. blurriness for several wavelengths in

color images (Korneliussen and Hirakawa 2014). A

curved image sensor with a concave surface reduces

these aberrations to capture sharp images.

The electronic camera eye combines a focal surface

of hemispherical shape with a transparent dome, a sin-

gle lens placed at the top of the dome. This camera

captures images with a wider and more uniform focus

and intensities than planar image sensors (Ko et al.

2008). During the manufacturing process, an array of

photodiodes is attached to a disk membrane made of

silicone, which is deformed by ten independent paddle

arms, to make an hemispherical focal surface (Sec. 2.2).

Its radius of curvature is about 1 cm (corresponding

approximately to 60◦ of curvature). The pixel density

is severely reduced by the pixel pitch of about 1 mm,

which constrains the image definition by 16×16 pixels.

Practically, only square patterns, 75 mm away from the

sensor, have been captured by the prototype, yet.

Curved image sensors are also capable of improving

the brightness in the image corners. Conventional cam-

eras suffer from the vignetting effect, the image bright-

ness in the corner is severely reduced compared to the

center (Zheng et al. 2008)2. Bending a CMOS sensor

2 the brightness loss can reach 90% in the case of Canon
50 mm f/1.2 lens mounted on a Canon 1DS Mark III
body (Guenter et al. 2017).
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dramatically reduces the vignetting effect, cancelling

almost all losses, but the maximum curvature is lim-

ited (Guenter et al. 2017). Indeed, curving the sensor

more than 36◦ would cause damages to its components.

Therefore, the applicability of wide-angle lenses is lim-

ited, since the optimal curvature of the sensor depends

on the lens. For instance, with a monocentric lens3,

the degree of curvature must equal the FOV to cap-

ture sharp images with a uniform illumination (Guenter

et al. 2017). Some techniques, based on lithography and

molding, allow to directly manufacture highly-curved

image sensor surfaces, but they are still very expen-

sive (Zhang et al. 2017).

5.1.3 Unconventional optics and image sensor together

Each of unconventional optics and unconventional im-

age sensor impacts camera characteristics. But none of

them is flawless. Combining them together has led to

benefit of the advantages of both.

First, images captured by fisheye lenses are de-

graded by a high off-axis illumination (Martin 2004).

Most light rays with a relatively large angle of in-

cidence, e.g. 65◦ for a 310◦ FOV fisheye, wont pass

through the aperture, hence the peripheral regions of

the image will appear darker (Martin 2004). Curved

image sensors compensate such illumination falloff. In-

deed, a camera combining an hyper fisheye lens with a

concave curved image sensor captures a 200◦ wide FOV

almost exempt of chromatic aberrations and peripheral

illumination losses (Lee et al. 2017). The latter combi-

nation improves the image quality but the panoramic

images still feature distortions.

Whereas cameras with concave image sensors are

inspired by mammal eyes, arthropod eyes have in-

spired the most recent convex artificial compound eyes

(ACE) (Kim et al. 2020). ACE are cameras with mul-

tiple lenses and apertures which mimic the facets of

arthropod eyes, the ommatidiae (Wu et al. 2017; Cheng

et al. 2019).

Remark 2 (Polycamera and Artificial Compound Eyes)

Since ACEs use only one image sensor, not always

CMOS or CCD but still relying on a single electronic

board, they are considered as dioptric cameras in this

survey. In (Cheng et al. 2019), polycameras (Def. 8)

are classified as a subpart of ACEs. However, because

they require one image sensor per individual camera,

polycameras are reported in a different section (Sec. 7).

3 A monocentric lens consists in spherical optical elements
arranged concentrically around a central point. Its FOV can
reach more than 120◦ (Ford et al. 2018).

The first ACEs, developed during the late 1990’s

and early 2000’s, are compact planar cameras capturing

multiple images of the scene simultaneously (Tan et al.

2004; Hamanaka and Koshi 1996). The most famous

one, TOMBO (Fig. 11a), is made of a microlens ar-

ray, a separation layer (a 120 µm thick array of square-

shaped holes) and a planar image sensor (Tan et al.

2004). Closer to arthropod eyes, a curved ACE captures

180◦ × 60◦ FOV. The curvACE prototype consists in

a convex image sensor, of 630 ommatidiae distributed

in 42 arrays of 15 photodetectors, under a curved mi-

crolens array (Floreano et al. 2013) (Fig. 11b). This

wide FOV is recorded as a 112× 112 pixels image. The

size of a photodetector prevents a higher definition for

a compact ACE.

Curved ACEs may capture images with a spatially

variable field-of-view, i.e. with different transverse mag-

nifications (2) in the single captured image. Thus, the

number of pixels that occupies an object in the image

depends on its location in the scene. A trifocal ACE im-

ages scene objects with three different magnifications. It

is made of a curved microlens array and a planar image

sensor (Li et al. 2018). The microlens array is divided

into three fan-shaped areas of 120◦, each having its own

focal length: 1.927 mm, 2.227 mm and 2.527 mm.

The latter spatially non-constant focal length leads

to several different magnifications but always the same

three. Hence, it is tailored for a scene where each con-

sidered object needs to be at an accurate distance of the

camera. Otherwise, the camera should feature some de-

grees of freedom, e.g. variable focal length, either man-

ually actuated (Sec. 5.2) or automatically controlled

(Sec. 5.3).

(a) (b)

Fig. 11: (a) TOMBO architecture (reproduced

from (Chan et al. 2006)), (b) CurvACE prototype (re-

produced from (Floreano et al. 2013)).
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5.2 Manual adaptations

In this section, dioptric cameras are classified depend-

ing if their optics, image sensor or both vary temporally

from direct manual input.

In regards with adaptive optics (Sec. 5.2.1), adap-

tations of conventional cameras are described before

less common optical adaptations. Then, deformable or

moving image sensors behind static optics are discussed

(Sec. 5.2.2). Finally, this section reports dioptric cam-

eras with both adaptive optics and sensor, including

manually deformable ACEs (Sec. 5.2.3).

5.2.1 Adaptive optics

5.2.1.1 Moving lenses

Adaptive FOV: As implied by (2), the transverse

magnification G increases as the focal length f of a

lens does, allowing to zoom in elements of a scene.

The zoom can be approximated by a homothety for

planar objects in frontal position inside the plane of

sharp focus (Mâıtre 2017). By moving the elements

of an afocal system, i.e. a divergent lens between two

convergent ones, the focal length of the camera changes

while keeping (approximately) the same scene elements

in focus (Fig. 12) (Mâıtre 2017). Lens movements

inside the camera objective are often non-linear, there-

fore (Lenk et al. 2019) proposes to replace one of the

middle lens by a tunable lens, which can change focal

length without moving, to simplify the movements

of the other lenses while zooming. Tunable lenses,

detailed in a survey on biosinspired cameras (Kim et al.

2020) and a survey on varifocal lenses (Kang et al.

2020), are mostly made of deformable membranes,

actuated thanks to mechanical or electronic elements,

or the variation of pressure of air or liquids.

Objectives which can change focal length in a zoom

range [fmin, fmax] are characterized by their zoom ratio

fmax/fmin (Clark and Wright 1973), also called zoom

factor (Demenikov et al. 2009). On available products,

the zoom factor is up to several tens 4.

Zooming lenses of conventional cameras are bulky

since they involve a mechanism which moves the lenses.

Replacing the movements of lenses by tunable lenses,

made of liquid crystal (LC), minimizes the size of the

whole objective to about 10 cm (Lin et al. 2011). Such

lenses change focal length thanks to intrinsic deforma-

tions, i.e. the orientation of crystals inside LC lenses.

However, one only reaches a zoom ratio up to 7.9, when

4 60 on the Samsung Digital Camera WB2200® (Sam-
sung® 2023) or even 125 for Nikon COOLPIX
P1000® (Nikon® 2022).

(a)

(b)

Fig. 12: Principle of the zoom: an afocal system, i.e.

a divergent lens between two converging ones move to

change the magnification of objects. Example of small

(a) and large (b) magnifications.

the object is only 10 cm away from the lenses, and de-

creases as the object goes farther.

Electronically deformable liquid lenses, between two

solid lenses, are another intrinsic lens adaptation. With

three of them, a microscope zooming objective has a

continuous zoom change in the range [7.8, 13.2] mm (Li

et al. 2016), contrary to conventional microscopes,

which switch between a few preset values of zoom.

It behaves similarly as the eye accommodation,

where the eye lens modifies its own shape to focus

on something, rounding to focus at near object and

flattening for further ones (Allen and Triantaphillidou

2012).

Focusing: When focusing on an object point cP ,

all the objects within the two extreme plane of focus

Z+ and Z− appear sharp (Sec. 2.4). Focusing satisfies

the lens law (1), i.e. for a fixed focal length f , the depth

Z = Zi of the image point perfectly in focus depends

on the depth Z = Zo of cP (Allen and Triantaphilli-

dou 2012). Therefore, the camera is focused at infinity

(Z0 = ∞) when the distance between the camera opti-

cal center (main lens) and the image sensor is Zi = f .
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As the objects get nearer the camera, Zo decreases so

Zi must be increased by a focusing extension Ze to im-

age them sharply. Practically, focusing a conventional

camera objective is achieved by the movement of all its

lenses as a single unit which directly increases Zi (Allen

and Triantaphillidou 2012) (Fig. 13).

Even though harder to achieve, alternative methods

allow focusing (Allen and Triantaphillidou 2012). Mov-

ing the front lens changes the focal length instead of the

lens-to-image-plane distance, which also changes the el-

ements in focus. Adding a lens in front of an objective

completes the previous methods to focus on scene ob-

jects of less than 1 meter distant to the camera. With

internal focusing, an internal optical group moves be-

tween the front and the back lenses to modify f instead

of Zi without changing the external objective shape5.

Furthermore, the depth of field ∆ can also be

modified by changing the diaphragm aperture D

(Sec. 2.4). The smaller the aperture, the higher the

value of the depth of field.

Adaptive viewpoint and focus: Whereas those meth-

ods accurately set the depth of the two extreme planes

in focus, moving the objective (all optical blocks)

changes the orientation of the plane of sharp focus and

the image position on five different ways, w.r.t. a fixed

image sensor (Herbert 1960). To avoid bulky motors,

each movement is possible with miniaturized designs as

Perspective-Control (PC) adapter (Phillips et al. 1984).

This shifts the camera objective up and down or left and

right, and also rotates around the camera optical axis,

while keeping the objective and the image planes paral-

lel. The circle of illumination (Sec. 2.2), which is bigger

than the sensor, is thus moved relatively to the im-

age sensor (Langford 2000). The image is then virtually

translated, or rotated, by approximately the same dis-

tance as the lens actually is (Stroebel 1999). Therefore,

shifting the camera lens acts exactly like moving the

image sensor inside an image circle with a wide diame-

ter. According to the projection model (3), a movement

δx = {δx, δy} ∈ R2 inside the image plane corresponds

to a movement6 δX = δx Z
f ∈ R2 of the camera as a

whole.

5 A lot of camera objectives, like Nikkor Z 58 mm for
Nikon® cameras (Nikon® 2019) or FE C 16-35 mm T3.1
from Sony® (Sony® 2023), have rings to manually set the
distance of the two extreme planes of sharp focus Z+ and Z−

(in meters or in feet), but not independently.
6 With a Nikon 35mm PC Nikkor® (f =

35 mm) (Nikkor® 2022) for a 6 m distant scene ob-
ject, a 2 mm lens translation moves the viewed object of
36 mm and a 10 mm translation up to 1.78 m (Phillips et al.
1984).

(a)

(b)

Fig. 13: The objects are within the depth of field δ far

from the camera if Zi is close to f (a). Extending Zi

by a focusing extension Ze allows to image near objects

(b).

Optical adaptations can also make disjoint blurry

and sharp areas in an image, by the mean of rotating

the plane of sharp focus. For instance, one could have
sharp objects both in the foreground and the back-

ground, and all the surrounding objects blurry. Ro-

tating the objective of θ = {θx, θy} ∈ R2 (in rads)

around the vertical and horizontal axes is called swing-

ing and tilting (Stroebel 1999). Hence, the orientation

ψ = {ψx, ψy} ∈ R2 (in rads) of the plane of focus

(Sec. 2.4) is computed with the Scheimpflung princi-

ple: the image plane, the lens plane and the plane of

focus must intersect along one line (Scheimpflug 1904).

θ and ψ are related by:

tanψx =
Zi

Zi cos θx − f
sin θx (12)

tanψy =
Zi

Zi cos θy − f
sin θy (13)

with Zi the distance between the optical center of the

camera and the image plane. These two movements

make the image and lens planes not parallel anymore.
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Therefore, the two extreme planes of focus are not par-

allel either. Indeed, the distance between them, i.e. the

depth of field (Sec.2.4), increases as the depth of the

scene elements does (Merklinger 1996). A 10 cm length

objective combining a tilting part of three lenses and a

fixed part indeed rotates the plane of focus (Nanjo and

Sueyoshi 2011).

Tilt-shift lenses consist in adapters which can be

mounted on a conventional camera objective (Scholz

et al. 2014). These lenses enable to both change the

orientation of the plane of sharp focus and move the

camera viewpoint, thanks to the tilt (Fig. 14a) and the

shift (Fig. 14b) described above. A magnetic position

sensor can be added to locate the tilt-shift lens with

respect to the camera image sensor (Poulsen 2011). On

post-processing, the data provided by this sensor are

used to correct the geometric optical aberrations on the

recorded images7.

(a) (b)

Fig. 14: Nikkor PC 19mm f/4E ED for

Nikon®objectives (Nikon® 2023): in tilt (a) and

shift (b) positions. Reproduced from (Nikon® 2020).

5.2.1.2 Deforming lenses

In summary, the commonly known adaptations of

conventional cameras act globally on the camera

properties. The zoom, indeed, modifies directly the

focal length. Hence, it narrows the field of view as it

magnifies objects. Reversely, zooming out increases the

camera FOV at the price of reducing the size of scene

elements of interest in the image.

Adaptive FOV: Increasing the FOV even more than

zooming out, while reducing less the viewed objects

size, is made possible by microlens arrays. Used in

plenoptic cameras (Sec. 5.1.1) to multiply the view-

7 For several thousands of US dollars, one can buy tilt-
shift lenses such as the TS-E models by Canon® (Canon®
2022) or the Nikkor PC 19mm f/4E ED for Nikon® (Nikon®
2023).

points, microlens arrays are suitable for cameras of

adaptive FOV.

A sheet camera consists in a microlens array com-

bined with a flexible image sensor, which could be, in

theory, attached to a curved surface of any shape to

capture any FOV, assuming that the scene surface is

curved with the same center of curvature than the ar-

ray (Sims et al. 2016). Such camera does not exist yet,

and only the optical part has been fully studied and

optimized. A microlens array increases the FOV of a

conventional camera while keeping the scene elements

the same size. In that case, the conventional camera

must be facing the microlens array. Its FOV increases

as the curvature of the microlens array does, but if the

individual lenses remain rigid the FOV becomes dis-

continuous, under-sampled. Indeed, the gaps between

two consecutive lenses increase with the curvature, so

one should use deformable lenses to counteract this ef-

fect and capture images with a continuous FOV (Sims

et al. 2016). Therefore, optics of sheet cameras consist

in a silicon-molded microlens array, flexible and fully

transparent. Actually, as the curvature κ ∈ R+ of the

sheet increases, the focal length of each individual lens

changes to ensure a local FOV of ωκ, with ω ∈ R∗
+ the

pitch between two consecutive microlenses. On simula-

tion, a 23 mm thick sheet camera wrapped around a

cylinder of radius r = 7.5 mm, with a 7 mm lens pitch,

can capture a panoramic FOV of 180◦, either vertical

or horizontal, depending on the direction of the defor-

mation. On the prototype of (Sims et al. 2016), the

camera is placed several tens of centimeters away from

the microlens array (Fig. 16a). Hence, the camera FOV

varies between 10◦ and 52◦. Furthermore, the array is

only 33 × 33 microlenses, so the acquired images are

33 × 33 dots and the pixels between them must be in-

terpolated by post-processing to generate images with

higher definition (see an example in Fig. 15). Yet, this

prototype has not been used to image real scenes. A

LCD screen displaying specific scenes is placed in front

of the microlens array.

Instead of being flexed, the microlens array can be

stretched to zoom-in. This array is even thinner, only

2 mm thick (Sims et al. 2018), than the microscope

zoom (Li et al. 2016). Stretching it by 1 mm already in-

creases the magnification of the whole scene, zooming-

in globally.

As in (Sims et al. 2016), the microlens array is facing

a conventional camera to change its properties. Stretch-

ing the microlens array by ∆ρ ∈ R∗
+ changes its focal

length f :

f(∆ρ) =
1

η−1
R(∆ρ) −

η
T (∆ρ)

(14)
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Fig. 15: Two different curvatures of the microlens ar-

ray (on the left), dot images captured (middle), recon-

structed images thanks to interpolation algorithms (on

the right). Reproduced from (Sims et al. 2016).

with η ∈ R∗
+ the index of refraction of the lenses ma-

terial, R(∆ρ) ∈ R∗
+ and T (∆ρ) ∈ R∗

+ the lenses radius

and thickness (see details in (Sims et al. 2018)). The

prototype, named Stretchcam combines a conventional

camera with a 80× 80 mm microlens array (Fig. 16b).

Stretched by 3% of its original length, it magnifies

300 mm distant scene elements by G = 1.5. This

magnification is far below the zooming factor of several

tens of the available digital cameras, but it requires

much less space. Furthermore, Stretchcam acquires

low-resolution images of 33× 33 bright spots.

Adaptive FOV and focus: Also relying on a mi-

crolens array, a camera enables both adaptive FOV

imaging and manual focusing (Cao et al. 2020). Its first

adaptation increases dynamically up to 180◦, a lot more

than Flexcam and Stretchcam. This camera is made of

a flexible microlens array, of about 1200 lenses, covering

a microfluidic liquid chamber. Light rays pass through

the lens array and the chamber before being refocused

by an objective lens onto a CCD (Sec. 2.6). The lens

array is the focal plane (Sec. 2.2) of the camera. As the

chamber is filled by liquid, the focal plane gets curved

to become an hemispherical shape of 2 mm in diameter.

Then, the FOV increases as:

FOV = 2arcsin

(
2rh

r2 + h2

)
(15)

with r ∈ R∗
+ the radius of the hemispherical base and

h ∈ R∗
+ the height of the hemispherical base (when

r = h, the FOV is panoramic). The curvature of the mi-

crolens array is concave with respect to the CCD. All

the objects on the hemisphere in front of the camera

(i.e. the whole optical system) are captured. Although

this camera can dramatically change the FOV, no ex-

periments to capture real scenes have been done, yet.

Instead, to prove that this camera is able to perceive a

wide FOV, the experiments of (Cao et al. 2020) place

a laser, successively at 0◦, 30◦ and 60◦ incident angles

with the hemispherical microlens array. For these three

(a) (b)

Fig. 16: Prototypes of the flexible sheet camera (a) (re-

produced from (Sims et al. 2016)) and Stretchcam (re-

produced from (Sims et al. 2018)).

incident angles, the laser intercepts the focal plane of

this dioptric camera. Since this camera can perceive in-

cident rays at more than 60◦ of incident angle, the FOV

of this camera is proven to be at least 2× 60◦ = 120◦.

This camera features a second adaptation, com-

pletely different from adaptive FOV imaging. For a

fixed curved surface, this camera is unable to cap-

ture objects located at different depths sharply (Cao

et al. 2020). Therefore, to distinguish target objects at

different distances one by one, it also performs man-

ual refocusing. As the liquid chamber changes volume,

the focal length f of the camera changes from ∞ to

3.03 mm. Like in conventional focusing, modifying f

changes the locations of the planes of sharp focus Z+

and Z− (Sec. 2.4). To demonstrate this focusing ability,

patterns are projected onto the microlens array thanks

to a red light and a shaped mask. Then, they lead to

the CCD for imaging. The two masks are opaque with

transparent ”K” and ”S” shapes, respectively about

1 mm× 1 mm and 2 mm× 2 mm. The two masks are

placed at different distances away from the microlens

array, the one with ”K” shapes at 1833µm and the one

with ”S” shapes at 1165µm. As the microlens array in-

creases its curvature, the ”K” and ”S” shapes form clear

images successively.

Although promising a lot of interesting features,

experiments made on cameras with microlens arrays

are completely controlled. They capture projected

dots or images displayed by LCD screens rather than

real scenes. Also, all these cameras achieve global

and uniform adaptations. For instance, they cannot

perform spatially variable zoom. Furthermore, because

they use mechanical systems to flex or stretch the

lenses, or piping to fill a liquid chamber, the current
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prototypes require several tens of centimeters of space.

5.2.1.3 Adaptive aperture: focusing

Recall that the optics of dioptric cameras are made of

lenses and a diaphragm (Def. 3). After cameras with

translating lenses, this section reports dioptric cameras

with changeable apertures, similar than the ones in

adaptive lensless cameras (Sec. 4.2).

In order to modify the shape of the aperture, one

could set an array of opaque and transparent rectangles

in front of the lenses of the camera. To do so, pupil plane

coding puts an optical mask on the entry lens of a con-

ventional camera (Zhou and Nayar 2011), thus chang-

ing the aperture shape exactly like the lensless cameras

with coded aperture (Sec. 4.1). Apertures made of one

transparent rectangle among a set of 5 × 5 (or 7 × 7)

opaque ones capture a part of the incoming light rays

on a small specified region (Liang et al. 2008). A se-

quential acquisition of N ∈ N∗ images, during a single

exposure time, captures the light field. N is then the

number of viewpoints captured in the sequence, which

defines the angular resolution of the light field, up to

4×4 in (Liang et al. 2008). As N increases, the number

of refocused images with a different depth of field does.

However, the image is noisy since most of the mask is

closed and the acquisition is made during a fraction 1/N

of the total exposure time. By opening several transpar-

ent rectangles inside the pattern (Fig. 17a), the acqui-

sition of multiple views is multiplexed, i.e. light rays

coming from several different angles are captured at

once. To eliminate all the noise artifacts, N acquisitions

of multiplexed patterns are required. Since the acquisi-

tion is sequential, it requires the scene to be static dur-

ing the exposure time (160 ms), constraining the use

to dynamic-less scenes. Then, a demultiplexing post-

process reconstructs the light field image.

The sharpness of the refocused images depends on

the number of viewpoints captured in a sequence. For

N = 3 × 3 viewpoints, aliasing makes all the objects

in the image blurry, but for N = 4 × 4 viewpoints,

the objects in focus appear sharp. This system can be

implemented as a scroll of paper patterns or a liquid

crystal sheet or a liquid crystal array directly placed

inside a camera objective. The light field images need

to be down-sampled from 3008 × 2000 to 640 × 426 to

save computational cost (Liang et al. 2008), but their

capture still require 3 to 5 seconds.

By still capturing several viewpoints, each corre-

sponding to a specific aperture shape, at once, cameras

with changeable apertures also make defocus deblurring

possible. Defocus deblurring consists in reducing the

blurry areas, associated to object points out of focus, in

the images (Zhou and Nayar 2009). The programmable

aperture camera uses a LCoS (Sec. 4.2) device to imple-

ment a modifiable aperture (Nagahara et al. 2010). The

LCoS can change the state (opaque or transparent) of

any of its 1280 × 1024 squares at 5 kHz. On the one

hand, using the same multiplexing method than (Liang

et al. 2008), the programmable aperture camera of (Na-

gahara et al. 2010) captures 31 multiplexed images in

1.2 seconds. Hence, this camera captures light field im-

ages with a definition of 1280×960 pixels which combine

31 different views. On the other hand, for defocus de-

blurring, the shape of the aperture of the programmable

aperture camera of (Nagahara et al. 2010) is optimized

by a criterion which considers the noise level in the im-

age (Zhou et al. 2009). Then, defocus deblurring suc-

cessfully makes sharp previously defocused images.

Unlike (Liang et al. 2008), which inserts a mask

inside the camera objective (Fig. 17a), the prototype

of (Nagahara et al. 2010) is more complex (Fig. 17b).

It consists in two objectives forming a 90◦ angle. Each

of them, about 10 cm long, contains a relay lens. A

primary lens drives light rays into the first objective,

then, they are led to the second one thanks to a beam

splitter. Finally, the last relay lens conducts the rays to

the CCD sensor (Sec. 2.6). The lenses induce vignetting

and field curvature, which impact the captured image.

Especially, the light efficiency is low, hence the captured

images are dark.

(a) (b)

Fig. 17: (a) Mask inserted into a camera objective (re-

produced from (Liang et al. 2008)) and (b) the proto-

type of the programmable aperture camera (reproduced

from (Nagahara et al. 2010)).
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5.2.2 Adaptive image sensor

An ideal Sheet camera, i.e. compatible with any surface,

requires a fully deformable image sensor (Sims et al.

2016). Such image sensor does not exist yet, but is tar-

geted by several works.

5.2.2.1 Flexible image sensor: toward adaptive focus

and FOV

As proven by the manufacturing process of the

curved image sensors (Sec. 5.1.2), photodiode arrays

can be integrated on flexible or curved substrates.

The first organic photodiodes, made of polymers, have

been released in 1998 (Yu et al. 1998). Aligned on

a row, they could not capture 2D images directly.

Instead, they acquired 1D images for different heights

successively. Such organic photodiodes are the base

of two image sensors: a 5 cm × 5 cm one and a

5 cm× 3.8 cm one, which can be both flexed up to 90◦

of curvature (Someya et al. 2005; Ng et al. 2008).

Circuits embedded on thin fabric or deformable sil-

icone (PDMS), hundreds of µm thick, have been re-

searched for more than 10 years (Kim et al. 2009).

When they embed photodiodes, they are mostly used as

stretchable photovoltaics panels (Lee et al. 2011; Zhao

et al. 2019) instead of bendable image sensors. Only few

cameras rely on such sensor, and since they also use de-

formable optics, they are discussed in Section 5.2.3.

5.2.2.2 Adaptive image sensor: moving the sensor

Focusing: Still emerging, flexible image sensors

are not in adaptive dioptric cameras yet. Instead,

they change the way they capture images by moving

a conventional image sensor. A single axis translation

of the image sensor allows to manipulate the depth

of field accurately, on several ways (Kuthirummal

et al. 2010). First, the plane of sharp focus location is

directly related with the image sensor position along

the camera optical axis c⃗Z. Indeed, the diameter of the

circle of confusion ϵ (Sec 2.4) is expressed as:

ϵ =
D

Zi
|Zi − δZs|, (16)

with D ∈ R∗
+ the aperture diameter, Zi ∈ R the sharp

image points Z coordinate (Sec. 2.3) and δZs ∈ R∗
+

the sensor shift. Results show that only a few hun-

dreds of µm sensor displacements can change the scene

depth ranges in sharp focus. Indeed, with focal length

f = 9.0 mm, the focused depths range is [1 m,∞] for a

81.5 µm translation and [0.2 m, 0.5 m] for a 259.2 µm

translation. Second, it is possible to capture a whole fo-

cal stack during the camera exposure time to effectively

capture images with all scene elements in focus. This is

made with a uniform translation, i.e with a constant

speed, of the image sensor.

Moreover, this flexible depth of field camera records

images with a discontinuous depth of field (Kuthirum-

mal et al. 2010). A non-uniform sensor translation,

where the sensor moves at speed v1 in the foreground

and the background and a speed v2 >> v1 in between,

achieves two ranges of planes in focus in the image, one

in the foreground and one in the background, and all

the objects in between appearing blurry.

Finally, this camera also emulates the tilted plane of

sharp focus of a tilt-shift lens thanks to a uniform sen-

sor translation with an electronic rolling shutter (ERS).

The Figures 18b and 18c compare an image taken with

a planar, conventional, and tilted planes of sharp focus.

The rows of photodetectors are enabled one by one so

that a different scene height Y is captured in sharp fo-

cus for each depth Z. At last, the volume of the scene

in focus can also have a curved shape, by combining a

non-uniform translation and an ERS.

Practically, the one-axis translation is implemented

by a micro-actuator with top speed of 2.7 mm/sec,

which is very fast compared to the manual movements

of tilt-shift lenses (Kuthirummal et al. 2010). The

moving sensor is just placed behind a static camera

objective (Fig. 18a), outside of a camera housing. Even

though being fast, the translation motion constrains

the exposure time to 1/3rd of second.

Adaptive image definition and FOV: Translating

the image sensor can also increase the image defini-

tion and both the vertical and horizontal FOV. Then,

several individual sub-images, or tiles, are merged in a

(a)

(b)

(c)

Fig. 18: The camera with a flexible depth of field proto-

type (a), a scene captured with a conventional camera

(b), the same scene captured with a plane of sharp fo-

cus tilted by 53◦ (c). Reproduced from (Kuthirummal

and Nayar 2007).
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gigapixel image (Sec. 5.1.1). Indeed, a camera captures

high-quality images, without any aberration caused by

conventional lenses, up to 65000 × 25000 pixels and

104◦ × 40◦ FOV (Cossairt et al. 2011). The prototype

consists in a 5 MegaPixels image sensor sequentially

moved by a pan-tilt motor around the frontal hemi-

sphere of a static ball lens. Moving this sensor in 14×14

different positions creates a virtual image surface of

14×14 tiles. The sensor is moved onto a 75mm×50mm

rectangle to assemble the different tiles thanks to small

overlapping FOVs.

Fusing these tiles, like on a puzzle, generates a 60◦×
40◦ FOV gigapixel image. The speed of the motor is

not given in (Cossairt et al. 2011), but the sequential

image acquisition requires at least one exposure time

by individual tile, so it cannot be done instantaneously.

Additionally, the bigger the desired image, the slower

the acquisition.

Other adaptive designs have a moving image sensor,

but since they are fully automated, they are discussed

in Section 5.3.

5.2.3 Adaptive optics and image sensor: deforming

shapes

In the literature, there is no camera with a translating

or rotating image sensor combined with adaptive

optics. Closer to the sheet camera concept, the designs

reported here modify the shape of both optics and

sensor parts of a dioptric camera.

Focusing: Curved image sensors capture sharper

images with a more uniform illumination than planar

ones (Guenter et al. 2017; Ishihara 2015; Ko et al. 2008).

However, the Petzval surface, where all the sharp image

points lie (Sec. 5.1.2), changes with the magnification

of a camera. The image sensor needs to change curva-

ture accordingly to avoid significant image quality de-

crease (Jung et al. 2011). Then, the shape of the sensor

matches the location of the image points in sharp fo-

cus, computed with the thin lens equation (1). To do

so, (Jung et al. 2011) proposes a photodiode array at-

tached to a flexible PDMS membrane (as in Sec. 5.2.2),

above a water-filled cavity. As water is pumped in the

cavity, the radius of curvature RD of this adaptive im-

age sensor changes:

RD =
d2ph + 4 h2p

8 hp
(17)

with dph ∈ R∗
+ the diameter of the support of the

photodiode array (49 mm on the prototype of (Jung

et al. 2011)) and hp ∈ R∗
+ the peak deflection of the

center diode (function of the pressure Pr). The cam-

era of (Jung et al. 2011) associates this sensor with a

tunable lens (Fig. 19a). The radius of curvature RL of

this fluid-filled lens increases as the fluid pressure does.

When RL increases, it simulates a zoom, as the focal

length of the camera increases and the magnification as

well. Then, to match the appropriate Petzval surface,

RD must increase. No general formula is given, but, in

the extreme cases reported in the experiments, if RL is

set at 4.9 mm and 11.5 mm, RD must be changed to

11.4 mm and 25.7 mm. These experiments have been

made on dot patterns (Fig. 19b) placed 75 mm in front

of the flexible lens. Due to the complexity of the fluid

variation mechanism and the required electrodes con-

nection, the prototype requires about ten centimeters

of depth, width and height.

Instead of photodiodes, adaptive image sensors also

rely on luminescent concentrators. They transport light

rays of defined wavelength on their edges to capture

images (Koppelhuber and Bimber 2013).

Recall that a lensless camera with an adaptive

FOV (Sec. 4.2) works with a Söller collimator, a

micro-aperture array, and a luminescent concentra-

tor (Koppelhuber and Bimber 2017). To increase

the amount of light getting to the concentrator, the

collimator can be replaced by a Microlens Aperture

Array (MLAA), i.e. an array of hexagonal apertures,

each of them embedding a lens (Kurmi et al. 2018).

Unlike (Koppelhuber and Bimber 2017), the dioptric

camera with the MLAA highlights its focusing ability

instead of an adaptive FOV (Kurmi et al. 2018). As

the curvature of the MLAA gets more convex, the

depth of field increases but less light rays are led to

the sensor. Making it more concave does the opposite.

As stated by (11), the sets of light rays entering the

Söller collimator grow as the curvature does. Adding

(a) (b)

Fig. 19: Prototype of a camera with a flexible lens and

adaptive image sensor (a), 3D representation of images

captured with the sensor in a planar form, on the left, or

concave form, on the right (b). Reproduced from (Jung

et al. 2011).
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lenses emphazises this property, the camera with

MLAA capturing up to four times more light rays

than the lensless one. Although capturing more light

than (Koppelhuber and Bimber 2017), the camera

of (Kurmi et al. 2018) needs to reconstruct the image

by post-processing.

Adaptive FOV and focus: Alternately, deformable

ACEs (Sec. 5.1.3) also are adaptive cameras with op-

tics and sensor changing of curvature. An ACE with

two configurations is able to capture images either with

a wide FOV of more than 100◦ or a uniform sharp-

ness (Zhang et al. 2017). It is made of 676 optoelec-

tronic modules, i.e. a microlens and a photodetector,

which are hexagons of 113 µm diameter distributed in a

truncated icosahedron. Inspired by origamis, this struc-

ture is very flexible and can take a lot of other shapes,

such as a ball, but only the truncated icosahedron had

been tested for imaging yet. This assembly is attached

to a silicon membrane which can change curvature.

Contrary to aforementioned designs, the prototype

has not been tested on a whole range of dynamically

varying curvatures, but only a single convex (like static

ACEs) curvature of 2.27 mm and two concave curva-

tures (like curved image sensor in Sec. 5.1.2) of 2.27mm

and 7.20 mm, all of hemispherical shapes. During the

experiments, a plano-convex lens, of 10mm in diameter

and in focal length, is put above the hemispherical pho-

todiode array. The convex curvature allows to view a

laser beam oriented 36◦ to the plane of the photodiodes

support, therefore it has a FOV of 180◦−2×36◦ = 108◦.

The concave curvature of 2.27 mm captures sharp

scene objects whereas the highest curvature, not op-

timized for the truncated icosahedron shape, captures

blurry images. In experiments, the prototype captures

a projected pattern of a single ”W” shape. Moreover,

there are two prerequisites to obtain sharp images, not

spoiled by multiple dark spots caused by defective pix-

els. First, the plano-convex lens must be set at specific

distances depending on the radius of curvature of the

silicon membrane, 10.3 cm for the 2.27 mm curvature

and 20 cm for the 7.20mm curvature. Second, the cam-

era must record 5 images of the pattern, with orienta-

tion from 0◦ to 60◦ with 12◦ increments. Finally, the 5

images can be merged into a sharp one.

To capture a set of multiple FOVs, ACEs should be

able to take a lot more than 3 curvatures. Even though

not fully functional yet, a bendable ACE with an adap-

tive FOV goes in that direction (Saito et al. 2005). Each

of its 15 ommatidiae consists in a microlens, a trans-

parent tube and an organic photodiode. Two config-

urations have been tested on the prototype, the om-

matidiae successively placed on two cylinders of radius

40 mm and 80 mm. The ommatidiae, distributed on a

single line, need to be moved on the cylinder height axis

to capture 2D images. On the 40 mm-cylinder-radius

setup, the camera has a 37◦ FOV, which is doubled

in the 80 mm-cylinder-radius setup. This adaptation is

global, hence the scene objects appear twice smaller in

the second setup.

5.3 Automatic adaptations

Contrary to most works on manually deformable cam-

eras that get close to a fully-flexible sheet camera, all

the automatic adaptive dioptric cameras move the op-

tics with respect to a fixed image sensor or the other

way around, apart from one using a modifiable aper-

ture.

5.3.1 Adaptive optics: moving lenses

This section starts with usual automatic adaptation,

found in conventional cameras, toward the most

original ones.

Focusing: First, autofocus automatically sets the

regions captured sharp in an image. Just like manual

focus (Sec. 5.1.1), lenses inside the camera objective

moves to change the location of the plane of sharp fo-

cus. Contrary to the manual case, lenses are not di-

rectly moved by the user thanks to a ring or a button.

First, the user selects an image area desired to be sharp,

where points should be in focus, called here the targeted

area (Mâıtre 2017). Then, a rangefinder determines the

distance between the objects in this area and the cam-

era. (Mâıtre 2017) reports several kinds of rangefinders:

– stigmometers, where prisms split the targeted area

in two sub-images with a lateral shift. The smaller

the shift, the sharper is the area ;

– active telemetry, which measure the travel time of

emitted waves, e.g acoustic or infrared rays ;

– maximum contrast detectors, which compare the

sharpness of the targeted area for two different fo-

cal lengths, are implicit rangefinders. The higher the

contrast, the sharper are the scene objects ;

– phase detectors, using an internal mirror to lead

light rays towards two telemetry sensors.

Finally, a motor moves the lenses relatively to the

image sensor to shift the depth of field (6), in order

to set the two extreme planes of focus Z+ and Z−

(Sec. 2.4) so that all the objects to image sharp are

located in-between. Then, this motor can be controlled

in closed-loop (Fig. 20) by the distance measured by

the rangefinder.
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Fig. 20: Principle of autofocus.

Nowadays, most digital cameras feature an autofo-

cus mode8. Whereas being very practical for the user,

autofocus fails in several cases. For passive rangefinders

based on contrasts, too dark or uniform areas make

the lenses perpetually moving, looking for the optimal

position. Also, objects moving fast (e.g insect wings),

translated mirrors and waves in motion can disturb

the optical measurements, and therefore, make the

autofocus harder to achieve (Mâıtre 2017).

Adaptive FOV: As the manual focus has its au-

tomated counterpart, zooming has zoom tracking or

autozoom. This automated zoom tracks an object of

the scene and ensures that it remains the same size

in the image (Fig. 21) (Fayman et al. 1998). The focal

length is closed-loop controlled, originally thanks to the

data of a rangefinder or the estimated optical flow (Fay-

man et al. 1998). Both methods detect a moving object

to directly control motors inside the camera objective.

However, because of the perspective distortion, zoom

tracking fails to make objects lying on different depths

remaining the same size during their whole motion.

Since first researches in the 1990’s, the control law

has been improved to keep the element of interest,

which is zoomed-in, in sharp focus (Zou et al. 2012).

The most recent algorithms even rely on deep-learning

methods (Wang et al. 2021) but the zooming requires

about 5 seconds to automatically zoom-in an object,

thus not suitable for real-time tracking yet.

Viewpoint stabilization: Another auto-adaptation

compensates camera slight motions during the expo-

sure time such as hand shake leading to blurry images.

The Optical Image Stabilisation (OIS) (Kim et al. 2019)

automatically shifts the image sensor or the optics to

compensate these movements. The optical shifting is

more popular, since it can be easily performed by a

single lens movement. First, a gyroscope measures the

angles θx , θy ∈ R caused by the hand tremor. Then,

8 for instance, Canon RF24-105mm F4-7.1 IS
STM® (Canon® 2023) and Panasonic Lumix
GX9® (Panasonic® 2023).

Fig. 21: Principle of automatic zooming in closed-loop.

the {tx, ty} ∈ R2 lens shifts to compensate this move-

ment are computed by:

tx = αθx

αdx
· θy, ty =

αθy

αdy
· θx (18)

where αdy, αdx, αθy, αθx are coefficients mapping move-

ments and translation angles to compensate the lin-

ear deviation of the focusing point, estimated with the

lens law (1). Measurements in the image (not precised

in (Kim et al. 2019)) complete the gyroscope to make

the movements actuation even more accurate. Finally,

a voice coil motor (working like speakers) performs the

tx, ty movements of the main lens. Unlike Digital Im-

age Stabilization, which relies on image processing al-

gorithms, so time consuming as the number of pixel in-

creases, OIS can compensate the motion to avoid image

blur in real time and is suitable for dark scenes. How-

ever, the optimal control law for OIS just came out very

recently (Kim et al. 2019), therefore it is still not imple-

mented in cameras available for consumers 9. Further-

more, disturbances such as friction of the lens impacts

the linear control and the experiments only implement

a control law minimizing hand shakes blur simulated by

an hand-shake controller (thus not generalized to every

tremor) (Kim et al. 2019).

5.3.2 Adaptive image sensor: moving the sensor

The first two adaptive dioptric cameras reported below

work reversely than tilt-shift lenses (Sec. 5.2.1). Their

image sensor moves relatively to fixed optics, but

contrary to designs in Sec. 5.2.2, the movements are

automated. Both of these methods intent to automati-

cally set accurate scene regions in sharp focus.

Focusing: Similarly to autofocus (Sec. 5.3.1), a cam-

era with a translating image sensor sets precisely an

area in sharp focus defined by the user (Mutze 2000).

9 but simpler anti-shake modes do exist in some cam-
eras, for instance Panasonic Lumix G Vario Lens®with a
MegaOIS®system (Panasonic® 2022).
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Thanks to electromechanical actuators, the image sen-

sor can move with 5 degrees of freedom (DoF), imple-

mented in 4 modes. First, the automatic inclination

mode controls the three translations tx, ty, tz (around

the three axes of the camera frame Fc, Sec. 2.1) to

improve image sharpness, thanks to focus estimation

based on image data. Second, the relevant region mode

combines the three translations with two rotations Rx

and Ry (around ⃗cX and ⃗cY) to set in sharp focus an

area defined by the user, bounded by three points in

the viewfinder. Third, the gravitation mode translates

the sensor to view completely objects which are not

fully-included in the image rectangle when the camera

remains static. Like the shifting of tilt-shift lenses, it al-

lows to capture the top of tall buildings without tilting

the sensor and changing the perspective. Fourth, the

continuous focusing mode translates the sensor along

the optical axis ⃗cY to generate a focal stack (Sec. 4.2).

In order to maximize the image sharpness in

defined regions automatically, the two rotations set

in (Mutze 2000) (the tilt) are implemented with two

linear actuators at each side of the sensor (Sadlo and

Dachsbacher 2011) (Fig. 22a). At first, the image sen-

sor is orthogonal to the optical axis. Then, the sensor

is tilted to maximize the contrast of recorded images.

The images get sharper as the contrast increases (Sadlo

and Dachsbacher 2011). A least-square-based control

law, based on the contrast measurements, controls the

actuators to tilt the image sensor. To make the user

able to set an area in sharp focus, the space needs to

be sampled. To do so, between 30 and 100 images of

the scene, with the sensor tilted on different angles,

are previously recorded. Hence, to use this camera in a

different scene, this operation needs to be redone.

Viewpoints distance adaptation: The last dioptric

camera is on the edge to be considered as a polycamera

(Def. 8), since it uses two distinct moving image sensors.

It is also made of two lenses, but they are fixed.

This camera captures images with a variable paral-

lax (Lipton and Meyer 1992), the shift between the two

images merged for binocular vision. The closer this par-

allax is to zero, the more accurate are the 3D geometry

of scene objects. The disparity between the pixels of the

two images is then minimized. For a specific baseline,

i.e. the gap between the two image sensors10, only ob-

jects at a specific depth are captured with a disparity

close to zero. As these objects get farther from the cam-

era, the baseline must decrease to maintain this zero

disparity on them. To change the baseline accordingly,

the two image sensors are translated horizontally and

10 in stereovision in general, the gap between two distinct
cameras

vertically w.r.t two fixed lenses. In closed-loop, the po-

sition of the left and right images are compared, and the

image sensors are moved to minimize the parallax. Even

though (Lipton and Meyer 1992) clearly sets the prin-

ciple of a variable parallax camera, no tangible results

are given and no prototype has been experimented.

5.4 Wrap-up

From all the cameras reported in this survey, the diop-

tric cameras are by far the most numerous. Most of

their adaptations are still manual, being still in a pre-

liminary state. Diverse conventional dioptric cameras

are available for consumers, and their adaptations, such

as zooming and focusing (Sec. 5.2.1) are well-known.

To change their viewpoint, these conventional cameras

need to be rotated or translated. Unconventional adap-

tations aim to avoid these external movements, by mak-

ing only the sensor or optics embedded in the camera

moving, e.g. shifting the objective changes the cam-

era viewpoint (Sec. 5.2.1). However, most of these cam-

eras perform global adaptations, they change uniformly

the way they perceive the scene. Flexible sheet cameras

(Sec. 5.2.1), stuck on any surface, could capture the

scene with a non-uniform zoom or field of view, but

(a)

(b)

Fig. 22: The concept of the auto-tilt imaging sensor (a)

and the actual prototype (b). Reproduced from (Sadlo

and Dachsbacher 2011).
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the cameras with both deformable optics and sensor

(Sec. 5.2.3) are still emerging.

6 Catadioptric cameras

Catadioptric cameras (Def. 7) add mirrors to the opti-

cal parts of dioptric cameras. Some rather usual cam-

eras use mirrors directly inside their objective to reduce

their volume. Since those static objective are not re-

lated with any adaptive catadioptric camera, they are

not discussed in this survey. Instead, this section de-

scribes dioptric cameras pointing to static, rotating or

deformable mirrors.

6.1 Catadioptric cameras with static properties

Pointing a conventional camera to a convex mirror

increases its FOV (Sec. 2.5) (Nayar 1997). There-

fore, static catadioptric cameras are mostly used for

panoramic imaging. Since they use an external mirror

as deported optics, they need more space than dioptric

cameras with fisheye lenses, used for the same purpose

(Sec. 5.1.1). They compensate this disadvantage by cap-

turing panoramic images with a more regular resolution

than fisheye cameras (Nayar 1997).

To capture panoramic images with a single effective

viewpoint, catadioptric cameras need to meet specific

requirements (Baker and Nayar 1999; Bakstein and Pa-

jdla 2001). First, they can be made of a perspective

camera (Def. 4) facing an hyperboloidal or ellipsoidal

mirror11. Second, they can point an orthographic cam-

era (Def. 4) to a paraboloidal mirror12. The catadiop-

tric cameras with a single viewpoint follow a geometric

model using a sphere of equivalence to project a 3D

point of the world to the image plane (Geyer and Dani-

ilidis 2001). For any other shape of mirror, this model

is not valid anymore.

The shape of the curved mirror directly impacts

the geometry of the image. Indeed, only a few mirror

shapes allow to capture panoramic images with a single

viewpoint. Nonetheless, other mirror shapes can be de-

signed for specific applications. For instance, a pyramid-

shaped mirror magnifies the four exits of a roundabout

in order to monitor traffic diagnosis in crossroads (Gho-

rayeb et al. 2010). When this mirror is placed at the

center of the roundabout, at a height of 9 meters from

the ground, each face of the pyramid views a different

road. The rest of the scene is ignored to maximize the

usefulness of the image regarding the trafic monitoring

application.

11 e.g. manufactured by VStone® (Vstone® 2010)
12 e.g. made by Asphericon® (Asphericon® 2023).

(a) (b)

Fig. 23: The cata-fisheye camera prototype (a) and an

image it acquires, made of two rings (the one with red

border is captured by the mirror, the rest by a fisheye

lens) (b). Reproduced from (Krishnan and Nayar 2008).

Distinct scene regions can also be captured simulta-

neously by combining a fisheye lens facing a spherical

mirror (Fig. 23a). Such cata-fisheye camera captures

concurrently two panoramic rings corresponding to one

scene region facing the camera and another one behind

the camera (Krishnan and Nayar 2008). In the cap-

tured image, the panoramic ring of the mirror is inside

the fisheye one (Fig. 23b). Since this camera captures

different areas along the optical axis Z (Sec.2.1), (Kr-

ishnan and Nayar 2008) expresses its FOV differently

than Sec. 2.5. Instead of (θh, θv), it is expressed therein

as θz × θx, where θz = 360◦ is the FOV around the Z

axis and θx = 55◦ is the FOV around the X axis (paral-

lel to the u axis of the image plane, Sec. 2.6). However,

the FOV along Z is bounded by the inter-occlusions

and the combination of the different optics generates

a gap between the two rings. Moreover, the resolution

is not uniform, i.e. coarser for the inner ring than the

outer.

A second example shows that a mirror made of two

parts allows capturing twice in a single image the same

scene region, each one with different viewpoint, resolu-

tion and FOV (Layerle et al. 2008). First, a panoramic

ring, of 214◦ × 180◦ FOV, is captured by a truncated,

convex, paraboloidal part of the mirror. Set in a car,

the image contains the inside of the car and the sur-

roundings. Second, scene elements located at a spe-

cific depth (here, the driver’s face) are magnified by

a slightly concave mirror part. Designed by optimiz-

ing vector fields (Hicks and Perline 2001), this mirror

is roughly a disc tilted at 22◦ w.r.t. the image plane.

Like the aforementioned camera with a pyramid mir-

ror, this catadioptric camera is useful for very specific

applications.

In setups like (Layerle et al. 2008) where two view-

points are captured at once, stereovision becomes pos-

sible. Recall that stereovision combines at least two
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different viewpoints of an object to estimate its depth

(Sec. 5.3.2). Indeed, the disparity between the pixels of

this object in the two images directly gives the distance

of scene elements to the camera. Therefore, estimating

depth can be achieved by putting two planar mirrors in

front of a conventional camera (Gluckman and Nayar

1999). However, since the mirrors are planar, this setup

does not increase the FOV of the conventional camera

facing them. To view a larger FOV, one should replace

the planar mirrors by curved ones.

As explained above, an orthographic camera point-

ing to a paraboloidal mirror captures a panoramic

FOV (Nayar 1997). Therefore, a camera with a telecen-

tric objective (nearly orthographic) in front of a square

containing four paraboloidal mirrors captures four

panoramic viewpoints of the scene in parallel (Mouad-

dib et al. 2005; Caron and Eynard 2011). Combining

all the pixel data brought by the four images gives the

depth of all objects on the upper hemisphere facing the

mirror.

Because of the occlusions due to the reflection of

the mirrors on each other, an omnidirectional stereo

catadioptric camera is optimal with four coplanar

paraboloidal mirrors (Mouaddib et al. 2005). Captur-

ing more viewpoints requires a different design prin-

ciple so that self-occlusions do no increase. A class of

cameras, named radial imaging systems, captures mul-

tiple views of a single 3D point of the scene, allowing

to reconstruct textures, faces and even entire 3D ob-

jects (Kuthirummal and Nayar 2006). Its hardware im-

plementation consists in a camera facing a hollow cone

or a cylinder mirrored on the inside.

Compared with catadioptric cameras acquiring mul-

tiple viewpoints in parallel to perform stereovision, the

following camera is very different in purpose. Stellar

Maris is a virtual periscope able to capture sharp im-

ages of an airborne scene from under water. This cata-

dioptric camera, fully immerged under water, compen-

sates the distortions caused by the water-air interface

(Fig. 24). Stellar Maris is made out of two components,

a slope sensor and a conventional camera. They both

capture data synchronously. First, the slope sensor is

an horizontal array of pinholes, with the sun observa-

tion taken as a reference for measurements. Second, the

conventional camera captures images of the scene above

the water surface. Thanks to two planar mirrors, for

every image captured by the camera, the slope sensor

data are available. These data are then post-processed

to reduce the distortions of the recorded images.

Apart from (Gluckman and Nayar 1999) and (Alter-

man et al. 2014), which rely on planar mirrors, all the

systems described above use mirrors of specific shape.

Such mirrors capture the scene differently than con-

Fig. 24: Stellar Maris working principle (c) (reproduced

from (Alterman et al. 2014)).

ventional cameras. But they make their specific mirror

useless in scenes of different geometry, highlighting the

need of adaptation.

6.2 Manual adaptations: deforming the mirror

In a catadioptric camera, the FOV captured depends

on the curvature of the mirror. Subsequently, a

conventional camera in front of a flexible mirror,

which can change curvature, would capture a variable

FOV (Kuthirummal and Nayar 2007).

Adaptive FOV: Flexible mirror imaging modifies

the FOV of a conventional camera directly by bending

a mirror facing it (Kuthirummal and Nayar 2007). In

experiments, the conventional camera has a 28.22◦ ×
20.89◦ FOV. Flexing the mirror by several centimeters

on each side increases its FOV up to 120◦ × 40◦. One

must note that bending the mirror does not only in-

crease the FOV value, but constructs FOVs of more

complex shapes than the pyramid FOV of conventional

cameras (Def. 3). Such FOV shapes are irregular, and

they allow to magnify several elements of interest at

once while minimizing the ones in between them. There-

fore, the magnification of scene elements is not uniform.

An example is given, when the top edge of the mirror

is flexed. Then, the left and right sides of a street (see

Fig. 25a for a conventional image of it) are magnified

whereas the road between them is small (see Fig. 25b).

The flexible planar mirror is 465 mm× 355 mm of

size, and is made of an acrylic layer (for the reflection)

above a plastic sheet (Kuthirummal and Nayar 2007)

(Fig. 26). The dimensions of the mirror are chosen to

minimize blurriness. Indeed, when flexed to reach a de-

fined shape, a smaller mirror takes a higher curvature,

inducing optical aberrations.
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(a)

(b) (c)

Fig. 25: The conventional image of a street (a), an

image captured with the mirror flexed (b) and the

corresponding equirectangular image (c). Reproduced

from (Kuthirummal and Nayar 2007).

Since the mirror is flexed manually to magnify

scene regions, the shape of the mirror is not directly

controlled by changes in the scene. To track an object,

the user must deform the mirror as fast as the object

moves, and in the good direction, which is a very

complex task for a human. Also, the captured images

are severely distorted and require post-processing to
construct rectangular images of uniform resolution

(equirectangular images, see Fig. 25c), which needs to

accurately estimate the mirror shape.

Adaptive FOV and HDR imaging: In summary, a

flexible mirror with a continuous surface can be curved

to capture a variable FOV. The manually adaptative

catadioptric cameras can also rely on a segmented mir-

ror surface to enable different adaptations.

A Deformable Mirror Device (DMD) is an array of

micromirrors, i.e. square mirrors of less than one mil-

limeter of side 13. This segmented mirror modulates the

incident light in a spatial pattern of black and white

pixels. Therefore, they can reproduce an image given

as an input, each micromirror representing a pixel in

the image (Hornbeck 1983). To change the aspect of

the pixel, the micromirrors switch between three dif-

13 generally provided by Texas Instruments ® (Texas In-
struments® 2018).

Fig. 26: The flexible mirror imaging prototype. Repro-

duced from (Kuthirummal and Nayar 2007).

ferent orientations, -10 ◦, 0 ◦, +10 ◦, around two axes

(parallel to the (u, v) axes of the image plane), in a few

microseconds.

The programmable imaging system consists in a

camera pointing to a DMD, enabling two different adap-

tations (Nayar et al. 2006). Indeed, depending on the

orientation of the micromirrors, either the camera view-

point or the brightness of scene regions can be changed.

On the one hand, changing the orientation of all the mi-

cromirrors from 0◦ to ±10◦ (around either the u or the

v axes) virtually rotates the camera viewpoint of 20◦.

Nonetheless, since the individual mirrors can only have

two different non-zeros orientations around two axes,

the camera can only turn its viewpoint by 20◦ on the

X or Y directions of the scene. On the other hand,

since tilting the mirrors modulates the incident light,

tilting the mirrors can reduce the brightness of scene

captured. Then, the exposure time of the camera is vir-

tually decreased. By setting a different orientation in

patterns of 2×2 neighbouring mirrors, one can capture

four different exposures of the scene at once, which can

be merged into an HDR image. This principle can be

extended to capture HDR videos without any artifact.

For this purpose, the neighbouring mirrors can change

of orientation on a cyclic way, at 30 Hertz.

Whereas allowing two different adaptations, the pro-

grammable imaging system has limits. Even though the

DMD alone is only a few centimeters of side, the full

prototype is not compact since it uses a dismounted

video-projector (Fig. 27). Its lens focuses an image of

the scene on the DMD, which is then re-focused by

a lens on a monochrome camera. These two lenses re-

duce the resolution of the acquired images. Indeed, each

pixel of the CCD corresponds to a group of 3 × 3 mi-

cromirrors of the DMD. Even though the DMD used

here can display patterns of 800 × 600 black or white
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Fig. 27: The Programmable imaging prototype (repro-

duced from (Nayar et al. 2006))

pixels, the camera will only capture images of 200×150

pixels. Pointing directly the camera on the DMD, with-

out these intermediary lenses, would be an interesting

solution. However, since it generates blurriness in the

image, it cannot be considered.

6.3 Automatic adaptations

The manually adaptive catadioptric cameras all rely

on a camera pointing to a mirror which changes shape

across time to modify the properties of the images cap-

tured. Whereas a majority of the designs reported in

this section are based on that principle, the mirror can

also be moved as a whole in front of the camera.

6.3.1 Adaptive optics: moving the mirror

When a planar mirror is in front of a camera, all

the light rays hitting the mirror change of direction

on the same way, because of reflection laws. Hence,

rotating a planar mirror in front of a camera changes

its viewpoint.

Rotating the viewpoint: A monopixel camera relies

on this principle. It captures images made of a single

pixel for any potential orientations ({θx, θy} ∈ R2) of

the mirror (Krishnan and Nayar 2009). The planar

mirror is held by a robotic arm. It moves all around a

ball lens, with a 640 × 480 image sensor covered by a

small aperture beneath. Then, all the pixels captured

at different orientations can be gathered in an image.

However, this one-by-one pixel acquistion needs 3

seconds to capture a 12.79◦ × 9.28◦ FOV as an image

of 240× 175 pixels. Higher resolution images have been

obtained by simulation only.

Adaptive viewpoint and FOV: Since each ori-

entation {θx, θy} ∈ R2 of the mirror changes the

viewpoint of the camera facing it, this principle can be

extended to capture full images from different camera

angles (Marchand and Chaumette 2017). Moreover, the

translation tz ∈ R, along the axis perpendicular to the

mirror, changes the magnification G of scene elements

(Sec. 2.1). Then, an object of the scene appears bigger

as the mirror gets closer to the camera. Practically,

both the viewpoint and the magnification can be

closed-loop controlled by visual servoing (Marchand

and Chaumette 2017). The mirror is automatically

rotated and translated by the end-effector of a robotic

arm until the four corners of a target object are at the

desired location.

Moving the viewpoint at high frequency: In the vi-

sual servoing case, the mirror movements are relatively

slow since they depend on the camera framerate and

the response of the robotic arm. In order to track sev-

eral objects in different scene regions within a few mil-

liseconds, the viewpoint adaptation needs to be faster.

FoveaCam achieves this goal, it is able to track objects

of interest and change the camera viewpoint at high fre-

quency (Tilmon et al. 2020). It relies on a small circular

mirror of only a few centimeters in diameter. Thanks

to an electromagnetic actuation, this mirror is rotated

in closed-loop around the X and Y axes at a frequency

of tens of kilo-Hertz. Since the mirror is very small, the

camera captures images of a 8.6◦ FOV.

Moving a planar mirror generates global adapta-

tions in the images captured. Indeed, the camera view-

point and magnification globally change as the mirror

is rotated or translated. In order to perform local adap-

tations, the planar mirror is replaced by a deformable

one, able to take a wide variety of shapes.

6.3.2 Adaptive optics: deforming the mirror

The surface of Deformable Mirrors (DMs) can be

locally curved on many locations simultaneously.

Therefore, they can be set on many different and

complex shapes, described by 2D polynomials (Davies

and Kasper 2012). Such mirrors are used in Adaptive

Optics (AO), aiming at counterbalancing atmospheric

perturbations of the light to improve the image sharp-

ness locally.

Focusing: The locus of the incoming light rays from

an object of interest, for instance a star, is a wavefront.

When light passes through a medium with temporally

and spatially irregular refraction indexes, such as in the

atmosphere, its path is modified, thus disturbing the
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wavefronts. Then, the image of a star appears blurry.

Adaptive Optics rectifies the path of light, to make

all the rays coming from the objects of interest reach-

ing simultaneously the image sensor. The wavefront is

thus corrected to become planar (Davies and Kasper

2012). AO implements cameras based on a DM, which

surface changes dynamically from wavefronts measure-

ments feedback at high frequency (see the working prin-

ciple in Figure 28) (Davies and Kasper 2012).

Some stars are not bright enough to directly an-

alyze their wavefront. Instead, the wavefronts coming

from natural or artificial Guide Stars (GS) are mea-

sured by the Wave Front Sensor and corrected by the

DM (Davies and Kasper 2012; Roddier 1999; Tyson

2015). Systems relying on a single GS to actuate only

one DM, Single Conjugate AO (SCAO), capture sharp

a small region around the GS. To extend this sharp

region, Multi Conjugate AO (MCAO) and Multi Ob-

ject AO (MOAO) multiply the number of GSs and

DMs (Davies and Kasper 2012).

Remark 3 (The case of Stellar Maris: ) Stellar

Maris (Alterman et al. 2014) (Sec. 6.1) also intends

to correct the distortions caused by a change of propa-

gation medium, but uses the sun as a GS and rely on

post-processing instead of a mirror changing its shape

in real-time for optical adaptation.

In general, DMs are characterized by a large number

of actuators, going from a few dozens to several thou-

sands, and the high-frequency of deformations, about

1 kilo-Hertz (Madec 2012). The actuators are densely

distributed above the mirror surface, separated by a

pitch between a few millimeters and several centime-

ters. The DM mechanical stroke, the range of the local

deformations caused by the actuators, are up to tens of

micrometers, enough to undistort upcoming wavefronts.

Most kind of DMs are listed in (Madec 2012), the

most comprehensive survey about DMs used in astron-

omy. In this survey, DMs are classified depending if the

Fig. 28: Adaptive Optics with a Deformable Mirror

(simplified) principle.

(a) (b)

Fig. 29: The GSMT design (reproduced from (Strom

et al. 2003)) (a), an array of actuators for a liquid mirror

(reproduced from (Brousseau et al. 2007)) (b).

surface of the mirror is continuous or segmented. A ma-

jority of DMs consists in a continuous mirror surface

placed above actuators. They can be arranged in ar-

rays, e.g. Stacked Arrays DMs (SAM)14 or voice coil

actuators15. Alternatively, they can consist in disks of

deformable materials, which change of curvature like

bimorph DMs (Huisman et al. 2020).

Whereas the aforementioned DMs all deform a con-

tinuous mirror membrane placed above the actuators,

DMs can have a segmented surface. However, con-

trary to DMDs (Sec. 6.2), each segment can take many

different angles and positions, thanks to tens of ac-

tuators controlling each, to make the mirror surface

smooth (Strom et al. 2003). Several astronomical tele-

scopes (detailed in Sec. 8) are based on the Giant Seg-

mented Mirror Telescope (GMST) design, of 30 meters

in diameter (Fig 29a).

Instead of a soft membrane or a set of rigid mirrors

above actuators, DMs can also be made of liquid rotat-

ing in containers, therefore named liquid mirrors (Borra

1982; Brousseau et al. 2007; Ritcey and Borra 2010).

Arrays of coil actuators (Fig. 29b) induce a local mag-

netic field to change the curvature of the surface of

the liquid in several different places simultaneously. Re-

cently, a liquid mirror can take an even more diverse set

of shapes thanks to an electromagnet deforming a very

smooth ferrogel (Falahati et al. 2020).

All the DMs reported above require a lot of

space for the electronics to monitor and control

their actuation. Micro-Opto-Electro-Mechanical Sys-

tems (MOEMS), the latest development in DMs, are

much more compact. They use miniaturized actuators

of less than 5 micro-meters of size, gathered in arrays of

14 provided by CILAS® (Cilas® 2023) and Boston Micro-
machines® (Boston Micromachines® 2023)
15 supplied by Microgate® (Microgate® 2011).
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up to tens of thousands. MOEMS are fast actuated, at

a frequency up to tens of kilo-Hertz. MOEMS are clas-

sified in four categories (Motamedi 2005): membrane

mirrors, continuous mirrors, segmented mirrors and tip-

tilt-piston segmented mirrors. Because of their reduced

size, the MOEMS mechanical stroke (maximum defor-

mation) is limited to 90 micro-meters 16.

Remark 4 (A specific kind of MOEMS: ) Instead of

enabling several local deformations of their surface at

once, a specific kind of MOEMS is moved as a whole.

They are circular MOEMS placed above magnets,

which can be tilted by a few degrees on two directions

by variations of the electromagnetic field. FoveaCam

combines a camera with such circular MOEMS (Tilmon

et al. 2020).

Adaptive FOV: A wide majority of DMs is used to

locally improve the sharpness of images. Their shape

can be accurately set and optimized to correct the

shape of wavefronts automatically. Nonetheless, the

adaptations of DMs can be downgraded to manual and

global adaptations. Indeed, two cameras can switch be-

tween two different focal lengths f1 and f2 (Sec. 2)

thanks to DM actuation. Instead of the lens move-

ments performed by the zoom of conventional cameras

(Sec. 5.3.1), they both rely on DM changing shape in-

side the objective of a camera (Zhao et al. 2013; Lin

et al. 2012). Whereas they aim at reducing the size of

conventional camera optics, they are far from enabling

as much changes of magnification as conventional zooms

(Sec. 5.2.1).

6.4 Wrap-up

Pointed to a mirror with a non-planar shape, a camera

views its environment differently. Indeed, convex mir-

rors increase the FOV of the camera (Baker and Nayar

1999; Bakstein and Pajdla 2001; Nayar 1997) whereas

concave ones can increase the resolution of specific parts

of the scene (Layerle et al. 2008). The image resolution

is not uniform anymore, hence scene objects of same size

at same depths may appear with different sizes in the

image. Therefore, the FOV of a camera facing a flexible

mirror changes as the mirror is curved (Kuthirummal

and Nayar 2007). Instead of curving it globally, deform-

ing the mirror locally and at high-frequency sets sharp

previously blurred image regions (Madec 2012; Mo-

tamedi 2005; Davies and Kasper 2012). Whereas most

adaptive catadioptric cameras have a mirror which dy-

namically changes shape, some of them rely on a ro-

16 continuous MOEMS provided by ALPAO (ALPAO®
2023) have a 90 micro-meters stroke.

tating mirror to move the camera viewpoint (Marc-

hand and Chaumette 2017; Krishnan and Nayar 2009;

Tilmon et al. 2020) or a translating one to change its

magnification (Marchand and Chaumette 2017).

7 Polycameras

Polycameras (Def 8) are diverse, since they consider

any layout of cameras, once they are synchronized to

capture several viewpoints of the scene simultaneously.

After reviewing the major trends of static polycameras

(Sec. 7.1), the few manual and automatically adaptive

are surveyed (Sec. 7.2, resp. 7.3).

7.1 Polycameras with static properties

Polycameras are classified in (Wang et al. 2017), ac-

cording to the layout of the camera cluster or array.

Parallel layouts allow to capture either high defi-

nition (Sec. 2.6) or wide FOV (Sec. 2.5) images. The

individual cameras are patched together tightly, spaced

by only a few millimeters, along one or two dimensions

(Fig. 30a). The images captured simultaneously by all

the cameras are merged to compute the final polycam-

era image, the polymage. Since the individual cameras

(a) (b)

(c) (d)

Fig. 30: The different polycamera layouts: first row,

coplanar layouts where camera have a (a) large and

(b) small overlapping FOV ; second row, radial layouts

(a) toed-in or (d) toed-out.
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are very close to each other, if all their optical axes are

parallel, a large part of their FOVs overlap. Therefore,

the definition of such polycamera is several times the

one of a single camera constituing it 17.

When the cameras of such tightly packed paral-

lel layouts are oriented so that their optical axes di-

verge, the FOV captured by the polymage is the union

of the FOVs captured by all the individual cameras.

Therefore, the less their FOVs overlap, the higher the

polymage FOV. Prototypes are presented by the sur-

vey (Cheng et al. 2019), notably a 5× 5 dioptric cam-

eras array approximately spaced by one centimeter from

each other. In this setup, if all the optical axes are par-

allel, a major part of the cameras FOVs overlap. Then,

the definition of the polymage is significantly higher

than the one of an individual camera, contrary to the

FOV captured which remains almost the same. To in-

crease more the FOV, one should increase the angle be-

tween the neighboring cameras. Since all the cameras

are set on a planar support and located close to each

other, the rotation of each individual camera is bounded

to avoid collisions. Hence the FOV is increased, but still

limited.

In this case, the baseline is small. Therefore, the

multiple viewpoints captured at once are very close to

each other. The corresponding images are then close

enough to each other to be combined to reconstruct the

light field coming from a small region of the scene (Xie

et al. 2016). When the baseline between two consec-

utive cameras is increased up to several centimeters,

their viewpoints are more distinct and their own FOVs

overlap only slightly (Fig. 30b). Hence, the polymage

becomes a mosaic of neighbouring, but distinct, regions

of the scene. Then a panoramic FOV can be captured

by only three aligned and ten-centimeters distant cam-

eras (Baker et al. 2005).

The second type of polycameras, radial layouts, con-

sist in arrays of cameras set up in curved supports

They are sub-classified as toed-in (Fig. 30c) and toed-

out (Fig. 30d) camera arrays, respectively with optical

axes converging or not to a common point (Wang et al.

2017). The Panoptic Studio, a geodesic dome, 4.15 m

height and 5.49 m diameter, is a toed-in layout of 480

cameras, which records movement of people inside the

dome as 3D data (Joo et al. 2015).

Toed-out radial layouts consist in monocentric cam-

era arrays where each camera views a different direc-

tion. They can be arranged in circles for omnidirectional

17 Sized like a smart-phone, Light L16® (Light® 2019)
gathers 16 dioptric cameras of different focal lengths
(28 mm, 70 mm and 150 mm) to capture 52-megapixel pho-
tographs (Sahin and Laroia 2017).

imaging18, or in hemispheres like panoptic cameras. If

the viewpoints are close to each other, the panoptic

cameras capture omnidirectional images with depth in-

formation (Afshari et al. 2013; Baker et al. 2004).

30 cameras of 66◦ × 68◦ with focal length f =

1.17 mm, mounted in an hemisphere, capture a 180◦

FOV (Afshari et al. 2013). Since neighbouring cameras

are only spaced by a few degrees on the sphere sur-

face, their viewpoints are redundant, i.e. they capture

slightly different version of the same scene region, al-

lowing depth reconstruction.

The majority of polycameras is classified into copla-

nar or radial dense layouts but some made of sparse

sets of only a few cameras are at the bordeline of Def 8.

For instance, equipped with fisheye lenses and set back-

to-back, two cameras can capture the omnidirectional

FOV (Forutanpour et al. 2019): they are dual-fisheye

cameras19.

7.2 Manual adaptations: deforming the layout

Three polycameras can be considered manually adap-

tive, in regards with definition 10. Whereas all of

them capture an adaptive FOV, the third one can

also capture a variable number of viewpoints (Sec. 2.5).

Adaptive FOV: The first polycamera reported in

this section has both an horizontal and vertical adap-

tive FOV (Nomura et al. 2007). It consists in a 2D

array of 5 × 4 camera modules, each being 41 mm ×
24 mm× 34 mm of size and capturing 752× 480 pixels

images. The cameras are attached on a flexible plastic

sheet (Fig. 31a). The scene collage algorithm stitches
together the images acquired by each camera, even if

there are holes between the partial views of the scene

(Fig. 31b) (Nomura et al. 2007). Nonetheless, this post-

processing stage requires 700 seconds to merge the 20

input images into a final frame.

The second design, FlexCam, has an horizontal

versatile FOV. Contrary to the aforementioned flexible

polycamera, it does not require long post-processing

steps to stitch several images (Dickie et al. 2012). The

prototype of Flexcam consists in three cameras aligned

and mounted on a bendable support. Each camera is

29 mm × 29 mm × 38 mm and captures images of

640 × 480 pixels. Two horizontal flex sensors measure

the shape of the bendable support accurately, which is

used to stitch the images captured by the three cameras

into a polymage. Then, this polymage is displayed by

18 e.g. GoPro 360® (GoPro® 2015) camera array.
19 available as Ricoh Theta® (Ricoh® 2019) products, for
instance.
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a Flexible Organic Light Emitting Diode (FOLED)

photographic viewfinder directly embedded in the

bendable support. This polycamera acts similarly than

many cameras available for consumers, which shows

the images recorded by the camera on a small screen.

In (Dickie et al. 2012)’s design, the FOLED is of

320× 240 pixels of definition, spoiled by edge artifacts.

Adaptive FOV and number of viewpoints: The last

manual design, CrossbowCam is not only able to cap-

ture images with an adaptive FOV. Indeed, by bend-

ing the support of its cameras, one can capture sev-

eral distinct views of the same scene elements at once

with this polycamera (Hsu et al. 2017). The Crossbow-

Cam prototype consists in eight cameras aligned on

a thin steel plate of length l = 320 mm, spaced by

38 mm (Fig. 32a). From operator inputs, a scroll and a

stepping motor directly connected to the center of the

plate changes the curvature of the thin plate, mimick-

ing a crossbow mechanism. Thus, the camera array can

change its layout between three modes.

In the first mode, the support of cameras is convex,

therefore, the camera optical axes diverge such that

CrossbowCam is a radial toed-out layout (Sec. 7.1).

When this polycamera gets from planar to convex

shape, its FOV increases from 60◦ to 90◦, and is ex-

pressed as:

θ = f(h) = 2 ·
(
90◦ − tan−1

(
h

l/2

)
+ tan−1

(
l/2

h

))
(19)

with h = 20 cm the distance between the central cam-

era and the center position, when the support of the

cameras is set on a planar shape.

In the second mode, the optical axes of all the cam-

eras are parallel. Therefore, CrossbowCam is a parallel

layout of cameras, their optical axes being all parallel

(Sec. 7.1). In the third mode, the camera support is con-

cave, mimicking radial toed-in layouts. In both modes,

all the cameras capture overlapping viewpoints which

enable 3D reconstruction (see Sec 8 for more details).

7.3 Automatic adaptations: move each camera for

adaptive viewpoints

To our knowledge, the self-reconfigurable camera ar-

ray (Zhang and Chen 2004) is the single automati-

cally actuated polycamera designs, according to Defi-

nition 11.

The self-reconfigurable camera array, like the sec-

ond and third modes of CrossbowCam, aims at captur-

ing overlapping viewpoints to improve the scene depth

(a) (b)

Fig. 31: The Flexible Camera Array prototype, flexed,

(a) and the image acquired, stitched by the scene col-

lage algorithm (b) (reproduced from (Nomura et al.

2007)).

reconstruction (Zhang and Chen 2004). It consists in

an array of 48 cameras (Fig. 32b) individually able to

perform two movements (sidestep and pan). They are

placed in 6 linear guides, with 8 cameras spaced by

20 mm each. Each camera captures images of 320×240

pixels. In total, 84 servo-motors move the cameras (48

for the pan and 36 for the sidestep). The whole poly-

camera is closed-loop controlled. At first, the images

captured by two neighbouring cameras are compared.

Then, the cameras pan and sidestep to optimize the

difference between the viewpoints, in order to capture

depth information. Controlling all the cameras for this

purpose requires hundred of milliseconds. According

to (Zhang and Chen 2004), the case of two neighbouring

cameras colliding is actually possible.

7.4 Wrap-up

The layouts of polycameras can have either a copla-

nar or radial geometry (Sec. 7.1). Therefore, to change

the way they capture the scene, adaptive polycam-

eras change their geometry. Both the flexible camera

array (Nomura et al. 2007) and Crossbowcam (Hsu

et al. 2017) the shape of the support of the individual

(a) (b)

Fig. 32: Working principle of the CrossbowCam (repro-

duced from (Hsu et al. 2017)) (a) and prototype of the

self-reconfigurable array (reproduced from (Zhang and

Chen 2004)) (b).
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camera to adapt (by increasing the FOV or the num-

ber of views). The self-reconfigurable polycamera rather

changes the orientation of each individual camera to

capture redundant viewpoints of a specific scene ob-

ject (Zhang and Chen 2004). The biggest issue of ver-

satile polycameras is the computational cost induced

by their adaptation. As the two former rely on post-

processing steps to construct a final image, the latter

needs hundreds of milliseconds to be controlled.

8 Applications of adaptive cameras

In this section, the applications made possible by adap-

tive cameras are described, following the order of the

designs reported in this survey (Sec. 3).

Lensless cameras (Sec. 4) are mainly employed in

biomedical engineering (Boominathan et al. 2016). In-

deed, their compactness allows to embed them in opti-

cal fibers to serve as endoscopes (Papadopoulos et al.

2013). They are also the base of microscopes (Moon

et al. 2009) to image fluids inside of the body. More-

over, the adaptive aperture of some lensless cameras

makes them able to capture several distinct regions of

the scene during a single acquisition, e.g. to detect sev-

eral parts of a face simultaneously and ease the per-

son identification (Zomet and Nayar 2006). Differently,

subregions of captured images can be redundant and

combined to get depth information of the scene, then

allowing 3D reconstruction (Schwarz et al. 2016). The

ability of the bendable lensless camera (Koppelhuber

and Bimber 2013) to change FOV as its structure is

getting curved allows to use it for contactless sensing

and optical see-through monitoring, but the prototype

needs to be made thinner (300 µm instead of 6 mm

currently).

Several adaptations of dioptric cameras (Sec. 5),

like zooming and focusing, are well-known and, there-

fore, used in quantity of applications, including surveil-

lance, animal observation, artistic photography and

fashion (Mâıtre 2017; Wang et al. 2021; Roberts 1995).

In entertainment and arts, two camera adaptations are

able to make real landscapes like models and the other

way around. On the one hand, acting on the diaphragm

to close partially the camera aperture increases the

depth of field (Sec. 2.4). Therefore, for a specific aper-

ture size, some parts of a scene object can look blurry

whereas the others look sharp. For cinema, this makes

miniature models looking like life-size landscapes (Held

et al. 2010). On the other hand, tilting the objective ro-

tates the plane of sharp focus (Sec. 5.2.1). Then, the dis-

joint blurry areas in the image turn real landscapes into

models in the image, for art (Qian and Miura 2019). In

order to take panoramic photographs of landscape and

tall buildings in a single frame without any distortion

(mostly for art and architecture), the objective may be

translated thanks to tilt-shift lenses (Schulz 2015; Ew-

ing 2016). The less conventional adaptation of all is

to change the shape of a whole sheet camera to wrap

it around any curved shape. Therefore, its FOV could

take many different extents and shapes (Sims et al.

2016, 2018). This could be used in autonomous cars,

where the sheet camera could monitor the surrounding

road, or surveillance, where cameras could be wrapped

around objects of public areas. However, several im-

provements of these cameras, discussed in Section 9,

should be done beforehand to achieve these applica-

tions.

In regards with catadioptric cameras (Sec. 6), the

applications depend of the amplitude of the deforma-

tions of the mirror shape. Indeed, small deformations

of less than one millimeter allows to locally change the

blurriness of small image regions. Adaptive Optics (AO,

Sec. 6.3) uses this principle to image sky on astropho-

tographs20, be used in ophtalmology for accurate retinal

imaging (Gill et al. 2019) or even allows to capture mi-

croscopic images with nanometric accuracy (Lee et al.

2020). Changes of curvature of more than 5 mm cause

two different effects: a concavity magnifies a scene re-

gion, which can be useful for surveillance (Kuthirummal

and Nayar 2007) or autonomous vehicles by detecting

fatigue on driver’s face while monitoring the surround-

ing road (Layerle et al. 2008) ; a convexity, on the con-

trary, enlarges the FOV of the camera pointing to the

mirror, allowing to capture a large group of people with-

out stepping back or monitor a whole street even if the

camera is in the middle of it (Kuthirummal and Nayar

2007).

Polycameras (Sec. 7) are getting more and more

common for consumers, since even smarthphones are

using them in order to capture landscapes with a large

FOV Dxomark® (2021). Moreover, they are used for

defense applications, since parallel layouts can acquire

gigapixel resolution images with HDR ability (Wilburn

et al. 2005; Brady et al. 2012). Flexible camera ar-

rays (Nomura et al. 2007) change shape in order to track

people and also capture artistic photographs, with some

parts of the FOV left blank. Setting a polycamera like

CrossbowCam on a concave curvature allows to capture

multiple viewpoints at once for 3D reconstruction, e.g.

autostereoscopic displays (i.e. showing images on a pla-

nar screen which appear embossed from any spectator

20 3 telescopes are based on the Giant Segmented Mirror
Telescope concept (Strom et al. 2003): the European Ex-
tremely Large Telescope (EELT) European Southern Obser-
vatory (ESO) (2018), the Keck telescopes Observatory (2023)
and the James Webb Space Telescope (JWST) NASA (2023).
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viewpoint) for entertainment (Hsu et al. 2017). They

may also produce visual effects for action movies, such

as ”bullet times” which gives a feeling of time freez-

ing (Hsu et al. 2017).

9 Future works on adaptive cameras

This section proposes future research lines to improve

the existing adaptive cameras, reported in the order fol-

lowed throughout this survey (Sec. 3). For each camera

category, the future works given by the authors of the

papers surveyed are followed by ideas of our own.

Since they do not require any lens, lensless cam-

eras (Sec. 4) are compact. However, because they use

only apertures as optics, they have a lower SNR than

other cameras (Schwarz et al. 2015, 2016). Moreover,

the image reconstruction algorithms amplify the noise

in the final image (Boominathan et al. 2016). Therefore,

to improve the SNR, the aperture of lensless cameras

has to be optimized (Boominathan et al. 2016). When

the scene changes, the aperture shape needs to change

accordingly to record each region of the scene with as

much light as possible and avoiding blur (Schwarz et al.

2016). The programmable aperture mask of Sweep-

Cam (Hua et al. 2020) is a liquid crystal on silicon

(LCoS) screen which limits the image definition and

does not capture enough light at once. Instead, a trans-

lating mask with better light-efficiency, constituted of

smaller apertures, would improve both the SNR and the

image definition of the Sweepcam prototype. A different

camera with an adaptive aperture, which relies on 2 lay-

ers of apertures stuck together, is currently able to cap-

ture at least 3 distinct scene regions at once (Zomet and

Nayar 2006). The authors plan to add more aperture

layers in order to capture even more distinct regions at

once, and capture each of them with a different mag-

nification, therefore making this camera able to per-

form a spatially variable zoom. Indeed, since transverse

magnification increases as the focal length does (2), the

magnification changes as the distance from aperture

layers to the image sensor does. Also, those aperture

grids would be closed-loop controlled in order to track

a moving object in real-time.

In our opinion, lensless cameras must solve their

main flaw: most of them do not capture images di-

rectly. Instead, they record data which is then pro-

cessed into images by reconstruction algorithms which

induce a delay (at least 100ms (Asif et al. 2016; Boomi-

nathan et al. 2016)). In that direction, the lensless cam-

era of (Zomet and Nayar 2006) already computes final

images with the difference of images captured with two

different aperture patterns. This principle could be ap-

plied by lensless cameras in general to reduce the time

before actually seeing the picture captured. Indeed, the

cost in time of the image processing prevent automati-

cally adaptive cameras to be conceived. If lensless cam-

eras took less than 50 ms to capture images, then their

aperture or their image sensor could change automati-

cally in real time, to adapt to changes in the scene.

On the other hand, all the lensless cameras only cap-

ture grayscale images. With a simple image processing

just computing the difference of two images, adding R,

G and B channels to the image sensor would add colors

to the images recorded.

In regards with dioptric cameras (Sec. 5), apart from

the translating image sensor which could be replaced

by actuated tilt-shift lenses (Sadlo and Dachsbacher

2011), and other improvements on the control laws re-

sponsibble for focusing, OIS and automatic zoom (see

Sec. 5.3), the most challenging and numerous future im-

provements would go to the sheet cameras. Indeed, their

potential is high, but they are not yet efficient enough

to be used for the applications described in Section 8.

Several research lines are proposed in (Sims et al. 2016,

2018). At first, the current prototypes of (Sims et al.

2016, 2018) capture 33 × 33 colored dots and the fi-

nal image, of 264 × 264 pixels, is interpolated. A mi-

crolens array with more lenses, and tinier, would di-

rectly record images of higher resolution. Second, sens-

ing the deformations of the sheet camera, with stress

sensors or accelerometers, would allow to record the

geometry of the camera and make it easier to undistort

the captured images. In order to reduce the space of

these cameras, (Sims et al. 2018) proposes to replace

the whole dioptric camera facing the flexible microlens

array by a sparse array of pixels, with the same pitch

than the one with two successive lenses, almost stuck

to the microlens array (getting similar with a compact

dioptric camera).

We believe that ideal sheet cameras should com-

bine a flexible image sensor with deformable lenses, in

order to significantly reduce their size. Therefore, the

microlens arrays used in the prototypes of (Sims et al.

2016, 2018) should be combined with a fully-flexible im-

age sensor, for instance an array of organic photodiodes

(Sec. 5.2.2) printed on a plastic sheet.

Catadioptric cameras (Sec. 6) can rely on a seg-

mented or continuous mirror. On the first case, DMDs

(Sec. 6.2) should use mirrors of more intermediary ori-

entations than just the two extreme ones, in order to

change the FOV captured instead of tilting the cam-

era viewpoint by a fixed number of degrees (Nayar

et al. 2006). On the second case, the flexible contin-

uous mirror of (Kuthirummal and Nayar 2007) must

solve the trade-off between reducing the size of the mir-

ror for compacity and minimizing the post-processing
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time to make the images displayable. Indeed, small mir-

rors of a few centimeters of side induce optical aberra-

tions when they are curved, which generates noise. Con-

tinuous mirrors with accurate and small deformations,

i.e. DMs (Sec. 6.3), should improve their actuation to

take an even more diverse set of shapes, according to

many authors (Madec 2012; Huisman et al. 2020; Fala-

hati et al. 2020). Also, the maximum deformations of

MOEMS DMs (10 micrometers currently) could be in-

creased with double-stage actuation, i.e. putting actu-

ators of bigger DMs under the microscopic ones of the

MOEMS (Zamkotsian and Dohlen 2002).

We think that two different principles of flexible

mirrors could be combined to create a new camera

which could automatically magnify several scene re-

gions at once, while keeping the intermediary regions,

though degraded. Indeed, deformations of amplitude

higher than 5 millimeters allow to make important reso-

lution changes in the image and the automation of DMs

could be adapted to automatically change in closed-loop

the mirror shape to capture temporally variable multi-

resolution images.

Last, polycameras (Sec. 7) should be miniaturized

to be used as the new family camcorder (Nomura et al.

2007). To do so, the camera modules must be small, of

less than one centimeter of size, like the ones in smart-

phones (Dickie et al. 2012). The polycameras changing

of shape, e.g. by a simple button pressed like Crossbow-

Cam (Hsu et al. 2017), should embed all the electronics

on the camera instead of being connected to a remote

computer. Also, the torque of the actuators must be in-

creased to allow more deformations with a higher am-

plitude.

The shape of the support of the camera modules

could be automatically changed in order to automati-

cally zoom-in different scene regions at once, but the

space between two different cameras would limit the

amplitude of the deformations. Indeed, unlike the con-

tinuous mirror case, the image would be discontinuous

if the camera modules are spaced, and the higher the

deformation, the more important the discontinuities.

10 Conclusion

This article surveys adaptive cameras, classified in four

categories: lensless, dioptric, catadioptric and polydiop-

tric cameras. For each design, the nature of the adap-

tation and its impact on the images is described. This

article attempts to give the most comprehensive list of

adaptive cameras, by reporting the works made in vari-

ous research fields, related with specific kind of imaging

devices, such as deformable mirrors or artificial com-

pound eyes, alongside with many original designs.

Adaptive cameras meet the requirements of a wide

range of applications, for which conventional cameras

are not efficient enough. Nonetheless, most of these de-

signs are emerging, further researches have to be done

to over-take several limitations. First, lensless cameras

should be able to directly acquire images of the scene,

without image reconstruction steps. Then, the adapta-

tions met in dioptric cameras have to be sized-down.

Catadioptric cameras could combine the advantages of

the self-actuated deformable mirrors and the wide and

discontinuous field of view deformations allowed by flex-

ible mirrors. Finally, adaptive polycameras are either

able to capture a changing FOV or a various number of

viewpoints of the same scene objects at once, but they

need to be sized-down as well.

Data availability

Data sharing not applicable to this article as no

datasets were generated or analysed during the current

study.
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