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ABSTRACT

The present analysis shows that the most crucial parameter for a correct representation of the observed temperature behavior are the heat
exchange coefficient and the wind. The different approaches tested all have limitations, but they can reproduce reservoir temperature trends
at different depths with a maximum standard deviation ranging from 3 °C to 8 °C.
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HIGHLIGHTS

® Tropical reservoir's water temperature is strongly influenced by air-water heat exchanges, but the fast exchanges of temperature in tro-
pical zones made traditional formulations of exchange coefficients to be insufficient.

® The parameter that mainly affects the heat transfer and thermal stratification process is the transfer coefficient A and can be used as an
approximation for estimating the exchange rate of the reservoir.

1. INTRODUCTION

The construction, operation, and removal of large reservoirs are fundamental environmental issues because of the benefits
they generate and the environmental impact they have. Hydroelectricity production accounts for 16% of total energy pro-
duction (Killingtveit 2019) but, in the American continent, it is the largest source of energy production. In addition, they
have essential functions such as supplying water to cities, irrigation, and energy. While these dams have brought some
benefits, they have also brought severe and irreversible changes to the natural hydrology of the river, affecting soil, vegetation,
biodiversity, landscape, atmosphere, and, in turn, watersheds (Agostinho et al. 2008; Kuriqi ef al. 2021), reducing water flow,
increasing water residence time, thermal stratification, increasing sedimentation rates and decreasing dissolved oxygen con-
centrations, among others (Pimenta et al. 2012).

The impact on reservoir water quality is a significant concern in ecological management. Life quality is highly constrained
by water quality, which is affected by the quality of reservoirs built for hydroelectric projects and water supply. Building
dams is particularly important for many Latin-American countries, where most of the electric supply comes from
hydropower and many reservoirs. Thermal stratification caused by solar heating plays a significant role in determining
water quality in the reservoir. In tropical countries, lakes and impoundments will stratify during the year as a result of increas-
ing temperature differences between the warm upper (epilimnion) and cold lower (hypolimnion) layers of water (Halini
Baharim ef al. 2011). Air temperatures can vary by up to 10 °C from day to day, with water temperatures ranging from 20
to 32 °C.
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Temperature studies in reservoirs have ranged from field measurements to computer tools, such as modeling. In the case of
tropical reservoirs, from a data analysis and statistical point of view, research focuses on (1) describing and characterizing
thermal distribution by field observations, such as the characterization of the stratification pattern and affectation of these
thermal regimes in response to climate variables; (2) reservoir biochemistry and aquatic biology and the relations between
them.

In Labaj et al. (2018), a data logger recorded temperature profiles hourly and measured every 2 m at a point at a maximum
depth of 30 m in four lakes in Ecuador. They observed that thermal stratification was significantly positively correlated with air
temperature and negatively correlated with wind speed across all lakes, and the most critical finding was that the high-resolution
data showed that stratification did not breakdown overnight. In Lewis (1996), a theoretical comparison of the characteristics of
several tropical and temperate lakes was carried out. The main finding of this study was that the comparison of tropical and
temperate lakes has excellent potential to demonstrate lake function in general and is typified by non-seasonal substantial vari-
ations superimposed on seasonal cycles in most cases. Elci (2008) studied the effects of thermal stratification and mixing on
reservoir water quality at one point in the reservoir over 14 days using a water quality meter. Multivariate analysis was carried
out on a data matrix of seven variables. The results showed that air temperature, lagged wind speed, and humidity influence
variations in water quality parameters. In Rangel ef al. (2009), temperatures are measured with a portable digital meter, in
two main climatological seasons: cool-dry season and warm-rainy season, at a central reservoir point, at the surface, 1.5, 2.5,
and 4 m. The main finding of this study was that the thermal pattern strongly influenced the vertical distribution of the phyto-
plankton community. Pajares et al. (2017) observed that temperature and oxygen stratification shaped the distribution of
picoplankton. In Huszar ef al. (2006), the data set includes 192 aquatic systems sampled on seasonal bases for at least 1
year using average values. They found significant differences in nutrient-chlorophyll ratios and thermal profiles between tropi-
cal and temperate climates. Amorim ef al. (2020) monitor ten reservoirs in Brazil to study cyanobacterial blooms. They
demonstrated that omnivorous crustaceans and total dissolved phosphorus mainly influenced cyanobacterial biomass. Solar
radiation, air temperature, mixing zone, and salinity also significantly explain biomass behavior. These studies highlight the
importance of thermal stratification as one of the main factors affecting variation within the water column of tropical lakes.
However, in evaluating the thermal structure of the reservoir through data analysis, it is difficult to measure and verify the qual-
ity of the data, and it is difficult to propose an analysis and management scenario.

From a numerical point of view, 1D (one-dimensional) lake models have been built (Samal et al. 2009; Katsev et al. 2010)
to assess ecosystem health, giving daily information at one point, and at a depth interval of 0.5 m for 3 years daily. They
observed that the changes in the stratification regime in these waterbodies affect the water quality and the ecosystem’s
health, primarily based on temperature and dissolved oxygen parameters. In Crowe et al. (2008), one monitoring station
is used to examine the chemical composition of the water and estimate transport time scales in reservoirs; the main finding
was that seasonal temperature variability affects biogeochemical cycling in lakes. Rueda et al. (2006), using 15 temperature
and light profiles taken in the reservoir throughout 1 year, show that the temporal variations of mean residence times occur
not only at seasonal time scales but also at shorter scales. Several 2D (two-dimensional) models have been built to charac-
terize thermal stratification and assess water quality. In Lindenschmidt ef al. (2019), with monthly measurements, showed
the influence of climate change on water quality reservoirs. Mesquita et al. (2020), Basso et al. (2021), Azadi et al. (2019)
modeled and analyzed different scenarios that could cause eutrophication processes using monthly measurements. Ziaie
et al. (2019) and Chuo ef al. (2019) found significant differences in nutrient entrance and the relationship with algae
blooms with monthly measurements. However, most works have analyzed the water quality and thermal dynamics without
considering 3D (three-dimensional) processes.

1D and 2D models have the advantage that they are much faster than 3D ones when performing numerical calculations;
they allow long-term simulations and are easier to calibrate and validate as they depend on fewer parameters. For example,
the 1D model revealed daily air and water temperature relationships but failed when the advective term was significant. It
also fails to quantify the potential effects of climate change on water temperature in a shallow reservoir (Gooseff et al.
2005). Note that this approach cannot predict stratification dynamics. A 2D model is essential for studying stratification
dynamics subject to horizontal advection. Even though 1D and 2D models can consider short- and long-wave radiation
in the thermal model, heat flux by evaporation/condensation, and the convection process at the free surface, they
cannot capture the processes of heat exchanges with both the bottom and atmosphere, while the 3D does. Besides, the
turbulence models have been demonstrated to be important in maintaining the thermoclines and are fully developed
only for 3D models (Goudsmit et al. 2002).
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In the case of 3D models, phenomena at multiple scales and couplings can be modeled. Other 3D flows, including gravity
current, significantly affect the water quality and temperature (Kopmann & Markofsky 2000). In complex geometries with
highly three-dimensional flows, the more traditional depth or width-averaged models cannot accurately capture mechanisms
affecting temperature transport and mixing (Politano et al. 2008). Overall, 3D modeling tools are critical to understanding the
interaction between all aquatic ecosystem components. 3D modeling enables a better assessment of the high complexity of
the reservoir and its natural cycles.

Regarding 3D modeling, there are several studies for shallow reservoirs, such as study of the influence of cold fronts on the
heat fluxes and thermal structure in a tropical reservoir (Curtarelli ef al. 2013), study of the circulation patterns in a shallow
tropical reservoir (Yang et al. 2019), study of saline intrusion (Laval ef al. 2005). However, while numerous studies have been
conducted to characterize thermal stratification in temperate lakes and oceans, there have been fewer numerical studies of
temperature dynamics in tropical reservoirs (Politano et al. 2008).

3D modeling has proven to be a valuable tool to advance the understanding of the physical processes of fluid dynamics and
water quality, thermal processes such as the effects of wind and temperature induced flow (Matta et al. 2017), the effect of the
wind and tidal forcing (Moloney ef al. 2016), thermal discharge released to coastal areas (Gaeta ef al. 2015, 2020), coupling
with complex water quality process (Piccioni et al. 2021). It has also been used to assess environmental impacts from cooling
and heating power plant production (Ligier & Okumura 2019), to analyze flood and ebb events and analyze indicators of the
contamination degree (da Silva ef al. 2021), to evaluate Escherichia coli development scenarios (Bedri ef al. 2013), to study
the dynamics of geomorphological features (Lisboa & Fernandes 2015), or the heating impact of a reservoir on downstream
water temperature (Jiang et al. 2018; Plec et al. 2021). However, all these simulations have been performed without heat
exchange with the atmosphere and not for tropical reservoirs.

Other 3D models use a simplified heat exchange model (Scanlon ef al. 2020) to assess the climate change scenario’s impact
over a small tropical lake (Duarte ef al. 2021), to evaluate the impact in coastal areas, simulate flooding and hydrodynamic
patterns in wetlands (Costi et al. 2019), and to study thermosaline circulation in an estuary (Vouk et al. 2019). However, as
explained by Politano et al. (2008), these studies are not performed on tropical reservoirs, and other 3D models have been
developed to use the entire atmosphere-water exchange considering hydrometeorological conditions (Angelotti ef al.
2021) but without complex geometry.

Some recent studies have assessed the effects of the advection schemes and turbulence and other important numerical par-
ameters with salinity as a tracer on 3D models (Smolders ef al. 2015; Chen 2020; Justin-Brochet et al. 2021), to evaluate the
non-hydrostatic 3D model in rivers (Politano et al. 2008), optimize numerical parameters in 3D models for the calibration in
small lakes (Merkel 2019), or coastal areas (Cooper & Spearman 2017; Gaeta et al. 2020), but they were not used to analyze
those conditions in a stratified deep tropical large reservoir with spatiotemporal data of high frequency for calibration.

Complex reservoirs such as deep tropical lakes, with elongated heterogeneous basins, with the influence of several rivers or
advective flows (Marin-Ramirez et al. 2020), are vertically complex systems, making difficult both the building and the
implementation of a model that correctly represents the thermal structure.

In this sense, the present work emerges as a response to integrating a robust water quality model that studies the effect of
hydroclimatological variables such as air temperature, wind, and internal mixing process on the thermal dynamics of a tropical
reservoir in Colombia, using highly resolved simulations of hydrodynamic, thermal, and energy processes. The importance of
these processes has been demonstrated by data analysis from the observations of La Miel reservoir (Alzate-Goémez et al. 2023).

Based on the context discussed here, the study analyses thermal dynamics over the vertical water column in a tropical reser-
voir. The general objective of the present work paper is to show the potential and limitations of three-dimensional hydraulic
models in predicting the thermal distribution of rivers with reservoirs and hydro-plants. This leads to analyze different modeling
hypotheses for temperature and air-water exchange and evaluate the model performances on short periods according to the
observations. Section 2 outlines the characteristics of the study site. Then, Section 3.1 presents the available data. Section
3.2 describes the governing equations, and Section 3.3 details the model that has been implemented along with the performance
criteria. Finally, Section 4 describes the results, and a discussion of the main findings is given in Section 5.

2. DESCRIPTION OF THE STUDY AREA

The study comprises the Amani Reservoir, formed by the La Miel, Moro, and La Negra rivers, a hydroelectric power plant in
Caldas, Colombia. The La Miel river basin is in the Central Mountain range of the Colombian Andes, specifically in the
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Caldas department. The river reaches being studied have a length of 62 km and an upstream catchment area of 712 km?. In
this area, La Miel has a variety of tributaries, including Tenerife, Salado, Manso, Moro, Pensilvania, and Samand, among
others, as shown in Figure 1.

‘La Miel I’ dam is a gravity dam located on the riverbed (see Figure 1) and was built between 1997 and 2002 for hydroelec-
tric power generation. The tropical reservoir Amani{ (5.25° lat, —75° lon) is upstream of the dam. The dam is 188 m high,
giving it a storage capacity of 571 million m*® and a surface area of 12.2 km? with a generation installed capacity of
396 MW in three turbine units. Its commercial operation began in December 2002. In 2010, the Guarino diversion dam
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Figure 1 | Study area location and gauging stations (accessed through ASF DAAC 15 July 2015).
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on the Guarino River was opened, and the Manso diversion dam on the Manso River began operations in 2013. Both divert
water into the ‘la Miel I’ Reservoir through a tunnel.

The reservoir is located in a deep canyon and comprises two main branches: the La Miel River, 20 km long, and the Moro
River, 13 km long. The maximum width is 400 m near the dam. A tiny branch is also formed by the creek Santa Barbara, a
tributary of the Moro River, the location of which is shown by the stream point in Figure 2. Amani reservoir presents perma-
nent thermal stratification, although its thermal structure shows seasonal variations (rainy and dry periods), with daily
changes.

Analyzing the data from the meteorological measuring stations is described in Section 3.1 ‘Field Data and the
Monitoring System’: the average temperature is 25.3 °C, the maximum temperature is 33 °C, and the minimum is 18 °C.
The highest monthly evaporation rates occur in the dry season, with 188 mm/day, while the lowest evaporation rates
occur in the wet season, with an average of 56 mm/day. Relative humidity varied between 40 and 100%, with a mean
value of 80%.

The annual cycle of rainfall in the area presents a bimodal behavior, with maximum flows in November-December and
March-April and recession in July-August and January-February, with the recession in July-August being considerably
more substantial. The lowest precipitation values occurred in July at 122 mm and the highest in October and November
with values of 416 mm. The average flows of the La Miel and Moro rivers at the Puente Samand and Tarro Pintado (see

Figure 1 stream points) gauging stations are close to 50 and 20 m>/s, respectively (estimates made with data from 2003 to
2016).
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Figure 2 | Data temperature and inlet measurement’s location (dataset: ISAGEN).
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3. MATERIALS AND METHODS

In this work, high-frequency field data were used, 3D simulations were performed, and the former was compared with the
latter. The data needed for the implementation of the model were analyzed, the mathematical equations and their impli-
cations for the modeling were analyzed, and the model configuration was adjusted accordingly as a basis for the
understanding of the thermal dynamics. The hydrodynamic model was calibrated according to the observed data and the
error was quantified using metrics. Then, the model responses to different thermal forcing are analyzed and the results
were compared with the observed data.

The materials and methods used for this purpose and the specifications for each stage are explained in Sections 3.1, 3.2, and 3.3.

3.1. Field data and the monitoring system

The monitoring system comprises water quality measurements at five stations, of which only the E7 station next to the dam
will be used, in addition to thermistor chains and CTD (Conductivity Temperature Depth) instruments. For the same period,
five hydrological parameters (flow rate, precipitation, evaporation, wind, and air temperature) covering all areas of the basin
have been collected; specifically, seven monitoring stations have been used to measure precipitation, two stations for flow rate
and two stations for the other hydrometeorological parameters (gauging stations, Figure 1).

In station E7 as shown Figure 2, water depth with ADCP (Acoustic Doppler Current Profiler) instrument and temperature
measurements were made at five different depths: two in the epilimnion (subsurface and center), one in the middle zone, and
two in the hypolimnion (center and three meters from the bottom). In addition, a thermistor (Figure 2) was installed near the
dam (E7) to have a continuous temperature record from April to September 2016. In addition, four thermistors were placed in
this reservoir at 1.5, 4.5, 15, and 40 m depth and allow to measure the typical behavior of the temperature profile. The ther-
mistor located at 1.5 m records the temperature of the superficial mixed layer (epilimnion), the one at 4.5 m is located
approximately in the thermocline, and the one at 15 m records the temperature of the hypolimnion above the intake structure
in the layer that presents the most significant temperature variations and the 40 m to capture the temperature at the bottom.
All thermistors were programed to collect data every 15 min. These measurements were taken between May 2016 and
September 2016.

Additionally, three field campaigns were carried out to collect temperature on about 36 profiles (CTD points Figure 2) in
the reservoir and tributaries. The campaigns were carried out on the following dates: (1) 6 and 7 July, 2015 (monthly moni-
toring), (2) 16 and 17 August, 2015, and (3) 22 September, 2015. Vertical measurement profiles were taken at different
reservoir points using a master CTD RBR profiler with temperature, turbidity, conductivity, and chlorophyll sensors. This
equipment allows data to be taken with a frequency of 6 Hz along the vertical profile line. The obtained profile shows a
resolution of about 5 cm.

Hydrological parameters were collected hourly for 183 days from 20 May, 2016 to 30 September, 2016 (El Vergel gauging
station, Figure 1). Hydrometeorological data were obtained from the DHIME website (http://dhime.ideam.gov.co/atencion-
ciudadano/) of the Institute of Hydrology, Meteorology and Environmental Studies (IDEAM, acronym in Spanish). The
meteorological information used for the model was provided from the gauging station closest to the dam.

Some missing data as flow discharge from the other tributaries, Santa Barbara, San Luis, and Fraguas, and water tempera-
ture for all the tributaries, were calculated from the SWAT (Soil and Water Assessment Tool (Gassman ef al. 2007)) model
(see Figure 2 stream points). SWAT is a semi-distributed and physically based model for daily simulation of daily discharge,
sediments, nutrients, and water quality parameters. The most critical processes simulated by the model are surface runoff,
infiltration, lateral flow, base flow, evapotranspiration, and groundwater recharge (Tessema et al. 2021). The model was cali-
brated using daily discharges from the Puente Samand and Tarro Pintado gauging stations from 1985 to 1990 and validated
from 1990 to 1997.

For the hydrodynamic model, topographic and bathymetric information was used, condensed in a digital terrain model
(DTM) built with bathymetries of the river collected between 2015 and 2016, with a resolution of 5 m x 5 m (Figure 2).
Figures 3-7 show the temporal evolution of some field data collected during 2 months, August and September 2016, at
the El Vergel measuring station shown in Figure 1, for 2 months in August and September 2016. The hourly air temperature
data from the El Vergel meteorological station near the dam were analyzed (Figure 3), and the monthly variations were
minor. Figure 3 shows a cycle evolution, where the lowest temperatures are marked in the early morning (4 am) and the
highest in the afternoon (3 pm). During the study period, the minimum temperature was 19.6 °C, the average temperature
was 26 °C, and the maximum temperature was 35.1 °C.
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Figure 6 | Inlet flow or boundary condition on the hydrodynamic model correspond to stream points in Figure 2.

In Figure 4, the wind speed data are presented. During the study period, the minimum wind was 0.05 m/s, the average wind
was 0.73 m/s, and the maximum was 3.0 m/s. The canyon topography of the area reservoir may explain the low wind speed
values. The reservoir operated at a low water level in August, and the water level varied by 7 m, reaching 406.5 m on 27
August. The water level remained like this for 2 weeks, then rose again until it reached 417 m by the end of September
(Figure 5). The inflow remained roughly constant during August, at 25 m>/s into Miel, except at the beginning of September,
where the peak flow was as high as 65 m>/s in La Miel’s arm. The reservoir presents indeed more inflow from the La Miel
arm, as seen in Figure 6.
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Figure 7 shows the water temperature for each tributary of the Amani reservoir. For the La Miel river, the average temp-
erature is 23 °C. The creek Fraguas contributes to the river La Miel and presents an average temperature of 24 °C. The Moro
River has an average temperature of 25.5 °C. San Luis, a tributary of the Moro, presents an average temperature of 24 °C.
Santa Barbara Creek presents an average temperature of 23.8 °C. Figure 8 presents the high-frequency measurement of the
vertical temperature profile at the dam location from 1 August to 22 September, 2015. Again, there is a permanent stratifica-
tion in the reservoir: slightly significant differences are observed on the hourly and daily scale and non-very significant on the
monthly time scale.

The water temperature distribution in the analysis process presents no mixing phenomenon, and there are at least six layers
in August-September. The layers that present the most significant variation are in the first meters up to 10 m. The temperature
distribution of the first four layers varies greatly, while the temperature distribution of the two deepest layers does not change
much. Also, the high-resolution data suggest that stratification does not breakdown overnight.

The vertical structure of water temperature is stable in different periods of each month, and the surface temperature is rela-
tively high throughout the year, with a mean value of 29.6 °C and a maximum of 31.8 °C at the free surface. At depths between
25 and 15 m, the temperature in the reservoir appears moderated by the temperature entering the tributaries. The temperature
in the deep layers is between 22 and 23 °C. The analysis in the next section indicates that the external heat flux, which is
determined by meteorological and inflow conditions, is insufficient for altering the nearly stratified state of the reservoir.

Clearly, there is a permanent stratification in the reservoir: hourly and daily fluctuations of the isotherms 28, 29, and 30 °C
in the epilimnion (of about 1-3 m) are observed. On the monthly time scale, we also observe an overall increase of the temp-
erature of about 2 °C in the dam followed by a decrease of similar intensity, as the isotherms plunge by about 5 m and get back
to their initial location.
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Figure 7 | Water temperatures at the tributaries or boundary conditions used as input on the thermic model.
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Figure 8 | Evolution of the vertical distribution of the temperature using four sensors on a rope at the dam.
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One of the critical factors in the formation of the thermal structure is the surface heat flux, which is composed of solar
radiation, incident and emitted long-wave radiation, sensible heat flux, and latent heat flux. Often, this energy flow results
in an increase in the temperature of the surface layer of the reservoir and, thus, a decrease in its density. In contrast, the
deeper layers remain cooler because they are less exposed to these heat sources as shortwave radiation penetration is limited,
and diffusive heat transport is too slow, as seen in the measurements (Figure 8). In the tropics, the absence of seasons means
that the difference between maximum and minimum annual radiation is slight. In addition, the total daily radiation is remark-
ably constant throughout the year since there are no significant variations in the number of daylight hours per day. This lack
of variation in the daily radiation received means that surface heat fluxes do not vary so dramatically, and therefore, monthly
patterns of stratification and mixing are not very pronounced in the present case.

From August to September, some variations in the reservoir temperature appear due to changes in the inflow and outflow
of water, especially the difference in the operation level of the reservoir and meteorological conditions. Hence, the water
temperature stratification pattern slightly differs from August to September as shown Figure 8.

3.2. Governing equations
In order to achieve the objectives outlined, it is necessary to have a 3D model of coupled hydrodynamics and temperature,
which must be validated to ensure that what is simulated is representative compared to observed behavior.

For the hydrodynamic component, the code solves three-dimensional hydrodynamics equations with a coupled energy
equation regarding temperature. The equations presented were obtained with the following assumptions (Hervouet 2007):

- Three-dimensional equations of incompressible flow with a free surface changing in time (Equations (1) and (2)),

- Negligible variation of density in the conservation of mass equation (incompressible fluid),

- Hydrostatic pressure (Equation (3)),

- the Boussinesq approximation (Equation (6)) for the momentum (the density variations are only considered in the buoyant
forces).

Due to these assumptions, the three-dimensional equations (mass and momentum) being solved are (Equations (1) and (2)):

vV.U=0 1)
ou 1 1
— +U-VU=—-—Vp +— V- (Reaay(VU +'VU)) + g+ F 2
ot Po Po

The hydrostatic pressure assumption is (Equation (3)):

9p _

% P8 &)

where the density can be decomposed as in Equation (4):

p=po+Ap 4

Giving the following expression of Equation (5) for the hydrostatic pressure:

8pi_ A_p
2 Pog(l + Po) %)

Finally, when the Boussinesq approximation is considered, the pressure expression will be as in Equation (6) (TELEMAC-
3D 2020):

Zs

"A
P = Datm + po& (Zs — 2) + pog J p—: az' (6)
z
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Here, U (m/s) indicates the three-dimensional component of velocity, ¢ (s) indicates the time, p (kg/m?) indicates the den-
sity, p, (kg/m>) indicates the reference density, g (m/s?) indicates the acceleration due to gravity, p (Pa) indicates the pressure,
F (m/s?) represents the external forces, # (m) indicates the water depth, Zg (m) indicates the free surface elevation, p.m (Pa)
indicates the atmospheric pressure, weqay (m?/s) indicates the eddy viscosity, x, y (m) indicate the horizontal space com-
ponents, z (m) indicates the vertical space component.

To solve temperature, coupled with hydrodynamics, this study uses the evolution of the water mass temperature is derived
through the evolution equation of internal energy. TELEMAC-3D can be directly coupled (two-way coupling) with the
WAQTEL module on the same computational mesh to reproduce the thermal dynamics. The thermic model WAQTEL (ver-
sion 8.2) computes the water mass temperature through the evolution of internal energy (Equation (7)) with E = internal
energy (J), A =thermal conductivity (W.m'. °C™!), with T =water temperature (°C), and Sg.s (W/m?) the surface sources,
which are the exchange fluxes through the free surface (WAQTEL 2021). The internal energy is formulated as a function
of temperature T, considering that the internal energy E is expressed as formulated in Equation (8). As thermal diffusivity
is the thermal conductivity divided by density and specific heat capacity at constant pressure, the resulting equation is, there-
fore, presented in Equation (9):

OE _ Ssurf
5, HU-VE-V- (V1) == (7)
E= pCpT @)
oT _ Ssurf
§+U-VT7V-(aVT)—pCph )

where C, is water-specific heat (J/kg°C) and p (kg.m ) is the water density, « is the thermic diffusivity coefficient (m?/s). The
coefficient of turbulent diffusion (or dispersion) kr is added to the diffusivity coefficient, which can generally be neglected as
the value is low, which lead to Equation (10):

g _ Ssurt
5 TU VT -V (kTVT)prph

(10)

The linearized formula of the balance of heat exchange fluxes at the free surface is used to represent the interchange
between water and atmosphere, where the thermal power liberated into the atmosphere per surface unit, denoted as @, is
assumed to be proportional to the difference in temperature (T-T,;;) where Ty, is the air temperature. So, ®=A (T-Tay),
where A is the exchange coefficient in W/m?/°C. The heat flux leaving the water domain is (Equation (11)):

® = —pCokrVT -1 = pCka% (11)

with n the average vector pointing outward the free surface and kr the molecular heat diffusion coefficient in water in m?/s.
Then, equating the two formulations of Equation (11) leads to the boundary condition at the free surface (Equation (12)):

oT A
kTE = E (T - Tair) (12)

Note that A includes radiation, air convection in contact with water, and latent heat from evaporation. It is here modeled as
in Hervouet (2007) (Equation (13)):

A = (4.48 + 0.49T) + 2021.5b(1 + Vyying)(1.12 + 0.18T + 0.00158T2) (13)

The parameter b depends on the location site and will be calibrated in this work, Vying is the wind velocity (in m/s), and T'is
the water temperature at the free surface in °C.
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3.3. Model setup

The unstructured mesh comprises 4.779.814 nodes and 8.909.098 triangular elements with a minimum size of 0.7 m in a
2778.4 km? area, created with the software Blue Kenue. The mesh is made of prisms representing the spatial variations in
the surface area. The model mesh is developed as a series of planes between the bed and the free surface. Twenty-three
planes are used to describe the water column. These layers have a percentage distribution of 10 m at the bottom to 0.5 m
near the free surface. It is a classical sigma transformation that follows the shape of the terrain (TELEMAC3D 2020).

A mesh independence test was performed, varying the size until the changes in the results were small enough not to com-
promise the accuracy of the simulations. The test was performed on several geometries with longitudinal variations ranging
from 50 to 500 m, 20 to 400 m, 10 to 300 m, 2 to 200 m, 0.7 to 160 m, 0.5 to 140 m, and 0.1 to 35 m. Figure 9 shows the geo-
metry from 0.7 to 160 m was finally chosen as the best compromise.

Considering that the study focuses on the sub-daily temperature variations and that the hydrodynamics do not change sig-
nificantly, it is assumed that the hydrodynamic model conditions are stationary. In contrast, the conditions for the thermic
model are transient. A constant water level of 410 m above the sea level measured on 6 July, 2015, is used as the initial con-
dition for the hydrodynamic model. A warm-up time is needed to obtain a velocity field until the velocity components are
developed within the computational domain. The hydrodynamics boundary conditions are as follows. First, this research
imposes the flow rate at the upstream part of all the rivers using the collected field data (Q; =9.91 m®/s, Q,=4.96 m*/s,
Q3=6.97m>/s, Q4 =6.91m>/s, Qs =2.87 m®/s), and the turbine water or intake was added as a source, with a constant
value of —32 m®/s at a depth of 380 m above the sea level. Then, the lateral boundaries were set as closed walls with slip
conditions. Their location is shown in Figure 10. For the thermic model, the initial condition is as shown in the Figure 11
of the whole computational domain was constructed from the field measurements of the CTD of 6th July 2015 at station E7.

As boundary conditions this research imposes a constant temperature at the inflows (of T, = 22.9 °C, T, = 22.6 °C, T5 = 24 °C,
T4 =23.4°C, and Ts =23 °C) (see Figure 10). The boundary condition imposed on the free surface was Dirichlet for one case
study and Newman for the other (Equation (12)), using air temperature, wind direction, and velocity based on data collected
from the local and nearby weather stations. These approaches are developed in detail in Section 4.2.

Figure 9 | Mesh used in the model. Left: general structure of the mesh in the reservoir. Right: detail of the geometry and mesh at the dam
location.
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Figure 10 | Numerical setup and boundary conditions used. 3D view of the bathymetry.
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Figure 11 | Thermic initial condition near the dam at station E7.

The modules employed were TELEMAC-3D-WAQTEL version v8p2 (TELEMAC-3D 2020). The simulations were con-
ducted for each case investigated through parallel computing on the supercomputer OLYMPE from the CALMIP
computing center for public research in Toulouse. The numerical parameters were defined by trial-and-error, where the
model was run several times and yielded the following results. The set of selected numerical and physical parameters is sum-
marized in Table 1.

To solve all processes, including hydrodynamics and thermals, the GMRES solver was chosen based on mass conservation
and computational cost. To simulate all the physical processes, this study uses a constant viscosity model for the turbulence
model (Hinkelmann 2005; Hervouet 2007). The turbulent viscosity value was fixed at 10> m?/s in all directions, as a results
of previous simulations using Smagorisky as a turbulence model. Several simulations were run for a time step ranging from
0.1 to 5 s. The time step was set to 1 s since it provided the best compromise between stability and performance.
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Table 1 | Parameters used in the calibration of the hydrodynamic model

Parameters Value

Scheme for advection of temperature EXPLICIT SCHEME + MURD N SCHEME
Linear solvers

Solver GMRES

Krylov subspace 4

Turbulence

Vertical turbulence model CONSTANT VISCOSITY
Horizontal turbulence model CONSTANT VISCOSITY
The coefficient for horizontal diffusion of velocities (m?/s) 0.001

The coefficient for vertical diffusion of velocities (m?/s) 0.001

Law of bottom friction STRICKLER LAW

The friction coefficient for the bottom 30

The Multidimensional Upwind Residual Distribution (MURD) method was applied for the advection of three-dimensional
variables under TELEMAC-3D, and the boundary conditions were applied following the method of characteristics. The
advection of tracers was solved using the distributive MURD N method. Section 5 discusses the parameter choice.

3.4. Model validation

The model’s calibration and validation were done by comparing the modeled results with the field measures, especially the
variation of the water level and the temperature profile at several points and in time with high-frequency data at the dam
(station E7). This comparison is the first indication that the model represents a hydrodynamic and thermal stratification. Tra-
ditionally, estimated standard errors have been used to measure the efficiency of model calibration. The most common
indices to analyze time-dependent variables are the mean absolute error - MAE (Equation (15)), Nash-Sutcliffe index
(Equation (16)), and root mean square error - RMSE (Equation (17)) and relative error (Equation (18)):

n
MAE = nl > I - XY (14)
i=1

(15)
(16)

In the equations, # is the sample size, X; is the predicted value of the output (water level or temperature) at time or location
i, X? is the corresponding measured value, and X° is the mean of the measured values.

The MAE and RMSE have been used as standard statistical metrics to measure model performance in meteorology, air
quality, and climate research studies. The difference is that the MAE gives equal weight to all errors. At the same time,
the RMSE penalizes the variance, giving more weight to errors with larger absolute values than to errors with smaller absol-
ute values. As a result, when both metrics are calculated, the RMSE is never lower than the MAE (Chai & Draxler 2014).
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Another critical aspect of the error metrics used for model evaluations is their capability to discriminate among model
results. In this case, the advantage of the Nash-Sutcliffe index is that it can be applied to a variety of model types. This effi-
ciency index ranges from —oo to +1, 1 being the best. As well as RMSE and MAE, the Nash-Sutcliffe is a helpful index;
however, it can be sensitive to several factors, including sample size, outliers, magnitude bias, and time-offset bias. So,
using a combination of those indexes to assess the model is better. These statistics are commonly used to evaluate the
model’s goodness that fits the observed data (Lindim et al. 2011; Amorim et al. 2021).

3.5. The three scenarios of temperature forcing

Considering that the model is very sensitive to the temperature forcing given by the atmosphere-water exchange, it is necess-
ary to analyze the thermodynamic behavior of the exchange process concerning the different forcings. Based on this, the
following approaches are defined for the temperature boundary condition at the free surface:

A. A constant water temperature Tyater, of 29.8 °C, at the free surface (Dirichlet) without exchange with the atmosphere, con-
sidering the stability of the thermal stratification according to field measurements. The approach A was simulated until a
steady state was reached. This approach served as initial conditions and reference for comparison with the other
approaches.

B. Exchange with the atmosphere at the free surface boundary condition (Equation (12)) with meteorological forcing (air
temperature T,;, and wind velocity Viing) constant in time. A value of 32 °C is imposed for T, based on the maximum
value measured for the day of the analysis. Vyinq = 0.6 m/s refers to the mean value over the period.

C. Exchange with the atmosphere at the free surface boundary condition (Equation (12)) with meteorological forcing chan-
ging over time. This last approach uses observed hourly data of Ty;, and Vg over the period.

The proposed approaches simulate the temperature profile in the reservoir under different forcings and parameters that best
represent tropical conditions. They will be compared with the field thermistor data covering the period from 11 August to 19
August, 2016.

The same boundary conditions concerning the flow, source or intake, and tributaries temperature were set up for the three
approaches; they have been detailed in Section 3.3.2 ‘Initial and boundary conditions’. These approaches were chosen for the
sake of simplicity (number of parameters), data availability, and computation time.

4. RESULTS
4.1. Hydrodynamics

In this section, this study compared observation and simulation of the water level and velocities within the computational
domain. The chosen period for the calibration was from 1 August until 1 September, 2016. For this period, observed data
are available daily. The measurement water level at point 16 is used for calibration purposes. The results of the TELE-
MAC-3D model calibration exercise are presented in Figure 12, where comparisons of the water level simulations with
observations are presented within each 7 days’ interval. The statistical calibration indices found for the simulations show
good performance with E;=0.95, MAE =2.46 m and RMSE =3.22 m. In order to analyze the spatial performance of the
model, a correlation graph between the simulated water depth and the measured water depth was produced at 37 points
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Figure 12 | Time evolution of the water level at point 16 corresponding to the dam location (Figure 2).
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inside the reservoir, as shown in Figure 13. According to Figure 13, the hydrodynamic model is adequately configured since
the observed water depths correspond to the simulated values in TELEMAC-3D, with an R? close to 1.

As expected, the order of magnitude of scalar velocity is lower inside the reservoir, and the velocity is highest at the inlets as
shown in the Figure 14. The order of magnitude of the velocities ranges from 0.1 to 0.9 m/s, with the highest velocities occur-
ring at the inlets. It is the lowest near the dam and ranges from 0.001 to 0.01 m/s. In the same way, it can be observed in
Figure 15 that the velocity decreases in the vertical direction, with the highest velocity in the upper layers. Low velocities
in the lower layers may indicate that there is little potential for convective transport near the bottom of the reservoir,
making convection less likely to occur than in the upper layers. Therefore, convection can exist in the upper layers, but in
the other layers, the process is probably reduced to diffusive transport.
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Figure 13 | Water height (in meters) at all the points displayed in Figure 2 for 17 August 2016 with CTD.
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Figure 14 | Free surface scalar velocity at La Miel river entrance (left) and at the dam (right).
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4.2. Thermics

The results of the temperature model for the three approaches mentioned in Section (3.3.5), which differ in the way they treat
the water-atmosphere exchange, will be presented in Section 4.2.2. Considering the model’s sensitivity to the parameters of
this exchange, it is necessary to perform a detailed analysis of the impact of the physical parameters of the different models.

Sensitivity analysis of the thermic diffusivity of water (kr) and the coefficient of the atmosphere-water exchange model b is
required according to the governing equations (Equations (12) and (13)) of the thermal model described in Section (3.2).
Table 2 presents the values tested for these coefficients in each approach. For the local sensitivity analysis, the simulations

0.0001 m/s

ELEVATION Z (m)
250.2 300.0  350.0 400.0 4500  500.0 568.3

— 3 : B
Figure 15 | Velocity field (left) along one cross-section at the dam (right) for the hydrodynamic calibration model.

Table 2 | Simulations performed in this work

Case name Approach b kr (M?/s) Comment

NO EXCH 1 (A) N/A 1.0x 107 The Prandtl number Pr=vy/x7=1
NO EXCH 2 (A) N/A 1.4 x 1077 Pr=7

NO EXCH 3 (A) N/A 0 Pr=co

CALO (B) 0.0025 1.0x 107

CAL1 (B) 0.0035 1.0x 107

CAL2 (B) 0.01 1.0x 107

CAL3 (B) 0.1 1.0x 107

CAL14 (B) 0.01 0 Viina = 0m/s

CAL 1C (o) 0.0035 1.0x 107

CAL 2C (¢) 0.01 1.0x 107

CAL 3C (€ 0.1 1.0x 107

CAL4 (o) 0.03 1.0x 107

CAL5 (e} 0.05 1.0x 107

CAL15 ©) 0.1 0 Taking as IC CAL3 last time step
CAL17 (@) 0.0025 1.0 x 107°

A, B, and C refer to the scenario type (see Section 3.3 for details).
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were performed using the ‘one-at-the-time’ approach (Rajabi et al. 2015) by increasing each parameter by a given percentage
while leaving all others constant and quantifying the change in model output.

A sensitivity analysis was performed on thermic drivers for air-water exchange included in the simulations to define which
of them primarily influenced the models’ performance as being sensitive to the variation of the simulated processes.

The analysis was carried out at the four depths of the dam, where Depth 1 corresponds to the temperature at the free sur-
face, Depth 2 corresponds to the temperature at 4 m, Depth 3 corresponds to the temperature at 15 m, and Depth 4
corresponds to 40 m. These points were selected to represent the stratification; the field measurement data used to evaluate
the simulations were taken between 11 August and 19 August, 2016. A spatial assessment compared to the temperature pro-
files measured by the CTD for 17 August was also performed. To investigate model performance, RE, RMSE, and MAE
between measured and simulated temperature values were calculated.

4.2.1. Approach A: constant water temperature at the free surface without exchange with the atmosphere

Approach A: the analysis was applied to the different drivers included in the simulation, as listed in Table 2, considering the
thermal diffusivity (k) of water for three runs. The influence of the simulated processes strongly depends on the investigated
location’s depth in Figure 16. In particular, points evaluated in Depth 2 present the highest errors in the case NO EXCH 1,
ranging between 14.2% RE, 4.4 °C for RMSE, and 4.1 °C for MAE. When the thermic diffusivity of water was zero (NO EXCH 3),
the simulations reported better results. Hence, heat transfer is favored to occur by fluid momentum rather than by fluid con-
duction. The results are discussed in detail in the next paragraph.

Observed and simulated water temperatures at the four depths during the analysis period are presented in Figure 17, show-
ing the difference between the surface and bottom layers for measured and simulated water temperature.

According to Figure 17, the model could represent the main observed patterns, the first layer being the constant water temp-
erature boundary condition at the free surface: (i) the second layer shows a slight observed variation in temperature between
28.0 and 31.41 °C for the period at an hourly scale. At 4 m after a transition period, NO EXCH 1 and NO EXCH 2 exhibit
almost the same results with an increase of temperature which is not observed, whereas NO EXCH 3 simulates a constant
temperature; the same behavior appears in the simulated results at 15 m; (ii) the cooling at the reservoir bottom, shows an
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Figure 16 | Metrics for approach A, at different depths in the dam.
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Figure 17 | Time variation of the observed and simulated temperatures at the dam without exchange with the atmosphere.
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overestimate of 0.5 °C for NO EXCH 3 and more than 2 °C and increasing with time for the other cases. For the cases of NO
EXCH 1 and NO EXCH 2, there is a tendency for the bottom temperature to increase, which is not representative of the
current situation for reservoirs with little change over time; (iii) the duration of the stratification period that never breaks
in all cases; (iv) using approach A, it was not possible to reproduce the temperature oscillations, only the mean values
which is due to the constant water temperature boundary condition at the free surface.

Figure 18 shows the simulated and observed temperature profiles: vertical profiles at different points in the dam at a given
time. It shows that the model can reasonably simulate the vertical stratification characteristics of the water temperature of the
Amani Reservoir, and case NO EXCH 3 is in good agreement with the observed water temperature structure of each analysis
point. However, the model simulates only one thermocline, not the two that occur in the Amanti tropical reservoir. Results are
very similar for cases NO EXCH 1 and 2 with an increase of temperature near the bottom: mixing phenomena are simulated,
which do not represent measurement data (Figure 18 for points P20, P29, P10, and P16).

The thermal structure along the reservoir near the dam is shown in Figure 19 for case NO EXCH 3. Generally, the water
temperature was not homogeneous during the analysis period. With reported air temperature values of around 28 °C during
the analysis period, a warmer layer of water developed at the surface, eventually developing into a strongly stratified thermo-
cline at two depths in 5 and 10 m, but as already mentioned it was not possible to reproduce the deeper thermocline at 10 m
with approach A.

Unlike many natural lakes that experience overturning depending on weather conditions, no overturning was observed
during the study at Amani Reservoir because it is a tropical lake, and the surface water temperature never drops below

P20 Santa Barbara creek P29 Miel river P10 Moro river
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Figure 18 | Comparison between the vertical temperature profiles measured from the field and the simulated ones (17 August 2016).

Downloaded from http://iwaponline.com/jwcc/article-pdf/15/2/773/1375799/jwc0150773.pdf

bv auest



Journal of Water and Climate Change Vol 15 No 2, 792

TEMPERATURE °C
22.6 24.0 26.0 28.0 30.9

| '

TEMPERATURE °C
22.6 24.0 26.0 28.0 30.9

| e

Figure 19 | The temperature distribution in a vertical plane near the dam (17 August 2016). Left: field data. Right: simulation result (case NO
EXCH 3).

16 °C. During the study period, strong stratification was observed in the Amani reservoir, with a temperature difference
between the surface and the bottom reaching 8 °C according to both measurements and simulations. The water temperature
difference between the surface and bottom was 4 °C in NO EXCH 1 and NO EXCH 2 along the reservoir in all simulated
times, while its maximum of 7 °C was reached at NO EXCH 3. The thermal structure of simulation NO EXCH 3 exhibit
fewer layers of stratification than actually observed.

4.2.2. Approach B: free surface boundary condition (Equation (12)) with meteorological parameters constant in time

Approach B explores what happens to the temperature profile for different values of the exchange coefficient A (Equation
(13)) with constant meteorological forcing. The heat transfer coefficients or A value reported in (Williams 1963) for reservoirs
present a range between A€[ 113, 378] W/m?/°C. It was not possible to find more recent values reported in the studies. As
shown in Table 2, this study varied b (involved in Equation (13)) in the range [0.001, 0.1]. The latter values correspond to a
range of Ae [15, 900] W/m?/°C.

Table 3 shows the different values of the evaluated exchange coefficient A; however, only the results of the five most repre-
sentative cases will be shown here. The influence of the simulated processes does not depend on the investigated location’s
depth but rather on the A value that shows a significant influence, with better results for higher values of A, as shown in the
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Table 3 | Tested values of A exchange coefficient

b A (W/m?/°C)
0.001 15

0.0025 30

0.0035 40

0.01 97

0.03 275

0.05 450

0.10 900

Figure 20. The cases with the best results are CAL2 and CAL3. The values of b are, respectively, 0.01 and 0.1, corresponding
to A =97 and 900 W/m?/°C respectively. The case of CAL14 with a wind speed value of zero exhibited the highest error
between 9.1 and 4.5% RE, RMSE between 2.4 and 1.2 °C, and MAE between 2.1 and 1.2 °C. Also, for these evaluated
cases, the thermal diffusivity (kr) does not show as significant an effect as in approach A. None of the cases presented a
RE value of more than 10%. Furthermore, the RMSE and MAE values are below 5 °C.

Generally, the model has the most difficulty reproducing the behavior of the second layer and the bottom (Depths 2 and 4).
The best results according to the metrics are discussed in detail in the next paragraph.

Observed and simulated water temperatures at the four depths during the analysis period are presented in Figure 21, show-
ing the difference between the surface and bottom layers for measured and simulated water temperature. According to
Figure 21, the model could represent the main observed patterns: (i) the mean value at hourly time scale on the first layer
of the surface, which shows a value of 32 °C in CAL3, 28 °C for CAL2 and 26 °C for CAL1, for the period of analysis; (ii)
cooling at the bottom of the reservoir revealed a 0.3 °C overestimation of CAL1 and CAL2, and 1 °C and more for CAL3.
For the case of CAL3, there is a light tendency for a depth of 15 m and the bottom temperature to increase; (iii) the duration
of the stratification period that never breaks in all cases, and is best represented for CAL3, with the exception of the bottom
layer; (iv) Again, using approach B, it was not possible to reproduce the temperature oscillations in the upper layers, only the
mean values. This is probably due to the meteorological forcing, constant in time.

Temporally, water temperature changes depend on the A air-water exchange coefficient. When A is lower, there is less
exchange, and the water temperature experiences a drop, while when the A coefficient is higher, the water temperature
rises. The case CAL2 is the one that is closest to the values observed at the free surface with an average of 28 °C; for the
deeper layers, the A value that better represents the mean values is CAL 3.

Figure 22 shows the simulated and observed temperature profiles: vertical profiles at different points on the dam at a
given time. It shows that the model can reasonably simulate the vertical stratification characteristics of the water tempera-
ture of the Amani Reservoir, and case CAL3 is in good agreement with the observed water temperature structure of each
analysis point. However, for these study cases, there are no mixing phenomena as identified for approach A, suggesting that
it is necessary to determine the value of A that facilitates heat exchange to represent the vertical distribution of tropical
reservoirs correctly.

The thermal structure along the reservoir near to dam is shown in Figure 23 for case CAL 3. As for approach A, it was not
possible to reproduce the strongly stratified thermocline at depths of about 5 and 10 m with any simulations of approach B.

Vertically, strong stratification was observed in the reservoir for those scenarios, with the surface-bottom temperature
difference reaching 8 °C in all the cases according to Figure 22. In agreement with other studies, stronger stratification has
been reported in other deep reservoirs. Among them, the temperature difference between the surface and the bottom of
the reservoir reaches 10 °C (70 m deep), and the maximum temperature difference of the other reservoirs even reaches
14 °C (200 m deep) (Plec et al. 2021). One main reason for these gradients is the depth of the Amani reservoir with
120 m. By preventing the penetration of solar radiation and wind-driven eddies, large bodies of water like the Amanf reservoir
impede heat transfer and make it difficult to achieve a homogeneous temperature. These variables, included in the A coeffi-
cient, represent radiation, air convection in contact with water, and latent heat. Its correct determination improves the
simulation results compared with approach A from a temporal and vertical point of view.
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Figure 20 | Metrics for approach B, at different depths in the dam.

Longitudinally, the simulations of the temperature at the free surface drops at the entrance of the tributaries, and as the
tributaries flowed toward the reservoir all the way down the dam, the simulated water surface temperature increases by
3.5 °C. Unfortunately, observed data do not provide any information on this phenomenon. The latter means that the
heat transport in the reservoir is mainly due to advective transport, as was hypothesized, and in the first layer, it is due
to the exchange of air-water and the atmospheric variables, mainly the exchange between air and water. Water is a
poor conductor of heat, so thermal diffusion is slow in a reservoir. Therefore, the flow transfers energy with very high
specific heat.

4.2.3 Approach C: free surface boundary condition (Equation (12) with meteorological parameters changing over time
The analysis of approach C explores what happens to the temperature profiles for different values of the exchange coef-
ficient A when air temperature and wind change over time for a total of seven runs. The influence of the simulated
processes does not depend on the investigated location’s depth, but the A values as well as the oscillation of air temp-
erature values show an influence of this location, with better results for lower values of A according Figure 24. The cases
with the best results are Case CAL 1C with A =40 W/m?/°C, followed by CAL2 C with A =97 W/m?/°C. Case CAL 17
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Figure 22 | Comparison between the vertical temperature profiles measured from the field and the simulated (17 August 2016).

was used to evaluate whether to further reducing the value of A =15 W/m2/°C would improve the performance of the
model, but it was not the case. In the case of CAL 15, since the initial conditions were taken from the last time step of
CAL 3 and the diffusion coefficient was then set to zero, the results might have improved as the simulation time
increased, but this did not happen, on the contrary.

CAL3C exhibited the highest errors with RE up to 16.3%, RMSE 5.0 °C, and MAE 3.7 °C. Furthermore, the A coeffi-
cient does not show as significant an effect as in approach B for these evaluation cases. All the simulations failed to
reproduce the observed temperature at the free surface and the bottom (Depths 1 and 4). Those results are discussed
in detail in the next paragraph. Observed and simulated water temperatures at the four depths during the analysis
period are presented in Figure 25, showing the difference between the surface and bottom layers for measured and simu-
lated water temperature.

The cases analyzed for approach C reproduces the observed temperature oscillations at the free surface and the 4 m layer,
but they differ in the standard deviation temperatures. Data measured at the free surface exhibited temperature oscillations of
up to 1.5 °C, compared to 2 °C for the studied CAL1C case, 3.5 °C for CAL2C, and 4.5 °C for CAL3C. Indeed, the amplitude of
daily temperature variation decreases with A. Temporally, water temperature changes with air temperature. When the air
temperature was lower than the water temperature, the water temperature experienced a drop, while when the air tempera-
ture was higher than the water temperature, the water temperature rose.
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Figure 23 | The temperature distribution in a vertical plane near the dam on 17 August 2016. Left: field data. Right: simulation result (case
CAL3).

According to Figure 25, the model could represent the main observed patterns: (i) the value at hourly time scale on the first
layer of the surface, with a daily heat loss of about 4 °C for CAL1C, about 5 °C for CAL2C, and about 8 °C for CAL3C, for the
period of analysis; (ii) at 4 m only CAL3C could reproduce water temperature oscillations but the average temperature is
underestimated; (iii) cooling at the bottom of the reservoir revealed an overestimation of 0.4 °C for CAL1C and CAL2C
and 0.7 °C for CAL3C.

Figure 26 shows the simulated and observed temperature profiles: vertical profiles at different points on the dam at a given
time. It shows that the model can simulate a vertical stratification characteristic of the Amani Reservoir’s water temperature
but does not agree with the observed water temperature structure at each analysis point. For these study cases, the mixing
phenomena identified for approach A were not found here. Vertically, the water column along the reservoir is always strati-
fied regardless of its position and depth (Figure 26 for points P20, P29, P10, and P16).

The thermal structure along the reservoir near the dam is shown in Figure 27 for case CAL1C. All simulations showed a
maximum drop in water temperature of 8 °C at the free surface, but this was not observed. However, the case of CAL1C came
closest to the data. For this approach during the period of study, only weak stratification was simulated in the thermal distri-
bution, with the surface-bottom temperature difference reaching only 4 °C. In comparison, much stronger stratifications were
simulated and observed at approach B.

In the case of approach C, the temperature oscillations at the free surface and at 4 m are simulated but the model still suffers
from excessive heat losses, as the temperature of the layers below the air surface shows too significant daily decreases, which
is not the case according to the observed data, as the air temperature shows oscillations of up to 14 °C. In contrast, the
observed free surface temperature in the reservoir shows much smaller oscillations.
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Figure 24 | Metrics for approach C, at different depths in the dam.

5. DISCUSSION

This study aims to understand the spatiotemporal exchange of tropical thermodynamics with the atmosphere. There are simu-
lation tools that allow us to dig deeper into issues and knowledge, and potentially address scenarios such as climate change.
However, when these tools are applied to an area as large as this case study, it often becomes a computational problem rather
than a physical problem.

First, the use of a supercomputer includes decisions such as the number of processors and the desired computational time.
This research used the OLYMPE supercomputer of CALMIP, supercomputing center which is providing resources and ser-
vices for the entire scientific community of the Université Fédérale de Toulouse Midi-Pyrénées (UFTMiP). OLYMPE has a
SEQUANA Cluster (ATOS-BULL) 1,365 Pflop/s, 374 computational nodes (36 cores/node), Intel® Skylake 6140 Processor
at 2.3 Ghz 18-cores.

For hydrodynamics simulations, 36 cores showed real-time performance with a ratio of actual computational time to simu-
lated time of 0.8-1. However, the thermal equations solution required more cores to achieve similar performance when
solved simultaneously with hydrodynamics.

Different configurations were tested using 36, 64, 120, 180, 288, and 324 cores. Using 324 processors makes simulations
very fast, e.g., it took 16-18 h to run 8 days of thermic simulations; however, increasing numbers of cores exhibit diminishing
returns, and this study believes that using 180 cores (which takes approximately 24 h to run an 8-day simulation) provides the
best balance between runtime and computing resources.

From the hydrodynamic perspective, several factors were analyzed, and it was found that specific parameters did not affect
the thermal distribution, such as the use of hydrostatic pressure, horizontal turbulence models (Constant Viscosity, Smagor-
insky, k-w, and k-¢), coefficient for horizontal diffusion of velocities and the friction coefficient. While the number of vertical
planes, Boussinesq approximation, the boundary conditions on the free surface, the vertical turbulence models (constant vis-
cosity, mixing length, Smagorinsky, k-, and k-¢), and the value of the coefficient for vertical diffusion of velocities
influenced the temperature distribution in the vertical direction. In several cases, the mixing-length turbulence model results
in faster mixing in the vertical direction than the observed thermal profile data, while constant viscosity best represents the
thermal distribution in the vertical direction.
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parameters changing.
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Figure 26 | Comparison between the vertical temperature profiles measured from the field and the simulated (17 August).

Regarding the thermal dynamics, this research found that the structure of the solution was very sensitive to the choice of
an advection scheme. Seven methods for linear advection treatment (1) Method of characteristics, (2) Streamline Upwind
Petrov Galerkin (semi-implicit), (3) Explicit finite volumes, (4) Explicit scheme + MURD (MURD) N scheme, (5) Explicit
scheme + MURD PSI (TELEMAC 2020) (Positive Streamwise Invariant) scheme, (6) Explicit Leo Postma scheme for tidal
flats, (7) Explicit scheme + MURD N scheme were used to analyze the behavior of the solution. Only the most relevant
simulations were shown here for the sake of conciseness. Compared to other schemes, it was found that the MURD N
scheme produces fewer numerical oscillations, less diffusion perpendicular to flow and thermodynamics, and is less com-
putationally expensive. The scheme is also characterized by being conditional on a Courant number less than 1, satisfying
the stability criterion.

The exchange process with the atmosphere is an essential and well-studied physical process. The tools used for its math-
ematical representation are still very limited, e.g., in the first layer of water temperature, the exchange between air and water
also explains the behavior. The observations indicate that the external heat flux, which is determined by meteorological and
inflow conditions, is insufficient to modify the nearly stratified state of the tropical reservoir. Many formulae in the studies
can be used to compute this term (Equation (10)) but selecting an appropriate one is debatable. Generally, the net heat flux
is calculated based on the water temperature and various meteorological data, primarily based on air temperature, air humid-
ity, air pressure, measured shortwave solar radiation, and wind speed (although many others may be taken into account).
An estimate of the net heat flux at the water-air interface turns out to be a challenge, especially when it comes to 3D
modeling.
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Figure 27 | The temperature distribution in a vertical plane near the dam on 17 August 2016. Left: field data. Right: simulation result (case
CAL 1C).

The first problem concerns obtaining the necessary input data for the analyzed site. Intuitively, the nearest meteorological
station is the best source for meteorological data. Unfortunately, in many cases, the nearest station does not provide all the
necessary data or is still too far from the considered study zone. Another problem is the differences in data obtained from the
neighboring stations. Even in conducive situations when the necessary meteorological data are available near the reservoir,
there are still uncertainties related to the station’s location, for which conditions such as shading or wind speed are often
considerably different from those at the reservoir.

The problem is widely discussed in the work (Benyahya et al. 2010). Moreover, some measured quantities may vary along
the reservoir (or even across the reservoir width). Finally, very different values of net heat flux may be obtained. Williams
(1963), for example, measured the heat fluxes for several reservoirs in different conditions. The results showed that the
final sum of heat fluxes measured ranged between 113 and 378 W/m?/°C. In this case shows that A coefficient exchange
value depends on the meteorological conditions, if they are constant over time or changing, and this research found the
approximate values that can be used in tropical environment reservoirs.

Additionally, each term in Equation (12) is sensitive to several factors, and the chosen computation method, i.e., different for-
mulae, may lead to varying results since they often depend on not well-defined parameters, factors, or coefficients site-specific.
Moreover, in the ‘competition’ for the best formula, increasingly ‘more accurate’ formulae take into account more and more fac-
tors and thus require more and more input data, which, again in practical applications, are rarely available or highly uncertain.
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6. CONCLUSION

In this work, different modeling assumptions for tropical reservoir temperature and air-water exchange are analyzed based
on observations. This study evaluated the performance of various hypothesis in resolving hydrodynamic, thermal, and ener-
getic processes, including the effect of hydroclimatological forcings such as air temperature, wind, and the internal mixing
process (turbulence), and different boundary conditions in the free surface. The following conclusions can be drawn:

Reservoir water temperature is affected by heat exchange between the water and the atmosphere. This exchange is evident
in the upper layer (O (<10 m)), and it is this dynamic in the first layer governs the distribution within the water body in areas
where there is no advective flow from tributaries, which for the reservoir analyzed is on the order of 80%.

It was observed that the reservoir is permanently stratified and, unlike other reservoirs in the temperate zone, is not signifi-
cantly affected by meteorological conditions outside the water body. This means that the thermal dynamics inside the
reservoir remain very constant. In this work, numerical methods are used as a tool to study exchange. This research finds
that a good definition of the boundary conditions at the water-free surface is crucial for a correct representation of the ther-
modynamics inside the water body.

The hydrodynamic TELEMAC-3D model has been satisfactorily calibrated using one month of daily water level obser-
vations at one point in the reservoir. Sensitivity analyses highlighted the importance of vertical turbulence models and
vertical diffusion coefficient for a correct representation of the observed behavior.

Overall, reservoir water temperature is strongly influenced by heat exchange between water and the atmosphere. Accurate
modeling of such phenomena is thus necessary. Three different approaches have been tested to study the impact of air-water
exchanges at the free surface: a constant water temperature without exchange with the atmosphere (approach A), meteoro-
logical forcing with atmospheric parameters constants in time (approach B), meteorological forcing with atmospheric
parameters varying in time (approach C).

Not considering the exchange process at the free surface can produce a good performance in the first layers of the reservoir
(approach A). However, it may lead to overestimating the measured temperature in the deepest layers due to non-observed
mixing processes. Moreover, it does not allow to simulate daily temperature oscillations.

Approach B with constant values of air temperature and wind, is the one that best represents the thermal stratification in
terms of thermal distribution in the reservoir; however, there are excessive heat losses, which do not occur in reality. To better
control these losses, Mesquita et al. (2020) recommend explicitly simulating evaporation in the reservoir.

Although approach C is the only approximation that shows hourly fluctuations in the temperature of the first layer of the
reservoir, these fluctuations are larger than the observed ones. Simulation results show oscillations between 2 and 4.5 °C,
whereas observed variations range between 1 and 2 °C. This may be due to the fact that the reservoir is located in a relatively
sheltered canyon, as mentioned by Plec et al. (2021).

The results show that the parameter that mainly influences the thermal exchange model, thus improving the numerical repro-
duction of the thermal stratification processes, is the exchange coefficient A. A represent processes such as radiation, air
convection in contact with water, and latent heat. Its correct determination improves the simulation results. According to
the results of this study, when taking into account the exchange process between the water and the atmosphere under different
forcings of the meteorological variables, a range of variation of A€ [100, 900] W/m2/°C is best when the air temperature
remains constant over time and lower values of A€ [30, 40] W/m2/°C are best when weather conditions vary over time.

Although some uncertainties are present in the current numerical study about the A exchange coefficient tested in the simu-
lations, the results are in a satisfactory agreement to data, especially considering the complexity of the studied phenomenon,
as well as the equally complex dynamics of the various processes’ interactions involved in its numerical simulation. In par-
ticular, regarding the water temperature at different depths, the following convergence results are observed: approach A
maximum deviation from data reaching 3 °C, approach B maximum deviation from data reaching 4 °C, and approach C maxi-
mum deviation from data reaching 8 °C.

In conclusion, it can be stated that if site conditions and air-water temperature differences are known, A coefficient can be
used as an approximate method of estimating the rate of exchange of natural water surfaces in a reservoir on an hourly basis
during every period in the year.

Overall, we showed the potential and limitations of present three-dimensional hydraulic models in predicting the vertical dis-
tribution of temperature in tropical reservoirs. Future works will require rethinking the exchange formulae for the tropical
context including evaporation, as the existing ones are not able to reproduce the variations in the water column of the reservoirs.
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