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Abstract

Biological images often follow some kind of geometrical structure.
For example, histological images of reconstructed human skin follow a
structural order with the stratum corneum as the outer layer and the
living epidermis just below it. In this paper such spatial relationships
are leveraged to define a loss function that penalizes structures that do
not respect the given pattern as a form of weak supervision. The
proposed loss function is based on fuzzy ontological spatial reasoning
and morphological operators. The model is tested in a segmentation
task on skin images, where a small number of labeled images and a large
number of unlabeled ones are available. The proposed method leverages
information in unlabeled images to improve segmentation results,
compared with training only on the labeled data.1

1 Introduction

Human visual reasoning, in particular spatial reasoning, has been extensively
studied from a psychological and pedagogical perspective [1]. Trained humans
can perform well on spatial reasoning tasks, mainly because they can solve them
using spatial memory, logic, and imagination [2]. In other visual learning tasks,
such as image classification, object detection, and segmentation, deep networks
have been shown to outperform humans in memorizing indicative visual patterns
from several image instances by means of supervised training approaches [3].
However, a distinguishing factor of human intelligence is the ability to learn
new concepts from abstractions and a few examples, either by composing a new
concept from primitives or by linking it to an existing concept [4]. Accordingly,
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we explore the learning of neural models from a few annotated data, including
regularizations over spatial relationships in a semi-supervised manner.

Biological images are often subject to certain restrictions, for example, layers
of skin exhibit a certain order, the outermost consists of dead cells, followed by
the living epidermis, and so on. A human being trying to obtain a segmentation
of a skin histological image can make use of that structural information to
simplify the task. Our goal here is to design a loss function that allows a neural
network to use the same information during its learning stage.

Most deep learning segmentation approaches focus are fully supervised, i.e.
each pixel in the ground truth image is associated to a class. Weakly supervised
semantic segmentation [5] refers to learning the segmentation when the available
ground truth data is incomplete or uncertain. Recently, approaches based on
geometric descriptors [6, 7] of the segmented regions have been proposed as a
form of weak supervision. Our approach is also based on geometric information,
but this information is in the form of spatial relations between the classes, e.g.
class A is above class B. We model it using fuzzy spatial reasoning.

Fuzzy set theory [8] allows the representation of human knowledge in a
semi-quantitative way, and makes for an ideal framework for spatial reasoning
approaches [9]. That framework can be used to give a numerical value to
expressions such as “above” or “inside”. The outputs of the softmax layer in a
segmentation network are interpreted as fuzzy sets quantifying how much each
pixel belongs to a each class. These sets can be used to optimize expressions
that reflect human knowledge, such as “class A is not below class B”. Such loss
function can extract knowledge from an image even in the absence of a ground
truth.

In summary, our main contribution is a loss function rooted in fuzzy spatial
reasoning that leverages known spatial relations between objects. This weak
supervision method has the benefit of determining constraints for the entire
dataset rather than on an image-by-image basis. We test it in a segmentation
task with few annotated images, but with many images following a certain
spatial structure.

The rest of the paper is organized as follows: Section 2 gives a brief
introduction on the computation of the spatial relations through fuzzy
morphological operators. The spatial reasoning loss is introduced in Section 3;
the proposed approach is tested in Section 4 in a framework where we have
few annotated images and several non-annotated ones.

2 Morphological spatial relations

Spatial relations between objects have been modeled as morphological
operations between fuzzy sets [9]. Fuzzy set theory generalizes sets by
assigning a degree of pertinence to the set, instead of a binary inclusion. In
this way, a fuzzy set can be represented as a function µ : Ω → [0, 1], where
µ(p) = 0 means that p is fully excluded from µ and µ(p) = 1 means that it is
fully included in it.
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(a) Region A (b) Left ofA

Figure 1: Illustration of the “left of and close to” operator.

If we think of Ω as space, e.g. the 2D grid of pixels of an image, then we
can interpret fuzzy sets as uncertain regions in space and express meaningful
geometric relationships such as “between”, “inside”, “above”, etc as operators
applied to fuzzy sets. These relations can be described in terms of fuzzy
morphological operators. Dilations and erosions are the basis for other
morphological operators [10, 11] and have been used in Deep Learning to build
robust features for high-dimensional signals [12], multi-scale
representations [13] and others. We define the fuzzy dilation following [14] as

δK(x)(p) = sup
q∈Ω

⊤(µ(p),K(p− q)), (1)

where ⊤ : [0, 1] × [0, 1] → [0, 1] denotes a t-norm [15], a generalization of the
AND operator for fuzzy logic and K : Ω → [0, 1] is called structuring element.
Formally a t-norm is an associative, increasing and commutative operator with
1 as its neutral element.

The method uses a loss function based on directional relations, e.g. “to
the left of” or “above”, such as the one illustrated in Fig. 1. To compute a
directional relation with respect to a direction v̂ ∈ R2, with ∥v̂∥ = 1, we use a

directional structuring element [16] Kv̂(p) =
(
max

{
⟨v̂,p⟩
∥p∥ , 0

})2

.

In practice, we also limit the distance between objects. That can also be
described as a spatial relation “close to” and we implemented it by truncating
the structuring element at distance R, i.e.

Kv̂,R(p) =


max

{
⟨v̂,p⟩
∥p∥ , 0

}2

, 0 < ∥p∥ ≤ R,

0, ∥p∥ > R,

1, p = 0.

(2)

We denote the dilation by Kv̂,R as δv̂,R := δKv̂,R
.

Finally, logical expressions can be written in terms of t-norms, t-conorms
and other fuzzy operators of these regions, for example, given fuzzy sets A and
B, the region “above A and not in B” can be written as ⊤(δ(0,1),R(A), (1−B)).
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3 Method

3.1 Weakly supervised semantic segmentation

We explore a scenario akin to semi-supervised segmentation, characterized by
a limited set of images featuring comprehensive labels. These labeled instances
are denoted as image/label pairs {(xl

n, y
l
n)}

Nl
n=1, and a large amount of unlabeled

images is present {xu
n}

Nu
n=1 [17]. We assume that all the images x have support

on a region Ω.
We proceed by training a neural network using a composite loss function

represented as follows:
L = Ll + λLu, (3)

Here, Ll is associated with the labeled data, and Lu with the unlabeled data.
The term Ll is defined as the cross-entropy loss between softmax probabilities
and their corresponding targets. Importantly, the Lu component of the loss is
crafted considering established spatial relationships between classes, serving as
a form of weak supervision. This allows us to leverage known information to
enhance the learning process. In the subsequent sections, we will introduce a
specific formulation for Lu based on a priori spatial relations inherent to each
class.

In the rest of this section, the loss Lu will be constructed based on known
spatial relationships between classes and thus constitutes a form of weak
supervision.

3.2 Proposed unlabeled loss

Let us denote by µc a fuzzy set corresponding to the degree of pertinence to
class c. We define it to be equal to the softmax probabilities i.e. µc(p) is equal
to the predicted probability of point p being of class c.

In order to obtain a loss function, we assume that certain transitions between
classes cannot occur. Let us assume that, when traversing the image going in
the direction v̂, it is impossible to transition from class c to class c′. In terms of
the previously mentioned spatial relations, we can write such restriction as “p
is in the direction v̂ of class c′ implies p does not belong to c” or, by equivalency
“p is not in the direction v̂ of class c′ or p does not belong to c”. The negation
of that expression is “p is class c′ and p is in the direction v̂ of class c”, which
gives us an expression to minimize, namely the fuzzy set ⊤(δv̂,R(µc), µc′). This
gives us a loss term:

Lc,c′

v̂ =
1

|Ω|
∑
p∈Ω

⊤(δv̂,R(µc)(p), µc′(p)). (4)

And for multiple constraints (c1, c
′
1), . . . , (cK , c′K), the loss function (3) can be

defined as

Lu =

K∑
k=1

Lck,c
′
k

v̂ . (5)
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Figure 2: Illustration of a skin histological image with the boundary between
the regions of interest highlighted.

We use two t-norms in this expression. To compute the dilation (1) we use a
Lukasiewicz t-norm ⊤L(a, b) = max{a+ b− 1, 0} to more closely resemble the
classical grayscale dilations. However, the AND operator in (4) uses the product
t-norm ⊤p(a, b) = ab.

3.3 Unlabeled loss for skin image segmentation

Here, the proposed loss terms are utilized for segmenting histological skin
tissue images, specifically focusing on delineating the Stratum Corneum (SC)
and the Living Epidermis (LED). The remaining areas, such as the Dermis
and the region above SC (lacking tissue), are considered background (BG) for
segmentation, as they lie outside the region of interest. Refer to Fig. 2 for an
image illustrating the boundaries between these regions.

This task has some geometric priors that we can model in terms of
transitions between those regions: all images follow the top-to-bottom order
BG, SC, LED, BG. In particular this tells us of transitions between these
labels that are illegal: BG directly above LED, SC below LED, BG directly
below SC and their reciprocals.

We view the outputs of the softmax probabilities as fuzzy sets, which allows
us to apply the methods described so far to penalize wrong orderings between
layers.

To penalize wrong orderings, we propose the restrictions2: “BG is not below
SC”, “BG is not above LED”, “LED is not above SC”, “SC is not below LED”,
“LED is not below BG”, and “SC is not above BG”. Computing the union of
the associated fuzzy sets results in the highlighted regions in Fig. 3. The terms

2We write “above” and “below” in these restrictions instead of “above and close to” and
“below and close to” for brevity

5



above originate the following fuzzy sets

L1 = ⊤(µBG, δ(0,−1),R(µSC)) L2 = ⊤(µBG, δ(0,1),R(µLED))

L3 = ⊤(µLED, δ(0,−1),R(µBG)) L4 = ⊤(µBG, δ(0,1),R(µLED))

L5 = ⊤(µSC, δ(0,−1),R(µLED)) L6 = ⊤(µLED, δ(0,1),R(µSC))

(6)

And the unlabeled loss is Lu =
6∑

i=1

∑
p∈Ω

Li(p).

Figure 3: Regions penalized by the proposed unlabeled loss function Lu. The
structuring element used in (6) for the directional relations has radius R = 20
pixels.

Incorporating this regularization term holds significance as it enables the
penalization of errors within an image, even when an accurate ground truth is
unavailable. This flexibility empowers us to leverage images for which the labels
are unknown, expanding the applicability of our approach.

4 Experiments

In this section, the proposed penalizations (6) are tested in the case where
we have few fully annotated training images and many non-annotated training
images.

4.1 Dataset

We use a dataset of images as described as Section 3.3. It’s images have varying
characteristics in both color and shape of the regions of interest, while respecting
the top-to-bottom order discussed. It contains 254 images: 138 for training, 39
for validation and 77 for testing. They have a resolution of about 1.09µm/pixel
and have variable height and variable width, but on average they have around
0.5 million pixels.

In order to fit within the semi / weakly supervised framework of Section 3,
the training set contains few annotated images. The precise number of
annotated images used are Nl = 1, 3, 5 and 10. We also compare all results
with a fully labeled baseline, i.e. a model trained using all 138 of the training
annotations.
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4.2 Implementation details

We use the same architecture for all settings of the experiment: a U-Net
consisting of four downsampling / upsampling blocks with two convolutions
each (each followed by leaky ReLU and instance normalization) and doubling
the number of channels at each downsampling step (starting at 32).

Batches are formed from cropped images of size 256 × 256, where each
training batch contains 96 unlabeled images and 32 labeled pairs. The
networks are trained for 200 epochs using the Adam optimizer. The initial
learning rate is set to 10−3 and decays exponentially with a factor of 0.977
after epoch 20. We use a weight decay of 10−4. We augment the data with
scale jittering in the interval [ 1

1.4 , 1.4], random horizontal flips and rotations by
angles in [−π

8 ,
π
8 ].

To quantify the results, we use the mean Intersection over Union (IoU)
between the predictions and the labels in the test set. We test methods using
(3) with different values of λ ranging from zero to one. Regardless of the value
of λ, at the beginning of the first epoch we initialize it to zero and increase it
linearly until it reaches the desired value at epoch ten. We found that this λ
schedule results in more stable improvements than initializing λ to the desired
value.

4.3 Results

Fig. 4 helps elucidate the interest of using the spatial reasoning loss term from
Section 3 by illustrating the correlation between smalls values of the proposed
loss term and elevated IoU, reinforcing the relevance of the employed
regularization strategy.

Table 1 highlights the efficacy of the proposed method, showing notable
improvements compared to training exclusively with labeled data (i.e. with
λ = 0) when the quantity of labeled data is small. Notably, the achieved results
closely approach the fully labeled baseline. A qualitative analysis also helps to
illustrate an increased regularity in predictions from models trained using the
spatial reasoning loss, as shown in Fig. 5.

Table 1: Mean IoU values on the test set for different values of λ, with Nl =
1, 3, 5 or 10 labeled training images. We also show the results for the fully
labeled baseline i.e. using Nl = 138. Values are averaged from five random
repetitions of the experiment.

Number of labeled images (Nl)
1 3 5 10

Weakly
supervised

λ = 0 0.687 0.837 0.891 0.900
λ = 0.001 0.696 0.839 0.888 0.910
λ = 0.01 0.706 0.814 0.895 0.906
λ = 0.1 0.761 0.852 0.891 0.907
λ = 1 0.757 0.839 0.895 0.906

Fully supervised 0.914
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Figure 4: Relation between the value of the spatial reasoning loss and the final
IoU measure for every image on the test dataset. The model used to produce
this figure was trained only on one labeled image, with λ = 0. Segmentations
with lower Lu values tend to generate higher IoU scores.

(a) Image

(b) Prediction with λ = 0

(c) Prediction with λ = 0.1

Figure 5: Worst image from the test set in terms of IoU of the prediction
of a model trained with λ = 0 and its prediction by a model with λ = 0.1.
Models trained with λ > 0 tend to produce outputs that better respect the
order contraints.

5 Conclusions

In this paper we proposed a loss for weakly supervised semantic segmentation
based on spatial relationships between objects. It penalizes transitions from
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certain pairs of classes and is based on a fuzzy spatial reasoning framework.
In the task of segmentation of skin layers in histological images, the method

penalizes segmentations that deviate from the specified order of SC, LED and
BG. Consequently, this loss is applied to extract information from unlabeled
data during training. The results show that this loss can induce a significant
improvement in the prediction quality.

It would be interesting to apply this method with other constraints, e.g.
using morphological operators to optimize topological contraints, like a class
being inside another.
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