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GENERALIZED CARLESON EMBEDDINGS OF MÜNTZ SPACES

MICKAËL LATOCCA AND VINCENT MUNNIER

Abstract. This paper establishes Carleson embeddings of Müntz spaces M
q

Λ
into weighted

Lebesgue spaces Lp(dµ), where µ is a Borel regular measure on [0, 1] satisfying µ([1−ε]) .
εβ . In the case β > 1 we show that such measures are exactly the ones for which Carleson
embeddings L

p

β →֒ Lp(dµ) hold. The case β ∈ (0, 1) is more intricate but we character-
ize such measures µ in terms of a summability condition on their moments. Our proof
relies on a generalization of Lp estimates à la Gurariy-Macaev in the weighted Lp spaces
setting, which we think can be of interest in other contexts.

1. Introduction

Let us consider MΛ, the set of generalized polynomials defined on [0, 1] whose generalized
spectrum lies in Λ, that is:

MΛ =

{

f : [0, 1] → R : f(t) =
K
∑

k=0

aktλk , ak ∈ C, K > 0

}

,

where Λ = (λk)k>0 is an increasing sequence of positive real numbers. We further require
the summability condition

∑

k>0
1

λk
< ∞, so that in view of the Müntz-Sasz theorem

[BE95, p. 172], MΛ is not dense in C0([0, 1]). In this paper we study some geometric
properties of the space M

p
Λ, defined as the closure of MΛ in Lp([0, 1]). We refer to the

monograph [GL05] for a detailed study of the properties of these spaces.

In the sequel, we will always assume that Λ = (λk)k>0 is quasi-lacunary, that is, up to
enlarging this sequence, which we still call Λ, we can find a family of disjoint sets (Ek)k>0

such that Λ =
⋃

k>0 Ek, where Ek = {λnk
+ 1, . . . , λnk+1

} and such that there exists N > 1

such that #Ek 6 N for all k > 0; and there also exists q > 1 such that q 6
λnk+1

λnk
+1

6 q2N

for all k > 0. We write Fk = Span{tλ, λ ∈ Ek}, which is a vector space of dimension not
larger than N .

Roughly speaking, quasi-lacunary sequences are finite unions of lacunary sequences. We
also say that the sequence Λ is lacunary when there exists q > 1 such that for all k > 0
there holds λk+1

λk
> q.

For any positive Borel regular measure µ on [0, 1], we write Lp(dµ) the associated Lp

space with respect to the measure µ.

1.1. Carleson Embeddings. Our concern is to find a suitable geometric condition on µ

which characterize when the Carleson embeddings of the type ıq,p : M
q
Λ →֒ Lp(dµ) holds,

for some values of q to be specified, depending on the properties of µ.
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2 MICKAËL LATOCCA AND VINCENT MUNNIER

The following geometric condition will appear as very useful in the following: for any
β > 0 we denote by Mxβ the set of positive Borel measures µ supported on [0, 1] which
satisfy

µ([1 − ε, 1]) . εβ,

where the implicit constant depends only on µ. In particular, Mx is nothing but the set
of sublinear measures on [0, 1]. For instance, the measure dνβ−1 := (1 − t)β−1dt belongs
to Mxβ . Note also that Mxβ contains natural measures which are singular with respect
to the Lebesgue measure: one can take for instance the uniform measure supported on a
Cantor set of Hausdorff dimension β.

The properties of the natural embedding ıp,p (case q = p) have already been studied in
the past years and several major results were obtained, which we summarize here. It
is important to keep in mind that the properties of the embedding ıp,p is linked to the
continuity properties of multiplication and composition operators acting on Müntz spaces.
This has been highlighted by Al Alam [Al 09], which raised the interest of characterization
of such Carleson embeddings in terms of geometric properties of µ. We also refer to
[AAL18, AGH+18] for results in this direction.

This task of studying the Carleson embeddings of Müntz spaces was first carried out
by Chalendar, Fricain and Timotin: in [CFT11] they study continuty and compactness
properties of ı1,1 when Λ is quasi-lacunary. In particular, they show that the continuity
of ı1,1 is equivalent to µ being sublinear.

Then, Noor and Timotin studied the Hilbertian case: in [NT13] they are able to prove
a similar characterization result when p = 2. Specifically, they prove that the continuity
of ı2,2 is equivalent to µ being sublinear. However, they assume Λ to be lacunary. They
leave open the question of whether their result could be generalized for p > 2. They also
raise the problem of the extension to the quasi-lacunary case. A part of these conjectures
were solved by Gaillard and Lefèvre: in [GL18] they obtain that for all p ∈ (1, ∞), the
continuity of ip,p is equivalent to µ being sublinear. They also work in the lacunary case.

The present article addresses the mentioned conjectures and further generalize to a wider
class of measures (and embeddings), by considering β > 0, and not only the case β = 1
which leads to a complete characterization in the non-singular case β > 1, and also gives
a complete characterization in the singular case β > 0. Our method is to follow the ideas
of [CFT11, NT13, GL05]. A key step lies in obtaining a generalized Gurariy-Macaev
adapted to weighted Lp spaces.

1.2. Main results. The main focus of this paper is the characterization of the measures

µ ∈ Mxβ in terms of Carleson embeddings M
p
β

Λ →֒ Lp(dµ). Our first result is a complete
characterization of this kind when β > 1, which will be referred to as the non-singular
case.

Theorem A (Non-singular case). Let µ be a positive Borel measure on [0, 1] and let β > 1.
Let also Λ be a quasi-lacunary and subgeometric sequence with parameters q, N . Then the
following assertions are equivalent:

(i) The measure µ belongs to Mxβ ;
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(ii) For any p > β, the embedding M
p

β

Λ →֒ Lp(dµ) is continuous, that is for all f ∈ MΛ

we have

‖f‖Lp(dµ) . ‖f‖ p
β
, (1.1)

where the implicit constant does not depend on f , but only on p, β and also q, N .

In the case 0 < β < 1, which we refer to as the singular case, we prove the following
result.

Theorem B (Singular Case). Let µ be a positive Borel measure on [0, 1] and let β ∈ (0, 1).
Let also Λ be a quasi-lacunary and subgeometric sequence with parameters q, N . Then the
following assertions are equivalent:

(i) The measure µ satisfies

∫

[0,1]

(∫

[0,1]

dµ(t)

(1 − ρt)

)
1

1−β

dρ < +∞;

(ii) For any p > 1 the following continuous embedding holds: M
p
β

Λ →֒ Lp(dµ);
(iii) For any p > 1 the following summability condition holds:

∑

k>0

λ
β

1−β

k

( ∫

[0,1]
tpλk dµ(t)

) 1
1−β

< +∞.

This result calls for several remarks.

Remark 1.1. As (λk)k>0 is a sub-geometric, (iii) implies that
∫

[0,1] tpλk dµ(t) = o(λ−β
k ),

which is easily seen to imply that µ ∈ Mxβ , see for instance the proof of Theorem A.
Therefore if the Carleson embedding (ii) holds, we have µ ∈ Mxβ .

Remark 1.2. On the other hand, µ ∈ Mxβ is not a sufficient condition for (iii) to hold.
For instance, consider νβ−1 which belongs to Mxβ but satisfies

∫

[0,1]
tλk dνβ−1(t) =

∫

[0,1]
tλk(1 − t)β−1 dt ≈ λ

−β
k ,

so that the series in (iii) diverges. Hence, by the equivalence in the theorem it proves

that L
p
β does not embed into Lp(dνβ−1).

Remark 1.3. However, for any p > 1 and any q > p
β

the embedding M
q
Λ →֒ Lp(dνµ) is

continuous as soon as µ ∈ Mxβ . In order to see it, take βε := β − ε, and use Lemma 2.7
to see that

∫

[0,1]
tpλk dµ(t) .

∫

[0,1]
tpλk(1 − t)β−1 dt . λ

−β
k ,

which yields
∑

k>0

λ
βε

1−βε

k

( ∫

[0,1]
tpλk dµ(t)

) 1
1−βε

< +∞,

and (iii) implies the claimed result. Therefore we can see that the difficulty of this result
is carried by the limiting cases of the Carleson embeddings.
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In the following, we show what we can directly obtain using Hölder’s inequality, which
indicates that the limiting cases are a more subtle matter of cancellation combined with
a precise multiscale analysis.

(1) We first treat the case: α > 0 and p > q. If α <
p

q
− 1, we have by Hölder’s

inequality:
∫

[0,1]
|f(t)|qdt =

∫

[0,1]
|f(t)|q(1 − t)α

q

p (1 − t)−α
q

p dt

6

(

∫

[0,1]
|f(t)|p(1 − t)α dt

)
q
p
(

∫

[0,1]
(1 − t)−α

q
p

p
p−q dt

)1− q
p

.

(

∫

[0,1]
|f(t)|p(1 − t)α dt

)
q
p

.

Hence, in this case, we obtain ‖f‖Lq . ‖f‖Lp(dνα).

(2) Then, we treat the case: α 6 0 and q > p. If α >
p

q
− 1, we apply Hölder’s

inequality to obtain:

∫

[0,1]
|f(t)|p(1 − t)α dt 6

(

∫

[0,1]
|f(t)|q dt

)
p

q
(

∫

[0,1]

dt

(1 − t)−α
q

q−p

)1− p

q

.

(

∫

[0,1]
|f(t)|q dt

)
p

q

,

which means ‖f‖Lp(dνα) . ‖f‖q.

Remark 1.4. The case dµ = dνα for α ∈ (−1, 0) gives an example of reverse Carleson

embedding MΛ∩Lp(dνα) →֒ L
p
β . Let us explain how this is obtained. Consider α ∈ (−1, 0)

and let us write β = 1 + α. Observe that for any f, g ∈ MΛ there holds

∣

∣

∣

∣

∣

∫

[0,1]
f(t)g(t) dt

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

∫

[0,1]
f(t)(1 − t)

α
p g(t)(1 − t)

−α
p dt

∣

∣

∣

∣

∣

6 ‖f‖Lp(dνα)‖g‖
L

p
p−1 (dν− α

p−1
)

. ‖f‖Lp(dνα)‖g‖
L

p
p−β

, (1.2)

where we have used Hölder’s inequality and Theorem A as p

p−β
> 1 and −α

p−1
> 0. We

claim that it is possible to infer the bound

‖f‖
L

p
β
. ‖f‖Lp(dνα). (1.3)

Let us briefly explain how to obtain this rigorously, and let us mention that even if p
p−β

is

the Hölder conjuguate exponent of p
β
, we cannot use a standard duality argument: that

is a part of the difficulty. Nevertheless, as we shall see in the latter, Müntz spaces enjoy a
kind of interpolation property viewed as weighted ℓp spaces. We give some hints to how
to proceed but a similar argument is presented in details in the proof of (ii) ⇒ (iii).
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To prove (1.3) take f ∈ M
p

β

Λ and introduce the following functions with positive coeffi-
cients:

h1 =
∑

k>0

‖fk‖
L

p
β

λ
β
p

k tλk and h2 =
∑

k>0

‖fk‖
p−β

β

L
p
β

λ
p−β

p

k tλk ,

which are both Müntz polynomials, and satisfy (discarding non-diagonal terms)
∫

[0,1]
h1h2dt >

∑

k>0

‖fk‖r
Lrλk

∫

[0,1]
t2λk dt & ‖f‖r

Lr , (1.4)

where we have used Theorem C. Applying this theorem twice (the first time to h2 =
∑

k>0 rk where rk(t) = ‖fk‖
p−β

β

L
p
β

λ
p−β

p

k tλk) also gives

‖h2‖
p

p−β

L
p

p−β
.
∑

k>0

‖fk‖
p

β

L
p
β
. ‖f‖

p

β

L
p
β

. (1.5)

We can now use (1.2) to f = h1 and g = h2, so that in conjuction with (1.4) and (1.5)
we obtain (1.3) when f = h1. In order to conclude, remark that applying Theorem 2.1

combined with Proposition 2.5, we see that any function f ∈ M
p
β

Λ is pointwise bounded by
a function of the form h1. It remains to remark that thanks to Theorem C and Lemma 2.6
we have

‖h1‖
p
Lp(dνα) .

∑

k>0

‖fk‖p

L
p
β
λ

β
kλ

−β
k .

∑

k>0

‖fk‖p
Lp(dνα) . ‖f‖p

Lp(dνα).

One key estimate that we will use in the proof of Theorem B and Theorem A it the
following two-sided inequality, which is a generalization of the Gurariy-Macaev theorem
[GM66], which we recall in Section 2.

Theorem C (Lp decoupling estimates). Let p ∈ [1, ∞), α > −1 and dνα = (1 − x)α dx.
Then there exists two constants C1, C2 > 0 such that for all fk ∈ Fk there holds

C1





∑

k>0

‖fk‖p
Lp(dνα)





1
p

6

∥

∥

∥

∥

∥

∥

∑

k>0

fk

∥

∥

∥

∥

∥

∥

Lp(dνα)

6 C2





∑

k>0

‖fk‖p
Lp(dνα)





1
p

.

Remark 1.5. When α = 0 note that we recover the usual Gurariy-Macaev [GM66].

The proof of the upper-bound in Theorem C relies on the following multilinear estimate,
which we believe to be interesting on its own.

Theorem D (Multilinear estimate). Let Λ be a quasi-lacunary sequence. Let α > −1
and µ ∈ Mxα+1. Let also p1, . . . , pn ∈ (1, ∞) such that 1

p1
+ . . . + 1

pn
= 1. For any

j ∈ {1, . . . , n}, let fj ∈ MΛ. Then there holds

∣

∣

∣

∣

∣

∣

∫

[0,1]

n
∏

j=1

fj dµ

∣

∣

∣

∣

∣

∣

.
n
∏

j=1





∑

k>0

‖fi,k‖pk

Lpk (dνα)





1
pk

,

where we have written fj =
∑

k>0 fj,k, where fj,k ∈ Fk, and where dνα = (1 − x)αdx.
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Remark 1.6. One can check that such an estimate is not an immediate consequence of
the Hölder inequality. We will take advantage of lacunarity in the treatment of the
non-diagonal interactions. One of the major difficulty is that standard interpolation
techniques are not working directly because taking absolute value of powers of some
Müntz polynomials does not preserve its generalized spectrum. This key estimate will
only be applied to prove Carleson embeddings associated to the Lebesgue measure, in
order to answer open problems that were originally set in [CFT11, NT13]. Actually, more
general types of Carleson embeddings could be drawn from this multilinear estimate, but
it is not the purpose of this article.

Let us finish this introduction with the following result, whose proof could be obtained
by an analysis of the multilinear theorem. Therefore, this result is stated without proof.

This result is a generalization of Theorem A in the context of embedding in weighted
Lebesgue spaces and reads as follows.

Theorem E. Let p ∈ [1, ∞), α > 0 and β > 1. Assume that Λ is a quasi-lacunary and
subgeometric Müntz sequence, then µ ∈ Mxαβ if and only if the embedding holds true: for
any f ∈ MΛ there holds

‖f‖Lp(dµ) . ‖f‖
L

p
β (dνα−1)

,

with an implicit constant independent of f .

1.3. Plan of the paper. In Section 2 we recall a very useful bound Theorem 2.1 which
is a pointwise bound for functions fk ∈ Fk, which is sharp enough for our purposes.
We also state another very useful tool, namely some generalized Bernstein inequalities
Proposition 2.5. Equiped with these estimates, as well as Theorem C, we can proceed to
the proof of Theorem A and Theorem B in Section 3 and Section 4

Section 5 is devoted to the proof of Theorem C, which can be viewed as a major part of
our article. The non-singular case relies on the method of Tρ dilations, which builds on
previous works, and the singular case essentially is concerned with mapping this case to
the non-singular one via differentiation tricks and integration by parts.

In Section 6 we prove Theorem D. The main idea is to reduce the statement to a continuity
bound on a multilinear operator, which can be tackled using a very simple tool: Schur’s
test. It is also at this stage that we can exploit the quasi-lacunary assumption on Λ.

Acknowledgments. V.M. thanks Loïc Gaillard and Pascal Lefèvre for fruitful conversa-
tions during early stages of the project.

2. Preliminaries

2.1. Notation. We use the notation A . B when there is a constant C > 0 such that
A 6 CB and that C depends ony on parameter that we do not track the dependence on.
When A . B . A we write A ∼ B.

In some summations in Section 6 we also write i ≪ j (resp. i ∼ j). Their meaning is the
following: it means that i 6 j − R (resp. −R < i − j < R) for some integer R > 0.
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2.2. Useful properties of Müntz polynomials. A simple idea to estimate f =
∑

k>0 fk

is to start with estimating the terms fk ∈ Fk. In this direction, a very useful inequality,
which we shall use on many occasions is the following:

Theorem 2.1 ([GL05], Corollary 8.1.2 ). Let Λ be a quasi-lacunary sequence. Let k > 0.
Then for any f ∈ Fk and for all x ∈ [0, 1], there holds

|f(x)| . x
λnk

+1

N ‖f‖L∞,

where the implicit constant depends only on q, N , but not on k, nor f .

Note that this allows us to essentially bound any function f ∈ MΛ by a lacunary poly-
nomial with coefficients carrying the L∞ norms of the fk. A useful consequence is the
following

Corollary 2.2. There exists A > 0 and η > 0 such that for any k > 0, and any f ∈ Fk

satisfying A
‖f‖∞

‖f ′‖∞
6 η then if x0 is such that |f(x0)| = ‖f‖∞, then

1 − A
‖f‖∞

‖f ′‖∞
6 x0 6 1.

Proof. Let f ∈ Fk and argue by contradiction, assuming that x0 < 1 − A
‖f‖∞

‖f ′‖∞
. We start

by an application of Theorem 2.1, which yields

|f(x)| . x
λnk

+1

N ‖f‖L∞ 6 Cx
λnk

+1

N |f(x0)|

for all x ∈ [0, 1]. Evaluating in x0 and using the bound on x0 we infer

1 6 Cx
λnk

+1

N
0 6 C

(

1 − A
‖f‖∞

‖f ′‖∞

)

λnk
+1

N

.

Since f ∈ Fk, by an application of Proposition 2.4 we can bound

‖f ′‖L∞ .





nk+1−nk
∑

i=1

λnk+i



 ‖f‖L∞ 6 C(q, N)λnk+1‖f‖L∞,

therefore

1 6

(

1 −
CA

λnk+1

)

λnk
+1

N

6 C exp(−CA),

which for A large enough is a contradiction. �

We recall the following, which will be generalized by Theorem C.

Theorem 2.3 (Gurariy-Macaev inequalities [GM66]). Let p ∈ [1, ∞) and Λ be a quasi-
lacunary sequence. Then there exists constants C1, C2 > 0 such that there holds for all
fk ∈ Fk,

∑

k>0

‖fk‖p
Lp .

∥

∥

∥

∑

k>0

fk

∥

∥

∥

p

Lp
.
∑

k>0

‖fk‖p
Lp,

where the implicit constant only depends on p, q and N .
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2.3. Bernstein inequalities. We recall the following classical Newman’s inequality in
the context of Müntz polynomials:

Proposition 2.4 (Newman’s inequality [GL05], Proposition 8.2.2). For any f ∈ MΛ

there holds

‖f ′‖∞ .





∑

k>0

λk



 ‖f‖L∞,

whenever f =
∑

k>0 αktλk and
∑

k>0
1

λk
< ∞, and where the implicit constant is numerical.

This allows for trading derivatives. In order to move from an Lq estimate to an Lp estimate,
the classical tool is the Bernstein inequality. In our context, that is working in weighted
spaces, we state the main result of this section:

Proposition 2.5 (Generalized Berstein estimates). Let β > 0, µ ∈ Mxβ and α > −1.
There exists k0 > 0 such that for all k > k0, for all fk ∈ Fk, and for any p, q > 1 there
holds

‖fk‖Lp(dµ) . λδ
nk

‖fk‖Lq((1−x)αdx),

with δ = 1+α
q

− β
p
, and where the implicit constant only depends on p,q, α, β and also on

q, N .

The core of the proof is to prove the following estimate.

Lemma 2.6. For k ≫ 1, we have for any f ∈ Fk,

‖f‖Lp((1−x)αdx) & min











‖f‖
1+

(1+α)
p

∞

‖f ′‖
1+α

p
∞

, ‖f‖∞











,

where the implied only depends on p, α and also on q, N .

Proof of Lemma 2.6. We consider two different cases: the flat case, namely when f ′ is
very small, and the non-flat case. In this proof we write M = ‖f‖L∞. Let ε > 0 and
k0 = k0(ε) such that for all k > k0, f attains its maximum at the point x0 ∈ [1 − ε, 1].
This could be seen from Theorem 2.1. In the following we only consider δ 6 ε.

Flat case. Let us assume that ‖f ′‖L∞ 6 M
δ

for some δ. Then, observe that the triangle
inequality and the mean-value theorem imply that for any x ∈ [1 − δ, 1] there holds

|f(x)| > |f(x0)| − |f(x) − f(x0)| > M − ‖f ′‖L∞|x − x0|

> M −
M

δ
|x − x0| > 0,

where we have used the assumption on f ′. Next, we integrate:

‖f‖p
Lp(dνα) >

∫ x0

x0− δ
2

|f(x)|p(1 − x)α dx >
∫ x0

x0− δ
2

(

M −
M

δ
|x − x0|

)p

(1 − x)α dx

>
∫ x0

x0− δ
2

(

M −
M

2

)p

(1 − x)α dx

= 2−pMp
∫ x0

x0− δ
2

(1 − x)α dx =: 2−pMpAδ,α(x0).
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Observe that Aδ,α is a continuous positive function therefore

aδ,α,ε := inf
x0∈[1−ε,1]

Aδ,α(x0) > 0,

so that finally
‖f‖p

Lp(να) > 2−paδ,α,ε‖f‖p
L∞,

which end the proof in this case.

Non-flat case. Assume ‖f ′‖L∞ > M
δ

, and let A, given by Corollary 2.2, and up to di-

minishing δ we can assume that [1 − A M
‖f ′‖L∞

, 1] ⊂ [1 − ε, 1]. Note that again we can
write

|f(x)| > |f(x0)| − |f(x) − f(x0)| > M + ‖f ′‖L∞(x0 − x) > 0,

for any x ∈ [x0 − M
‖f ′‖L∞

, x0] so that

‖f‖p
Lp(dνα) >

∫ x0

x0− M
‖f ′‖L∞

(M + ‖f ′‖L∞(x0 − x))
p

(1 − x)α dx

=
Mp+α+1

‖f ′‖α+1
L∞

∫ y0+1

y0

(1 + y0 − y)pyα dy =:
Mp+α+1

‖f ′‖α+1
L∞

B(y0),

where in the last step we have used the change of variable y = ‖f ′‖L∞

M
(1 − x) and have

introduced y0 = ‖f ′‖L∞

M
(1−x0) ∈ [0, ε‖f ′‖L∞

M
]. Remark that ‖f ′‖L∞

M
(1−x0) 6 A so that y0 ∈

[0, A]. Note that the function B is positive and continuous, therefore infy0∈[0,A] B(x0) =
bA,p > 0 and this concludes the proof in this case. �

In order to use the fact that µ ∈ Mxβ , we will use the following integration by parts
inequality, which can be seen as a mean of reducing integrals with respect to dµ into
explicit weighted Lebesgue estimates.

Lemma 2.7 (Integration by parts [CFT11], Lemma 2.2). Assume that µ is a positive
Borel measure supported on [0, 1]. Let ρ : R+ → R+ be an increasing C1 function satisfying
ρ(0) = 0. Assume that there holds µ([1 − ε]) 6 ρ(ε) for all ε ∈ (0, 1]. Then the following
identity holds:

∫

[0,1]
g dµ .

∫

[0,1]
g(x)ρ′(1 − x) dx.

Proof of Proposition 2.5. Using Lemma 2.7 with ρ(x) = xβ and also using Theorem 2.1
we can write
∫

[0,1]
|fk|p dµ .

∫

[0,1]
|f(x)|p(1 − x)β−1 dx

. ‖f‖p
L∞

∫

[0,1]
x

(λnk
+1)p

N (1 − x)β+1 dx = ‖f‖p
L∞B

(

(λnk
+ 1)p

N
+ 1, β

)

(2.1)

where B stands for the Beta function. Expressing in terms of Gamma functions and using
the Stirling formula Γ(x + 1) ∼ Ce−xxx+ 1

2 , we find that

B

(

(λnk
+ 1)p

N
, β

)

=
Γ
(

(λnk
+1)p

N
+ 1

)

Γ(β)

Γ
(

(λnk
+1)p

N
+ 1 + β

) ∼ λ−β
nk

(2.2)
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as k → ∞, where the implicit constant only depends on p, n, β. Therefore, it remains to
explain that

‖f‖p
L∞ 6 λ

p 1+α
q

nk ‖f‖p
Lq(να). (2.3)

In order to obtain such an inequality, we remark that if k > k0 given by Proposition 2.4,
either we have ‖f‖Lq(να) > ‖f‖L∞ which is enough as λnk

→ ∞; or we have

‖f‖
1+ 1+α

q

L∞

‖f ′‖
1+α

q

L∞

6 ‖f‖Lq(να).

Combined with Proposition 2.4 this yields

‖f‖
1+ 1+α

q

L∞ 6 ‖f‖Lq(να)‖f ′‖
1+α

q

L∞ 6 ‖f‖Lq(να)λ
1+α

q
nk ‖f‖

1+α
q

∞ ,

which finishes the proof in this case. To deal with the cases k 6 k0 one can use equivalence
of norms in finite-dimensional spaces which is not an issue since the rank k0 only depends
on the constant of block lacunarity, which is always bounded from above. �

Remark 2.8. This can be slightly generalized to family of weights given by ωα,β(x) =
(1 − x)α| log(1 − x)|β whenever α > −1 and β > 0, as one can carry the same estimates
as in (2.1), the only difference is that instead of using the asymptotic bound for the Beta
function, one should differentiate the asymptotic relationship (2.2) β times (when β is an
integer, and interpolate using Hölder’s inequality when β is not). This differentiation of
asymptotic relationships is justified by the convexity of the previous integral viewed as a
function of β. Then for any µ ∈ Mω1+α,β

and any α̃ > −1, β̃ > 0, k ≫ 1 and ant fk ∈ Fk,
there holds

‖fk‖Lp(dµ) . λδ
nk

log(λnk
)η‖fk‖Lq(ωα̃,β̃dx)

where the implied constant only depends on p, q, α, α̃, β, β̃ and Λ and where δ = (1+α̃)
q

− 1+α
p

(which may be negative) and η = β
p

− β̃
q

(which may be negative as well).

3. The non-singular case: proof of Theorem A

We are now ready now to prove the characterization of generalized Carleson embedding
for any measure µ in Mxβ when β > 1. One could use Theorem C to directly obtain
weighted Carleson embeddings, and this is given in the introduction with no proof. We
chose here to only use Theorem 2.3 and interpolation techniques to highlight that Müntz
spaces enjoy an interesting interpolation property. We will denote for convenience the
sequence (λnk

)k>0 by (λk)k>0.

Let us start by proving (ii) ⇒ (i). Remark that as (1 − ε)
p
ε −→

ε→0
e−p, we have

µ([1 − ε, 1]) =
∫ 1

1−ε
dµ 6 Cep

∫ 1

1−ε
(1 − ε)

p
ε dµ .

∫ 1

1−ε
t

p
ε dµ .

∫ 1

0
t

p
ε dµ,

and observe that if we set ε = λ−1
k and evaluate (1.1) with f(t) = tλk we obtain

µ([1 − λ−1
k , 1]) .

∫

[0,1]
tλkp dµ(t) .

(

∫

[0,1]
t
λk

p
β dt

)β

. λ
−β
k .
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The conclusion now follows from the subgeometricity of (λk)k>0 and the fact that µ is
positive: for any ε > 0 we chose k > 0 such that λ−1

k+1 6 ε 6 λ−1
k , therefore

µ([1 − ε, 1]) 6 µ([1 − λ−1
k , 1]) . λ

−β
k . εβ,

which proves that µ ∈ Mxβ .

In order to prove (i) ⇒ (ii), we distinguish between the integer and non-integer β cases.

Case p = β = n is a natural integer. Let f =
∑

k>0 fk ∈ MΛ with fk ∈ Fk. We start with
an application of Theorem 2.1 and Lemma 2.7, which gives

‖f‖n
Ln(µ) .

∑

i1,...,in>0

‖fi1‖L∞ . . . ‖fin‖L∞

∫

[0,1]
t

λi1
+···+λin

+n

N (1 − t)n−1dt

.
∑

i1,...,in>0

B

(

λi1 + · · · + λin + n

N
, n

)

n
∏

j=1

λij
‖fij

‖L1

.
∑

i1,...,in>0

λi1 · · · λin

λn
i1

+ · · · λn
in

n
∏

j=1

‖fij
‖L1 ,

where we have used Proposition 2.5, the definition of the beta function and its asymptotics.

By the arithmetic and geometric means inequality, we observe that
λi1

···λin

λn
i1

+···λn
in

. 1 so that

it follows

‖f‖n
Ln(µ) .

∑

i1,...,in>0

n
∏

j=1

‖fij
‖L1 =

n
∏

j=1

∑

ij>0

‖fij
‖L1 . ‖f‖n

L1,

where the last inequality stems for an application of Theorem 2.3.

Case p = β ∈ (n, n + 1), not an integer. As we proceed with an interpolation technique,
let us write β = nθ + (n + 1)(1 − θ) for some θ ∈ (0, 1). As before, we start with an
application of Theorem 2.1 and Lemma 2.7 which give

∫

[0,1]
|f |β dµ .

∫ 1

0





∑

k>0

‖fk‖L∞t
λk+1

N





β

(1 − t)β−1 dt.

Then we rewrite





∑

k>0

‖fk‖L∞t
λk+1

N





β

(1 − t)β−1 =









∑

k>0

‖fk‖L∞t
λk+1

N





n

(1 − t)n−1





θ

×











∑

k>0

‖fk‖L∞t
λk+1

N





n+1

(1 − t)n+1−1







1−θ

and apply Hölder’s inequality to obtain

∫

[0,1]
|f |β dµ .

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖L∞t
λk+1

N

∥

∥

∥

∥

∥

∥

nθ

Ln(νn−1)

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖L∞t
λk+1

N

∥

∥

∥

∥

∥

∥

(n+1)(1−θ)

Ln+1(νn)

.
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We now apply the integral case (in both cases: p = β = n and p = β = n + 1) to obtain
which assumes that we also change the sequence Λ and yields

∫

[0,1]
|f |β dµ . ‖f‖nθ

L1 × ‖f‖
(n+1)(1−θ)
L1 . ‖f‖β

L1,

In order to deal with the p > β case, we exploit the lacunary property of Λ, which will be
exemplified first in the case p = 2ℓβ.

Case p = 2ℓβ, ℓ > 0. Let us assume that the result has been obtained for p = 2ℓβ (the
previous step serves as an initialization step of this induction proof). Let us prove the
result for p = 2ℓ+1β. Again, we rely on Theorem 2.1 and Lemma 2.7 to write

∫

[0,1]
|f |p dµ .

∫

[0,1]











∑

k>0

‖fk‖L∞t
λk+1

N





2






2ℓβ

(1 − t)β−1 dt

.

∥

∥

∥

∥

∥

∥

∥





∑

k>0

‖fk‖L∞t
λk+1

N





2
∥

∥

∥

∥

∥

∥

∥

p
2

L
p

2β

,

where we have used the induction hypothesis on p
2

= 2ℓβ. We now use now some classical
trick that we learned from lacunary Fourier theory: consider the two functions h1, h2

defined for all t ∈ [0, 1) by

h1(t) =
∑

k>1

‖fk‖L∞t
λk+1

N and h2(t) =
∑

k>0

‖fk‖2
L∞t

λk+1

N .

An application of Theorem 2.3 immediately provides

‖h2
1‖

2ℓ

L2ℓ ≈
∑

k>0

‖fk‖2ℓ+1

∞ λ−1
k ≈

∑

k>0

(‖fk‖2
∞)2ℓ

λ−1
k ≈ ‖h2‖

2ℓ

L2ℓ , (3.1)

which allows us to write that

∫

[0,1]
|f |p dµ . ‖h2

1‖
2ℓβ

L2ℓ . ‖h2‖
2ℓβ

L2ℓ .





∑

k>0

‖fk‖2ℓ+1

L∞ λ−1
k





β

.





∑

k>0

‖fk‖2ℓ+1

L2ℓ+1





β

. ‖f‖β

L
p
β
. ‖f‖2ℓ+1β

L
p
β

= ‖f‖p

L
p
β

.

where we have used Proposition 2.5 and Theorem 2.3 in the last line to conclude.

Case p > β. Assume that p is not of the form 2ℓβ and chose ℓ > 0 such that q := 2ℓβ <

p < 2ℓ+1β =: r and write p = (1 − θ)q + θr for some θ ∈ (0, 1).
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We start with an application of Theorem 2.1 in order to write

‖f‖p
Lp(dµ) .

∫

[0,1]





∑

k>0

‖fk‖L∞t
λk+1

N





p

dµ(t)

=
∫

[0,1]





∑

k>0

‖fk‖θ
L∞tθ

λk+1

N ‖fk‖
(1−θ)
L∞ t(1−θ)

λk+1

N





p

dµ(t)

=
∫

[0,1]





∑

k>0

‖fk‖θ
La(dνγ)λ

(1+γ)θ

a

k tθ
λk+1

N ‖fk‖
(1−θ)

Lb(dνδ)λ
(1+δ)(1−θ)

b

k t(1−θ)
λk+1

N





p

dµ(t),

where we have used Proposition 2.4 for some a, b > 1, γ, δ > −1. We now apply the
Hölder inequality in the inner sums followed by another application of Hölder’s inequality
in the integrals so that:

‖f‖p
Lp(dµ) .

∫

[0,1]

(

∑

k>0

‖fk‖
p

r

La(dνγ)λ
p(1+γ)

ar

k t
p
r

λk+1

N

)rθ(
∑

k>0

‖fk‖
p
q

Lb(dνδ)λ
p(1+δ)

bq

k t
p

q

λk+1

N

)q(1−θ)

dµ(t)

.

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p

r

La(dνγ )λ
p(1+γ)

ar

k t
p
r

λk+1

N

∥

∥

∥

∥

∥

∥

rθ

Lr(dµ)

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p
q

Lb(dνδ)λ
p(1+δ)

bq

k t
p

q

λk+1

N

∥

∥

∥

∥

∥

∥

q(1−θ)

Lq(dµ)

. (3.2)

Applying the induction hypothesis for r (resp. q) to the functions g =
∑

k>0 gk where

gk(t) = ‖fk‖
p
r

La(dνγ )λ
p(1+γ)

ar

k t
p
r

λk+1

N , (resp. gk(t) = ‖fk‖
p

q

Lb(dνδ)λ
p(1+δ)

bq

k t
p
q

λk+1

N ), we obtain

‖f‖p
Lp(dµ) .

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p

r

La(dνγ)λ
p(1+γ)

ar

k t
p

r

λk+1

N

∥

∥

∥

∥

∥

∥

rθ

L
r
β

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p
q

Lb(dνδ)λ
p(1+δ)

bq

k t
p
q

λk+1

N

∥

∥

∥

∥

∥

∥

q(1−θ)

L
q
β

.

(

∑

k>0

‖fk‖
p
β

La(dνγ)λ
p(1+γ)

aβ
−1

k

)θβ(
∑

k>0

‖fk‖
r
β

Lb(dνδ)λ
r(1+δ)

bβ
−1

k

)(1−θ)β

where we have used Theorem 2.3. Note that by an application of Proposition 2.5 we have

‖fk‖
p

β

La(dνγ)λ
p(1+γ)

aβ
−1

k . ‖fk‖
p

β

L
p
β

λ
p

β
( β

p
− 1+γ

a
)

k λ
p(1+γ)

aβ
−1

k = ‖fk‖
p

β

L
p
β

,

therefore we have obtained

‖f‖p
Lp(dµ) .





∑

k>0

‖fk‖
p

β

L
p
β





p

. ‖f‖p

L
p
β

,

as claimed, where we have again used Theorem 2.3.

4. The singular case: proof of Theorem B

A key idea in the proof of Theorem B is to estimate the derivative f ′. In order to do so,
let us relate the Lp(dµ) norm of f to a quantity involving f ′. This type of integration
trick emerges from the study of Hardy-Bloch spaces of analytic functions on the unit disk.
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Lemma 4.1. Let p > 1. Let µ be a Borel regular measure supported on [0, 1]. Then, for
any f ∈ M

p
Λ such that f(0) = 0, we have

∫

[0,1]
|f(t)|p dµ(t) .p

∫

[0,1]

∫

[0,1]
|f ′(ρt)||f(ρt)|p−1dµ(t) dρ.

Proof. Let us start with the case p = 1. Using f(0) = 0, the triangle inequality and
changes of variables, we obtain

∫

[0,1]
|f(t)| dµ(t) 6

∫ 1

0

∫ t

0
|f ′(ρ)| dρ dµ(t)

.
∫ 1

0

∫ 1

0
t|f ′(ρt)| dρ dµ(t) .

∫

[0,1]2
|f ′(ρt)| dρ dµ(t).

When p > 1 we start by observing that |(|f |p)′(t)| . |f ′(t)||f(t)|p−1 which allows us to
apply the p = 1 case to |f |p an obtain

∫

[0,1]
|f |p dµ(t) .

∫

[0,1]
|f ′(ρt)||f(ρt)|p−1 dµ(t) dρ. �

A useful result, which we will refer to as the kernel estimate is the following.

Lemma 4.2 ([GL18], Lemma 2.10). Let α > 0 and assume that Γ is quasi-geometric.
Then there exists C1, C2 > 0 such that for all t ∈ [0, 1) there holds

C1(1 − t)−α 6
∑

k>1

λα
k tλk 6 C2(1 − t)−α.

For our purpose we need a pointwise estimate, based on the Berstein inequality for Müntz
sequences, which we state as follows.

Lemma 4.3. Let Λ be a quasi-lacunary sequence. For any f ∈ Mλ and any ρ, t, θ ∈ (0, 1)
there holds

|f ′(ρt)| .
1

1 − ρt

∑

k>0

‖fk‖L∞ρ
λk
N

(1−θ),

where the implicit constant does not depend on ρ and t, but does depend on Λ (more
precisely on N, q) and θ.

Proof. Let us start with an application of Theorem 2.1 and Lemma 2.6 to the f ′
k (therefore

one has to replace λnk
with λnk

− 1 in Theorem 2.1):

|f ′(u)| .
∑

k>0

‖f ′
k‖L∞u

λk
N .

∑

k>0

‖fk‖L∞λku
λk
N .

We then use a crude bound:

|f ′(ρt)| .
∑

k>0

‖fk‖L∞λk(ρt)
λk
N 6 sup

k>0
λk(ρt)

θλk
N

∑

k>0

‖fk‖L∞(ρt)
(1−θ)λk

N

6
∑

k>0

λk(ρt)
θλk
N

∑

k>0

‖fk‖L∞ρ
(1−θ)λk

N .
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Using the kernel estimate yields

|f ′(ρt)| .
1

1 − (ρt)
θ
N

∑

k>0

‖fk‖L∞ρ
λk+1

N
(1−θ),

so that the conclusion follows from the fact that 1 − u
θ
N ∼ 1 − u as u → 1. �

Proof of Theorem B. (i) ⇒ (ii) Since fk(0) = 0 for k > 2, up to removing the first term,
we can assume fk(0) = 0, for all k > 0 and f(0) = 0 Let ρ, t ∈ (0, 1) and also θ ∈ (0, 1).
In the following we apply Lemma 4.1, and we use Lemma 4.3 to bound |f ′(ρt)| as well as
the bound

|f(ρt)| .
∑

k>0

‖fk‖L∞ρ
λk+1

N ,

obtained by an application of Theorem 2.1. Therefore we can write:

‖f‖p
Lp(dµ) .

∫

[0,1]2
|f ′(ρt)||f(ρt)|p−1 dµ(t) dρ

.
∫

[0,1]2





∑

k>0

‖fk‖L∞ρ
λk+1

N





p−1
∑

k>0

‖fk‖L∞ρ(1−θ)
λk
N

dµ(t)

1 − ρt
dρ

.
∫

[0,1]





∑

k>0

‖fk‖∞ρ(1−θ)
λk
N





p (
∫

[0,1]

dµ(t)

(1 − ρt)

)

dρ.

Using the Hölder inequality we therefore obtain

‖f‖p
Lp(dµ) .

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖∞ρ(1−θ)
λk
N

∥

∥

∥

∥

∥

∥

p

L
p
β

∥

∥

∥

∥

∥

∫

[0,1]

dµ(t)

(1 − ρt)

∥

∥

∥

∥

∥

L
1

1−β (dρ)

.

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖∞ρ(1−θ)
λk
N

∥

∥

∥

∥

∥

∥

p

L
p
β

,

where we have used (i) in the last line. Now, observe that an application of Proposition 2.4
followed by Theorem 2.3 implies

‖f‖p
Lp(dµ) .

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
L

p
β

λ
β
p
nkρ(1−θ)

λk
N

∥

∥

∥

∥

∥

∥

p

L
p
β

.





∑

k>0

‖fk‖
β
p

L
p
β

λnk
λ−1

nk





β

. ‖f‖p

L
p
β
,

where the last lines stems for another application of Theorem C.

(ii) ⇒ (iii) since the closure EΛ of EΛ := Span{tλk}k>0 for the L
p

β norm is a closed

subspace of M
p
β

Λ , it follows from (ii) that EΛ embedds continuously in Lp(dµ). Note that
since Theorem C implies

∥

∥

∥

∥

∥

∥

∑

k>0

akλ
β
p

k tλk

∥

∥

∥

∥

∥

∥

p
β

L
p
β (dt)

≈
∑

k>0

|ak|
p

β ,
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we infer that we can identify EΛ with ℓ
p

β . Using ℓ1 →֒ ℓp we can write:

∫

[0,1]

∑

k>0

|ak|pλ
β
ktpλk dµ(t) 6

∫

[0,1]

∣

∣

∣

∣

∣

∣

∑

k>0

akλ
β
p

k tλk

∣

∣

∣

∣

∣

∣

p

dµ(t) .





∑

k>0

|ak|
p

β λ
β
p

× p
β

−1

k





β

.





∑

k>0

|ak|
p
β





β

where we have used (ii) and Proposition 2.4. Note that this holds for all (ak)k>0 ∈ ℓ
p
β i.e.

all (|ak|p)k>0 ∈ ℓ
1
β , therefore by the duality characterization of ℓ

1
1−β (whose dual exponent

if 1
β
) it follows that (λβ

k

∫

[0,1] tpλk dµ(t))k>0 ∈ ℓ
1

1−β , namely

∑

k>0

λ
β

1−β

k

( ∫

[0,1]
tpλk dµ(t)

)
1

1−β

< +∞,

which is (iii).

(iii) ⇒ (i) Let ρ ∈ (0, 1) and p > 1 such that (iii) holds. Observe that in the following
application of Lemma 4.2, the implicit constant does not depend on ρ,

∫

[0,1]

dµ(t)

(1 − ρt)
≈p

∫

[0,1]

(

∑

k>0

λk(tρ)pλk

)

dµ(t) =
∑

k

λkρpλk

∫

[0,1]
tpλkdµ(t),

where we have used Fubini’s theorem in the last step. Hence, using Proposition 2.4 in the
variable ρ yields

∫

[0,1]

( ∫

[0,1]

dµ(t)

(1 − ρt)

) 1
1−β

dρ ≈
∑

k

λ
1

1−β
−1

k

( ∫

[0,1]
tpλk dµ(t)

) 1
1−β

=
∑

k

λ
β

1−β

k

( ∫

[0,1]
tpλk dµ(t)

) 1
1−β

< +∞,

where we have used the assumption. �

Remark 4.4. Note that if (iii) is true for one particular p > 1 then the summability
condition (iii) is also satisfied for any p > 1. This is because of the subgeometricity of the
sequence (λnk

) and as we can observe: condition (ii) is not sensitive on the integrability
parameter p > 1.

5. The decoupling estimates: proof of Theorem C

5.1. The non-singular case. To prove Theorem C we will use the so-called method of
Tρ dilations in order to obtain the lower bound. We write Tρ : f(·) 7→ f(ρ·) and denote
by ‖Tρ‖ the norm of this operator on the Banach space E on which it acts.

Proposition 5.1 ([GL05], Proposition 6.3.3). Let E be a Banach space and assume that
supρ∈[ρ0,1] ‖Tρ‖ < +∞ for some ρ0 ∈ (0, 1), and ‖tλn‖E > 1. Then, there holds:

‖fk‖E 6 c‖f‖E,
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where the constant c depends only on Λ and the ‖Tρ‖. Actually, if η(y) = 4y(1 − y) one
has

c 6 2(1+2M)N2+N sup
n>0

‖T
2

− 1
λn

‖MN2

(1 + ‖T
2

− 1
λn

‖)MN2

where M > 0 satisfies N
∑

k>1

(

η(2
− 1

qk )Mη(2−qk)M

)

6 1
2
.

Our first task is to adapt the proof of the [GL05, Corollary 6.3.4]. More precisely, we
state the following.

Proposition 5.2. Let α > 0 and p > 1. Let (tk)k>0 be a positive increasing sequence,
such that tk → 1. Under the hypothesis of Proposition 5.1 there holds:

(

∑

k>0

∫ tk+1

tk

|fk(t)|p(1 − t)α dt

) 1
p

. ‖f‖Lp(dνα).

Proof. We use the following norm on the space Lp(dνα), defined by

‖f‖Lk
:=





∑

j>0

2−j sup
τ∈[2−(j+1),2−j ]

∫ τtk

τtk−1

|f(t)|p(1 − t)α dt





1
p

.

We start by estimating ‖Tρ‖Lk
for any ρ ∈ [2−(ℓ+1), 2−ℓ] for some ℓ > 0,

‖Tρf‖p
Lk

=
∑

j>0

2−j sup
τ∈[2−(j+1),2−j ]

∫ τtk

τtk−1

|f(ρt)|p(1 − t)α dt

=
1

ρ

∑

j>0

2−j sup
τ∈[2−(j+1),2−j ]

∫ ρτtk

ρτtk−1

|f(t)|p
(

1 −
t

ρ

)α

dt

6
1

ρα+1

+∞
∑

j=0

1

2j
sup

τ∈[2−(j+1),2−j ]

∫ ρτtk

ρτtk−1

|f(t)|p(1 − t)α dt,

where we have used ρ ∈ (0, 1) and α > 0 in the last line. Note that we can change variable
τ ′ = ρτ so that,

‖Tρf‖p
Lk

6
2ℓ+1

ρα+1

∑

j>0

2−j sup
τ ′∈[2−(j+1),2−j ]

∫ τ ′tk

τ ′tk−1

|f(t)|p(1 − t)α dt 6

(

2

ρ2+α

)

‖f‖Lk
.

Hence, we have obtained ‖Tρ‖Lk
6

(

2

ρ2+α

) 1
p

for any ρ ∈ [2−(ℓ+1), 2−ℓ]. We can therefore

apply Proposition 5.1 which provides us with C > 0 such that:

(
∫ tk

tk−1

|fk|p(1 − t)α dt

) 1
p

6 ‖fk‖Lk
6 c‖f‖Lk

·

Let us also introduce τj(k) ∈ [2−(j+1), 2−j] such that

sup
τ∈[2−(j+1),2−j ]

∫ τtk

τtk−1

|f(t)|p(1 − t)α dt =
∫ τj(k)tk

τj(k)tk−1

|f(t)|p(1 − t)α dt.
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Finally, we may bound

∑

k>0

∫ tk

tk−1

|fk(t)|p(1 − t)α dt 6 c
∞
∑

k=1

‖f‖Lk
= c

+∞
∑

j=1

1

2j

∞
∑

k=1

∫ τj(k)tk

τj(k)tk−1

|f(t)|p(1 − t)α dt

6 c
+∞
∑

j=1

1

2j

∫ 1

0
|f(t)|p(1 − t)α dt

. ‖f‖Lp(να). �

Proof of Theorem C: the lower bound. Let b ∈ [0, 1] and bound
∫ 1

b
|fk(t)|p(1 − t)α dt 6 ‖fk‖p

∞(1 − b)α+1 . (1 − b)α+1λ1+α
nk

‖fk‖p
Lp(dνα).

On the other hand for any a ∈ [0, 1], by Theorem 2.1 and Proposition 2.4 we have
∫ a

0
|fk(t)|p(1 − t)α dt 6 ‖fk‖p

L∞

∫ a

0
t

λnk
+1

N (1 − t)α . (Ca)λnk λ1+α
nk

‖fk‖p
Lp(dνα).

Therefore, we can choose two positive and increasing sequences (uk)k>0, (vk)k>0 such that
uk < vk, but also that 1 − uk and 1 − vk behave like an inverse power of λnk

and satisfy
∫ uk

0
|fk(t)|p(1 − t)α dt 6

1

3
‖fk‖p

Lp(να) and
∫ 1

vk

|fk(t)|p(1 − t)α dt 6
1

3
‖fk‖p

Lp(να).

We infer that
∫ vk

uk

|fk(t)|p(1 − t)α dt >
1

3
‖fk‖p

Lp(dνα). (5.1)

Since Λ is quasi-lacunary, we let L > 0 such that for any k > 0 we have vk−L 6 uk+L, and
bound

∫ vk

uk

|fk(t)|p(1 − t)α dt 6
∫ uk+L

uk

|fk(t)|p(1 − t)α dt +
∫ vk

vk−L

|fk(t)|p(1 − t)α dt.

Therefore, because there may only be finitely many overlaps, Proposition 5.2 and (5.1)
yield

∑

k>0

‖fk‖p
Lp(dνα) .

∑

k>0

∫ vk

uk

|fk(t)|p(1 − t)αdt .

∥

∥

∥

∥

∥

∑

k

fk

∥

∥

∥

∥

∥

p

Lp(να)

�

Proof of Theorem C: the upper bound. This part heavily relies on Theorem D. Remark
that by applying Theorem D with p1 = p2 = · · · = pn = n and f1 = · · · = fn = f when n

is an integer, we obtain the bound
∫

[0,1]
|f |ndµ .

∑

k>0

‖fk‖n
Ln(dνα)

which is the claimed result. The proof in the general case will follow from a suitable use
of Hölder’s inequality, mimicking the proof of duality of Lp spaces. Let 2 6 q < r be two
integers such that p ∈ (q, r), that is we can write p = θr + (1 − θ)q for some 0 < θ < 1.
We write f =

∑

k>0 fk, where fk ∈ Fk. Now, we start with an application of Theorem 2.1,
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and proceed as in the proof of Theorem A, so that continuing from (3.2) applied with
a = b = p and γ = δ = α we obtain

‖f‖p
Lp(dµ) .

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p
r

Lp(dνα)λ
1+α

r

k t
p

r

λk+1

N

∥

∥

∥

∥

∥

∥

rθ

Lr(dµ)

∥

∥

∥

∥

∥

∥

∑

k>0

‖fk‖
p

q

Lp(dνα)λ
(1+α)

q

k t
p
q

λk+1

N

∥

∥

∥

∥

∥

∥

q(1−θ)

Lq(dµ)

.





∑

k>0

‖fk‖p
Lp(dνα)λ

1+α
k λ

−(α+1)
k





θ 



∑

k>0

‖fk‖p
Lp(dνα)λ

1+α
k λ

−(α+1)
k





(1−θ)

.
∑

k>0

‖fk‖p
Lp(dνα),

where we have used the result in Lr(dµ) and Lq(dµ). �

5.2. The singular case. Our goal is to find a way of treating the case −1 < α < 0 by
applying the non-singular case. It turns out that an effective way of doing so is to replace
να with να+1 (at least), as α + 1 > 0. More precisely, we have the following.

Lemma 5.3. Let p > 1. Then, for any f ∈ MΛ such that f(0) = 0, we have
∫

[0,1]
|f |p dνα .

∫

[0,1]
|f ′|p dνα+p.

Proof. In the case p = 1, we use the mean-value theorem, the triangle inequality and
Fubini’s theorem to write:
∫

[0,1]
|f | dνα =

∫ 1

0

∣

∣

∣

∣

∫ t

0
f ′(u) du

∣

∣

∣

∣

dνα(t) 6
∫ 1

0

∫ 1

u
dνα(t)|f ′(u)| du .α

∫

[0,1]
|f ′| dνα+1,

where in the last step we computed the integral.

The general case p > 1 follows from a suitable use of Hölder’s inequality: observe that for
almost every t ∈ (0, 1) there holds (|f |p)′ (t) 6 p|f ′(t)||f(t)|p−1. Therefore from the p = 1
case followed with Hölder’s inequality we obtain:
∫

[0,1]
|f |p dνα .

∫

[0,1]
|f ′||f |p−1 dνα+1 =

∫

[0,1]
|f ′|(1 − t)1+ α

p |f |p−1(1 − t)
α(p−1)

p dt

.

(

∫

[0,1]
|f ′|p dνα+p

) 1
p
(

∫

[0,1]
|f |p dνα

)1− 1
p

,

which gives the result. �

Proof of Theorem C in the case α ∈ (−1, 0). We claim that the proof boils down to prov-
ing

∫

[0,1]
|f |p dνα ≈

∫

[0,1]
|f ′|p dνα+p. (5.2)

Indeed, remark that since α + p > α + 1 > 0, we can apply the case α > 0 to f ′ to write
∫

[0,1]
|f ′|p dνα+p ≈

∑

k>0

‖f ′
k‖Lp(dνα+p),
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and the conclusion follows from ‖f ′
k‖Lp(dνα+p) ≈ ‖fk‖Lp(dνα), uniformly in k, which can be

obtained by applying Lemma 5.3, Theorem 2.1 and Proposition 2.4:

‖fk‖p
Lp(dνα) . ‖f ′

k‖p
Lp(dνα+p) .

∫ 1

0
‖f ′

k‖L∞t
λnk

+1

N (1 + t)α+p dt

. λ−(α+p+1)
nk

λnk
‖fk‖p

L∞ . ‖fk‖p
Lp(dνα)

Next, remark that the upper bound of (5.2) is the content of Lemma 5.3, so that it
remains to obtain the lower bound. We present an argument based on the use of the
dilation operators Tρ. Let us write dµk := tλkdt, and observe that for any f ∈ MΛ and
any p > 1, ρ ∈ (0, 1) there holds

∫

[0,1]
|f(ρt)|pdµk 6 ρ−(1+λk)

∫

[0,1]
|f |pdµk,

that is, the dilation operator Tρ is such that

‖Tρ‖Lp(dµk) 6 ρ−
λk+1

p . (5.3)

This estimate is key in proving the following useful estimate.

Lemma 5.4. For any k > 0 there holds

‖fk‖Lp(dµk) . ‖f‖Lp(dµk), (5.4)

where the implicit constant depends only on p, q, N and the constant M defined in Proposition 5.1.

Remark 5.5. Note that a direct application of Proposition 5.1 does not yield the uniform
estimate (5.4).

Proof. The two aforementioned estimates must be combined to produce an uniform bound,
which is one the key argument of the following proof. It is actually a careful examination
of that of [GL05, Proposition 6.3.2] and that of Proposition 5.1. To start with, at the end
of the proof of [GL05, Proposition 6.3.2], just before taking the supremum in the last line,
one obtains the estimate

‖αntλn‖E 6 4M‖T
2

− 1
λn

‖M(1 + ‖T
2

− 1
λn

‖2M)‖f‖E,

where f =
∑

n>0 αntλn and Λ = (λn)n>0 is a lacunary sequence. In our case, incorporating
the bound (5.3) it follows that for f =

∑

k>0 αnk
tλnk we have

‖αnk
tnk‖Ek

. ‖f‖Ek
, (5.5)

with an implicit constant independent of k. In order to obtain (5.4) one can proceed
as in Step a of the proof of [GL05, Proposition 6.3.3] and prove on induction that the
bound (5.5) holds for the αit

λi where i ∈ {λnk
+ 1, . . . , λnk+1

}. (with the notation of
[GL05, Proposition 6.3.3], we have b = 1 in the estimate). The proof now follows from a
repetition of Step b of the proof of [GL05, Proposition 6.3.3]. �

With this lemma, we can proceed to the proof of the lower bound. Let α ∈ (−1, 0)
and p > 1. Then for any f ∈ Mλ, we can start by applying the kernel estimate from
Lemma 4.2 and the bound (5.4) combined with equivalence of norms in finite dimension
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for the low values of k (since k can always be assumed satisfying k > k0 given by the
Lemma 2.6), so that:
∫

[0,1]
|f(t)|p(1 − t)α dt &

∑

k>0

λ−α
k

∫

[0,1]
|f(t)|ptλk dt &

∑

k>0

λ−α
k

∫

[0,1]
|fk(t)|ptλk dt

&
∑

k>0

λ−α
k

∫

[1− A
λk

,1]
|fk(t)|ptλkdt,

where we take A ≫ 1 as in Corollary 2.2, so that ‖fk‖L∞ is attained at some point
tk ∈ [1 − A

λk
, 1]. Let δ > 0 to be chosen later and apply the mean value theorem as well

as Proposition 2.4 for t ∈ [tk − δ
λk

, tk + δ
λk

]:

|fk(t)| > |fk(tk)| − |t − tk|‖f ′
k‖L∞ > ‖fk‖L∞ − Cδ‖fk‖L∞ & ‖fk‖L∞,

which holds as soon as we take δ such that δC < 1, which can be done uniformly in k in
view of Proposition 2.4. Importantly, observe that for some small c > 0, independent of
k, we have

[tk − cλ−1
k , tk] ⊂ [1 −

A

λk

, 1] ∩ [tk −
δ

λk

, tk +
δ

λk

],

so that
∫

[0,1]
tλk dt > cλ−1

k (tk − cλk)λk & λ−1
k ,

and therefore

‖f‖p
Lp(dνα) &

∑

k

λ−α
k

∫

[1− A
λk

,1]∩[tk− δ
λk

,tk+ δ
λk

]
|fk(t)|ptλk dt &

∑

k>0

λ−α
k λ−1

k ‖fk‖p
L∞

&
∑

k>0

‖fk‖p
Lp(dνα), (5.6)

where we have used Proposition 2.5 in the last inequality. In order to conclude, we use
Lemma 5.3 on the f ′

k and the case α + p > 0 of the theorem, which has already been
obtained. Therefore

‖f‖p
Lp(dνα) &

∑

k>0

‖f ′
k‖p

Lp(dνα+p) & ‖f ′‖p
Lp(dνα+p),

which ends the proof of (5.2) and that Theorem C. �

Remark 5.6. The estimate (5.6) is actually enough to imply the lowed bound of Theorem C,
therefore the last lines of this proof are not necessary. However we decided to show the
upper and lower bound in (5.2) which show the difficulty of a Bloch-type characterisation
for Müntz-spaces, see [Lef18].

6. The multilinear estimate: proof of Theorem D

In this section we first provide the proof of Theorem D in the bilinear case, as some
estimates will serve as the base case of an induction which will allow us to obtain the
proof in the general case. Also, the bilinear case already contains the essential ideas. In
the following, we write λk instead of λnk

for simplicity.

Let α > −1, and write β = 1 + α > 0.
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6.1. The bilinear case. Let f, g ∈ MΛ, which we write f =
∑

k>0 fk and g =
∑

k>0 gk,
where fk, gk ∈ Fk. We start with an application of Theorem 2.1 followed by Lemma 2.7
and Proposition 2.5:
∫

[0,1]
|fg| dµ .

∑

i,j>0

‖fi‖L∞‖gj‖L∞

∫

[0,1]
x

λi+λj+2

N dµ(x)

.
∑

i,j>0

‖fi‖Lp(dνα)‖gj‖Lp′(dνα)λ
1+α

p

i λ
1+α

p′

j

∫

[0,1]
x

λi+λj+2

N (1 − x)β−1 dx

.
∑

i,j>0

‖fi‖Lp(dνα)‖gj‖Lp′(dνα)

λ
1+α

p

i λ
1+α

p′

j

λ
β
i + λ

β
j

=:
∑

i,j>0

‖fi‖Lp(dνα)‖gj‖Lp′ (dνα)Φ





(

λi

λj

)
β

p



 ,

where in the last step we have used the estimate of the Beta function, the fact that
1
p

+ 1
p′ = 1, 1 + α = β and where Φ(x) = x

1+xp . One can recast the previous inequalities as
∫

[0,1]
|fg| dµ . 〈T (F ), G〉ℓ2(N)

with F = (‖fi‖Lp(dνα))i>0, G = (‖gj‖Lp′(dνα))j>0, and T = (Ti)i>0 defined by

Ti(x) =
∑

j>0

Φijxi where Φij = Φ





(

λi

λj

)
β
p



 .

We claim that T is continuous ℓr → ℓr for any r ∈ [1, ∞]. Let us postpone the proof of
this fact. Once this is obtained, then Hölder’s inequality and the continuity of T yield

∫

[0,1]
|fg| dµ . 〈T (F ), G〉ℓ2(N) . ‖T (F )‖ℓp‖G‖ℓp′ . ‖F‖ℓp‖G‖ℓp′ ,

and the conclusion follows from the fact that

‖F‖p
ℓp =

∑

i>0

‖fi‖
p
Lp(dνα).

To prove the continuity of T , let us remark that by the Riesz-Thorin complex interpolation
theorem, it is enough to show the continuity ℓ1 → ℓ1 and ℓ∞ → ℓ∞, which in view of
Schur’s test, is a consequence of the following bounds:

sup
j>0

∑

i>0

Φij + sup
i>0

∑

j>0

Φij < ∞. (6.1)

These two estimates are similar, therefore let us only estimate
∑

j Φij uniformly on i. Let
us write

∑

j>0

Φij =
∑

j≫i

Φij +
∑

j≈i

Φij +
∑

j≪i

Φij =: A + B + C.

First, as Φ is a bounded function, so is B uniformly in i. To estimate A, observe that
the quasi-lacunary property of Λ means that (λk)k>0, with λk+1 > qλk for all k > 0.
Combined with the fact that Φ(x) 6 x for any x > 0 we obtain

A 6
∑

j≫i

(

λi

λj

)
β

p

.
∑

j>0

q
β(i−j)

p . 1,
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independently on i. For C it is similar: this time we use Φ(x) 6 1
xp−1 and λk+1 6 q2Nλk,

obtained from the lacunary property of Λ, so that

∑

j≪i

Φij 6
∑

j≪i

(

λj

λi

)
p

(p−1)β

.
∑

j≪i

q
2Np(i−j)

(p−1)β . 1,

independently on i.

6.2. The general case. We write fi =
∑

k>0 fi,k where fi,k ∈ Fk. Using the same
estimates as in the proof of the bilinear case, we arrive at

∣

∣

∣

∣

∣

∣

∫

[0,1]

n
∏

j=1

fj

∣

∣

∣

∣

∣

∣

.
∑

i1,...,in>0

n
∏

j=1

‖fi,ij
‖

L
pij (dνα)

λ
β

p1
i1

· · · λ
β

pn

in

λ
β
i1

+ · · · λ
β
in

.
∑

i1,...,in>0

n
∏

j=1

‖fi,ij
‖

L
pij (dνα)

Φn−1





(

λi1

λin

)
β

p1

, . . . ,

(

λin−1

λin

)
β

pn



 ,

where Φn−1(z1, . . . , zn−1) = z1···zn−1

1+z
p1
1 +···+z

pn−1
n−1

. For simplicity, let us just write this numer as

Φi1,...,in

n−1 . Note that Φ1 = Φ defined in the bilinear case. Again, we can write
∣

∣

∣

∣

∣

∣

∫

[0,1]

n
∏

j=1

fj

∣

∣

∣

∣

∣

∣

. 〈Tn−1(F1, . . . , Fn−1), Fn〉ℓ2(N), (6.2)

where Fj = (‖fi,ij
‖

L
pij )i>0, and Tn−1 is the (n − 1)-linear operator defined by

(T (X1, . . . , Xn−1))in =
∑

i1,...,in−1>0

Φi1,...,in

n−1 Xk,ik
.

Note also that T1 = T defined in the bilinear case. One can readily see from (6.2) that
Theorem D follows from the continuity of Tn−1 as an operator

∏n−1
j=1 ℓpj → ℓp′

n, and that
from Schur’s test, this is in turn a consequence of the bounds

sup
in>0

∑

i1,...,in−1>0

Φi1,...,in

n−1 < ∞, (6.3)

and
sup

i1,...,in−1>0

∑

in>0

Φi1,...,in

n−1 < ∞. (6.4)

We start by explaining how one can obtain (6.3). We proceed by induction on n > 1. The
bilinear cases serves as the basis step. Assume that the result has been obtained for any
k < n − 1, let us prove it for n − 1. We use the same strategy as in the bilinear case by
writing

∑

i1,...,in−1>0

Φi1,...,in

n−1 =
∑

i1,...,in−1>0
in≫in−1

Φi1,...,in

n−1 +
∑

i1,...,in−1>0
in−1≈in

Φi1,...,in

n−1 +
∑

i1,...,in−1>0
in≪in−1

Φi1,...,in

n−1

= A1(in) + A2(in) + A3(in).

The term A2(in) is easily estimated, as one observes that on a neighbrhood of xn−1 = 1,
there holds uniformly on (x1, . . . , xn−2) that:

Φn−1(x1, . . . , xn−1) ≈ Φn−2(x1, . . . , xn−2), (6.5)
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from which
A2(in) .

∑

i1,...,in−2>0

Φ
i1,...,in−2,in−1

n−2 . 1,

uniformly in in thanks to the induction hypothesis.

In order to handle A1(in) we rely on the fact that for any z1, . . . , zn−1 > 0 there holds

Φn−1(z1, . . . , zn−1) 6 zn−1Φn−2(z1, . . . , zn−2), (6.6)

so that

A1(in) .
∑

i1,...,in−2>0

∑

in−1≪in

(

λin−1

λin

)
β

p

Φ
i1,...,in−2,in

n−2 .
∑

in−1≪in

(

λin−1

λin

)
β

p

. 1

where we have used the induction hypothesis and explicit bounds detailed in the bilinear
case.

In order to handle A3(in) we observe that by interpolating the two straightforward bounds

Φn−1(x1, . . . , xn−1) 6 x1...xn−1

1+x
p1
1 +···+x

pn−2
n−2

and Φn−1(x1, . . . , xn−1) 6 x1 . . . xn−2x
1−pn−1

n−1 , we have

for any θ ∈ (0, 1) to be chosen later:

Φn−1(x1, . . . , xn−1) 6
x1 . . . xn−2

(1 + x
p1
1 + · · · + x

pn−2

n−2 )1−θ
x

1−pn−1θ
n−1 . Φ̃n−1(x1, . . . , xn−2)x−δ

n−1, (6.7)

where δ = pn−1θ − 1. We claim that we can choose θ such that δ > 0 and also that
pi(1−θ) > 1 for all i ∈ {1, . . . , n−2}. This can be done by choosing θ > max{ 1

pi
, 1− 1

pi
, i =

1, . . . , n − 1}. With this choice (which is independent of in) we obtain

A3(in) .
∑

i1,...,in−2>0

∑

in−1≫in

(

λin−1

λin

)−δ

Φ̃
i1,...,in−2,in

n−2 .
∑

in−1≫in−1

(

λin−1

λin

)−δ

. 1,

where in the last line we have used that one can actually also run the induction for the
function Φ̃n−2 at the previous step, as the important conditions are met: the function
satisfies (6.6), (6.5) and will also satisfy (6.7) because pi(1 − θ) > 1.

Let us finish the proof by explaining how to derive (6.4). This time we write
∑

in>0

Φi1,...,in

n−1 =
∑

in≫in−1

Φi1,...,in

n−1 +
∑

in≈in−1

Φi1,...,in

n−1 +
∑

in≪in−1

Φi1,...,in

n−1

= B1(i1, . . . , in−1) + B2(i1, . . . , in−1) + B3(i1, . . . , in−1).

Using (6.5) (resp. (6.6) and (6.7)) we can estimate

B2(i1, . . . , in−1) .
∑

in≈in−1

Φ
i1,...,in−2,in

n−2 . 1,

B1(i1, . . . , in−1) .
∑

in≫in−1

(

λin−1

λin

)
β

pn

Φ
i1,...,in−2,in

n−2 . 1,

and

B1(i1, . . . , in−1) .
∑

in≪in−1

(

λin−1

λin

)−δ

Φ̃
i1,...,in−2,in

n−2 . 1,

where we have used the induction in both cases (and variant of the induction for the last
one).
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