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Abstract. Online sexism is a pervasive problem with a significant im-
pact on the targeted individuals and social inequalities. Automated tools
are now widely used to identify sexist content at scale, but most of these
tools do not provide any further explanations beyond generic categories
such as ‘toxicity’, ‘abuse’ or ‘sexism’. This paper explores the impact of
hallucination reduction in LLMs on enhancing sexism detection across
three different levels: binary sexism, 4-categories of sexism, and fine-
grained vectors, with a focus on explainability in sexism detection. We
have successfully applied Neural Path Hunter (NPH) to GPT-2, with
the purpose of “teaching” the model to hallucinate less. We have used
hallucination-reduced GPT-2, achieving accuracy rates of 83.2% for bi-
nary detection, 52.2% for 4-categories classification and 38.0% for the
11-vectors fine-grained classification, respectively. The results indicate
that: i) While the model performances may slightly lag behind the base-
line models, hallucination-reducing methods have the potential to signif-
icantly influence LLM performance across various applications, beyond
just dialogue-response systems. Additionally, this method could poten-
tially mitigate model bias and improve generalization capabilities, based
upon the dataset quality and the selected hallucination reduction tech-
nique.
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1 Introduction

In response to the imperative need for enhancing harmony within online social
platforms, the detection and classification of hate speech on social media have
garnered significant attention. One distinctive sector of hate speech, sexism, has
particularly emerged as a focal point of concern. Addressing this challenge, the
task of detecting and classifying sexism has emerged as a prominent area of
research due to its significant impact on victims. Sexist content can be subtle,
implicit, and nuanced, and therefore is it difficult to distinguish it from non-
sexist content. As a result, it is more challenging to detect sexist content when
it comes to online platforms.
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Automated tools are currently extensively utilized for large-scale identifica-
tion of sexist content, mainly in online social media, providing support for tasks
such as content moderation, monitoring, and research. However, many detection
tools do not detect sexist content at a granular level and focus only on the main
categories, such as toxicity, abuse, or sexism. Furthermore, there is a need for
existing tools and research to place a greater emphasis on the explainability of
sexism detection. To address this issue, the SemEval-2023 Task 10 [1] on the
Explainable Detection of Online Sexism (EDOS) was organized hierarchically,
which had been divided into three subtasks as a taxonomy; i) Binary sexism, ii)
Category of sexism and iii) Fine-grained vectors.

We observed that almost all participants in this task used Transformer-based
models, except one group which had applied GPT-3 for in-context learning. Even
though BERT and GPT are both transformer-based, the majority of participants
used BERT-based models. These models exhibited higher detection capabilities
thanks to their bidirectional contextual understanding and task-specific embed-
ding after pre-training with labelled data. On the other hand, GPT-based models
are not as well-suited for understanding the meaning of the text, rather they gen-
erate the text. Moreover, GPT-based models are larger compared to BERT-based
models, resulting in extended training times.

Hence, in this study, we try to explore whether we can use LLMs, particularly
GPT-based models, for sexism detection. However, hallucination is a common
problem in large language models, including GPT models. It occurs when the
model generates text that is not factually accurate or realistic, as shown in
figure 1 where we wanted a short explanation of the Large Language Model
(LLM) while the answer generated is Master of Laws. This can be a problem
when using LLMs for detection tasks.

Fig. 1: Example of a hallucinated response

Hallucination of LLMs has been observed in multiple scenarios such as text,
image, video, and audio as summarized in this survey [2]. The detection and
reduction of models’ hallucinations are becoming increasingly significant in im-
proving model performance. ChatLaw [3], a combination of vector database re-
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trieval with keyword retrieval, overcomes the hallucination problem and reduces
the inaccuracy; Statement Accuracy Prediction, based on Language Model Ac-
tivations (SAPLMA) [4], a trained classifier achieves an average of 71% to 83%
accuracy on the binary true-false detection of generated contents. Since our task
is online sexism detection, we want to figure out whether hallucination reduction
can help in reducing false positives leading to improved detection performances
and model explainability. Inspired by this work, adapting these LLMs to the
social and cultural context of sexism is challenging without domain adaptation.
Hence, in this research, we try to address this challenge by implementing GPT-2
with hallucination-reducing methods for the online sexism detection and classi-
fication tasks, to see the feasibility and effectiveness.

To address the EDOS challenge, we specifically used Generative Pre-Trained
Transformer (GPT) [5]-based language models, as it is shown that GPT mod-
els have not exhibited better performances for this task [1]. Even though the
BERT-based models outperformed GPT models in this EDOS challenge, the
exploration of GPT models for this task and enhancement for other detection
tasks remains valuable. This is primarily because GPT has a generative na-
ture, allowing it to capture implicit and context-dependent expressions related
to sexism. In addition, these LLMs significantly improved in large-scale context
understanding, associated with continuous research and advancements in GPT
architectures. In our experiments, we used Transformer-based models Roberta,
Roberta-large [6] and Electra [7] as baseline models to compare the GPT-based
model.

Our work comprehensively addresses all subtasks, aiming to achieve a more
scalable perspective. The experimental results show that the GPT-2 model does
not outperform other baseline models, however, exhibited equal false positive
rates and not-sexist classification rates as Roberta, which is the best-performed
model in our experiments. This is interesting as generative model performances
for NLP detection tasks exhibit reasonable performances, and we can improve
the classification by pre-training with more sexist content to reduce the false
negative rate. Additionally, we plan to enhance these models by applying more
hallucination-reducing methods and using them in broader natural language
processing scenarios in the future.

The rest of the paper is organized as follows: Section 2 describes several
novel hallucination-reducing frameworks, to provide an overview of methodolo-
gies facilitating the better performance of LLMs, especially in dialogue systems,
chatbots and smart assistants for instance. Section 6 presents more precisely
the ‘learning patterns’ of LLM proposed in our work. After that we have looked
into the SemEval task from a deeper perspective, starting with several BERT-
based [8] language models which are generally recognized as the “First choice”
when doing text classification and analysis tasks, also the most used to address
the problem proposed by competition task, this section also contains the most
challenging part of our work, the implementation of the hallucination-less LLMs
and apply it to the sexism detection task. Then the last part (Sec. 4) comes the
interpretation of the results we have obtained, and last but not least, a discus-

https://codalab.lisn.upsaclay.fr/competitions/7124
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sion of the limitations of this work and suggestions for further investigations.
Our source codes are available in GitHub (i) BERT-bases LLMs and GPT-2, (ii)
Hallucination-less GPT-2

2 Related work

In this section, we have studied the state-of-the-art existing sexism detection
and hallucination-reducing methodologies.

2.1 Sexism detection

As a challenging natural language processing task, sexism detection has attracted
a lot of attention with the development of social networks for the past few years.
Existing research focuses on different aspects when detecting sexism, including:
– Ambiguity and Context Dependency: sexism elements often rely on implicit
cues, humour, sarcasm etc, where both BERT [9] and GPT [5] are capable of
making predictions with bidirectional and unidirectional understanding of con-
texts.
– Cultural and Linguistic Variation: low-resources in other languages than Latin
languages, Chinese for example, a zero-shot cross-lingual method [10] has been
proposed.
– Data Imbalance and Annotation Challenges: data are often imbalanced and it
is sometimes very subjective when annotating data collected from social media
platforms, focal loss and other data augmentation strategies have been applied
in this research [11] to improve online sexism detection.
– Lack of Interpretability: Complex deep learning models, especially transformer-
based ones, result in difficulties for people to comprehend what is happening
inside the black box. [1]

2.2 Hallucination

The issue of Hallucination of Large Language Models (LLMs), normally refers
to the generation of plausible yet incorrect factual information [12]; Including
but not limited to providing false citations [13] and invent scientific study that
does not exist [14], as the example shown in the figure 1, where the generated
content was not desired.

Hallucinations can be categorised into two groups: intrinsic hallucinations
and extrinsic hallucinations. [15]. Intrinsic hallucination, which indicates the
generated contents are not in line with the ground truth while extrinsic hal-
lucination indicates what LLMs are generating seems coherent but cannot be
traced anywhere. Recently, many new models have been proposed for evaluating
LLMs’ hallucinations, HaluEval [16], a benchmark which can be employed to
distinguish which types of hallucinated contents tend to be generated, the ability
of LLMs to be aware of the hallucinations, also, it can be further paired with
human annotations for verification.

https://github.com/leyuanD/Hallucination-Reduction-for-SemEval-2023-task10
https://github.com/leyuanD/nph
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2.3 Hallucination Reduction Methods

This section briefly introduces several technical methods proposed aiming to
detect, evaluate and reduce Large Language Models’ hallucination issues, mod-
els are listed in this section organized in chronological order, covering various
technologies such as contrastive learning, contrastive parameter assembling and
bringing in synthetic tasks etc.

Fig. 2: Simplified NPH system

– Neural Path Hunter (NPH) [17] Highlighting the faithfulness of answers
when designing dialogue systems, NPH, a refinement strategy consists of two
models: A token-level hallucination critic and an entity mention retriever,
which is capable of reducing the hallucination of answers generated by all
LLMs, especially those applied in Knowledge Graph-grounded dialogue sys-
tems trained on Wikidata.

– Mixed Contrastive Learning (MixCL) [18] A framework based on the
principle of Contrastive Learning, which indicates that the distance of similar
samples should be drawn as close as possible, MixCL consists of two main
steps: negative sampling and mixed contrastive learning aim to reduce the
probability of generating negative tokens, to make LLMs less hallucinated.

– Reducing Hallucination in Opendomain dialogue systems RHO (ρ)
[19] A model utilizing the representations of linked entities and relation predi-
cates from a knowledge graph (KG), using two types of knowledge grounding:
both locally and globally, to generate more accurate responses.

– Contrastive Parameter Ensembling (CaPE) [20] A method availing of
training data more efficiently, reducing hallucination by variating the noise
in training examples. Training expert and anti-expert models additionally
on clean and noisy subsets of the entire dataset.

– Chain-of-VErification (CoVE) [12] A hallucination-reducing method has
been proposed to improve language model performances by verifying the ini-
tial response with generated topic-related verification question-answer pairs
before giving the final response.

https://www.wikidata.org/wiki/Wikidata:Main_Page
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– Synthetic Transfer (SynTra) [21] As a way of “teaching” LLMs to hallu-
cinate less, SynTra first designs synthetic tasks where hallucination can be
easily evaluated, and then it optimizes the system message, rather than the
model weights. And transfer the system message to the realistic task at the
final step.

2.4 Hallucination-less GPT-2

In this paper, we have selected the first hallucination-reducing method: Neural
Path Hunter (NPH) [17], the structure of the model is shown in figure 2,
because of the feasibility of adapting the trained model to the online sexism
detection and classification task after numerous attempts.

Fig. 3: Distribution of the labelled data.
The entire dataset contains two million unlabeled and 56,000 well-annotated data sam-
ples collected from two popular social media platforms: Gab and Reddit. Dataset con-
sists of 4 main categories: (1) threats (2) derogation, (3) Animosity or (4) Prejudice.
Each category is classified into more refined categories: (1.1) threats of harm, (1.2)
incitement and encouragement of harm, (2.1) descriptive attacks, (2.2) aggressive and
emotive attacks (2.3) dehumanizing attacks & overt sexual objectification (3.1) casual
use of gendered slurs, profanities, and insults, (3.2) immutable gender differences and
gender stereotypes, (3.3) backhanded gendered compliments, (3.4) condescending ex-
planations or unwelcome advice (4.1) supporting mistreatment of individual women,
(4.2) supporting systemic discrimination against women as a group.

https://gab.com/
https://www.reddit.com/?rdt=54503
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3 Methodology and Experiments

This section explains more details about the dataset considered in this study
and the methodology we adopted for sexist detection.

3.1 Dataset Description

To address sexism detection using LLMs, we used the taxonomy and dataset
introduced by SemEval-2023 Task 10 on the Explainable Detection of Online
Sexism (EDOS) [1]. The EDOS task collected datasets from two different social
media platforms: Gab and Reddit. It consists of attributes such as “label sexist”
and “label category”, in which “label vector” corresponds to the three subtasks,
respectively and this guides them to build their three-level taxonomy; i) Binary
sexism, ii) Category of sexism and iii) Fine-grained vectors. This hierarchical
taxonomy helps to make the sexism model more explainable; if the data sample
is considered as “sexist” in the first sub-task, it will be passed into the 4-category
check to see which category it belongs to (1) threats (2) derogation, (3) Animos-
ity or (4) Prejudice. The distribution of the finer-level categories is mentioned
in figure 3. We have used all labelled data samples for task A, 80,000 in total.
However, only 25% of the data was being used for the sub-tasks B and C since
the ’not sexist’ was being removed after the detection task.

3.2 Preprocessing

During the data preprocessing phase, we first split the dataset into sub-datasets
for each sub-task, then utilized a series of specialized functions to meticulously
clean and normalize the textual data. These functions included:

1. Text Cleaning: This function applies regular expressions to remove user-
names, URLs, non-alphanumeric characters (excluding basic punctuation),
and multiple spaces, ensuring a cleaner text. It also eliminates specific un-
wanted characters and symbols such as degrees, euros, accented letters, and
miscellaneous symbols (e.g., °, €, è, é), providing a more standardized tex-
tual dataset.

2. Noise Removal: By removing content enclosed within square brackets, this
step further purifies the text from any residual noisy data or metadata an-
notations that could skew the analysis.

3. Case Normalization: Converting all text to lowercase ensures uniformity
across the dataset, eliminating case sensitivity from impacting the data pro-
cessing and analysis stages.

https://gab.com/
https://www.reddit.com/?rdt=54503
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Fig. 4: Hallucination reducing methods examples.

CoVE: short for ‘Chain of VErifications’, a hallucination-reducing framework that
compares the responses of generated questions and the baseline responses before
providing the final answer. SynTra: stands for ‘Synthetic Transfer’, a novel model
that aims to reduce LLMs’ hallucination by generating synthetic tasks and shows
cooperation with synthetic data can help mitigate undesired behaviors. While CaPE
(Contrastive Parameter Assembling), training an ‘expert’ and ‘anti-expert’ model on
a clean dataset and a noisy one. Reducing Hallucination in Open-domain dialogue
systems (RHO), make the LLMs hallucinate less with the help of knowledge graphs.

3.3 Teach LLMs to hallucinate less

Algorithm 1: Reduced-Hallucination GPT-2 via NPH Integration

Input: dataset csv: Path to OpenDialKG CSV dataset.
dataset json: Path for JSON-converted dataset.
model path: Pre-trained GPT-2 model identifier.
kge path: Knowledge graph embeddings directory.
graph path: Knowledge graph data directory.
output dir: Directory for the fine-tuned model.
Output: Fine-tuned GPT-2 model with reduced hallucinations.

1 Convert Dataset from CSV to JSON format;
2 Initialize GPT-2 model;
3 Integrate NPH configurations using kge path and graph path for

contextual grounding;
4 Prepare training and evaluation data from dataset json;
5 Fine-tune GPT-2 model with NPH enhancements;
6 Rebuild the less-hallucinated GPT-2 model for Online Sexism detection

and classification task;

As shown in figure 4, different hallucination-reducing methods can be applied
to LLMs, to reduce hallucination to have better performances even if the models
were proposed and trained grounded on dialogue-response systems.
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In our study, we utilized the Neural Path Hunter (NPH) methodology to
mitigate hallucinatory outputs in dialogue systems, refining the GPT-2 model’s
performance on the OpenDialog dataset for enhanced effectiveness in online sex-
ism detection and classification.

We conducted a comparative analysis of the GPT-2 model’s performance on
this task before and after implementing NPH to explore the potential utility
of hallucination reduction techniques beyond dialogue systems. By examining
the model’s consistency across different conditions, we aimed to illuminate the
broader implications of employing such technologies. We selected NPH for its
robust framework aligning with our objectives in sexism detection and classifica-
tion. Figure 2 provides an overview of the NPH model’s architecture. Following
Algorithm 1, we adapted the GPT-2 framework using post-NPH training config-
uration files, crucial for fine-tuning the model to generate outputs with reduced
hallucinatory content.

3.4 Experimental Results

Our experiments were conducted on ”imtserver02”, which was located in our lab-
oratory, a server equipped with an Intel(R) Xeon(R) W-2245 CPU at 3.90GHz,
operating on Ubuntu 22.04.4 LTS with a Linux 6.5.0-26-generic kernel. The
system features 16 CPU cores, 16.5 MiB of L3 cache, and advanced VT-x virtu-
alization, ensuring high performance and efficient parallel processing.

LMs Task A Task B Task C

Roberta 0.892 0.651 0.522
Roberta large 0.837 0.483 0.524
Electra 0.882 0.647 0.501
GPT-2 0.850 0.562 0.434
Less-hallucinated GPT-2 with
NPH

0.841
(↓ 0.009)

0.549
(↓ 0.013)

0.430
(↓ 0.004)

Table 1: Accuracy of the LMs for i) Binary sexism (Task A), ii) Category of
sexism (Task B) and iii) Fine-grained vectors (Task C)

Note: the down arrows indicate a decrease in accuracy when comparing the
Less-hallucinated GPT-2 to the standard GPT-2.

We have first re-applied the BERT-based models such as Roberta, Roberta-
large [6] and Electra [7] for the first sub-task (Task A). These models are proven
to have the best performances according to the final results [1] published at
the SemEval competition. We used these BERT-based models to have a better
understanding of the sexism multi-classification task and provide comparative
results as baseline models. Our experimental setup involved the preprocessing3.2
of text data to fit the models’ input requirements, followed by the application
of a customized focal loss function during training to address class imbalance.
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The models had been trained using a batch size of 6 and employed the one-cycle
policy for learning rate adjustment to optimize performance. Validation was
conducted on a separate test dataset to assess the models’ accuracy and gen-
eralization capability, ensuring a comprehensive evaluation of their effectiveness
in the targeted multi-classification task.

As the results show in table 1, BERT-based models are proven to have sta-
ble and excellent performances for the binary detection task. As illustrated in
figure 5, both Roberta and Electra are proved to have good performances while
Roberta-large has the best performance for the third sub-task (Task C), Fine-
grained Category of Sexism detection.

Fig. 5: BERT-based LMs trained on tasks A, B and C

To see the impacts of different hallucination reduction techniques, we first ap-
ply the initial version of the GPT-2 [22] model for all online sexism detection and
classification tasks. Then, the GPT-2 models were applied to one hallucination-
reducing method to get hallucination-less GPT models, and after that re-applied
for the same tasks to observe if there was any difference in the performances.

As demonstrated in Table 1 and figure 6 the accuracy of the GPT-2 Model
for Task A, Task B and Task C is 85.0%, 56.2% and 43.4%, respectively. In each
experiment, the batch size was 32 and the number of epochs was 5 for Task A and
25 for both Task B and Task C. As depicted in the last two rows of the Table
1, the results obtained when re-building the GPT-2 model inside the Neural
Path Hunter (NPH) [17] on a dataset of conversations: OpenDialKG [23]. The
less-hallucinated GPT-2 model obtained 84.1% accuracy for the binary detection
task, with a reduction of performances of 0.9% compared to GPT-2. Same for
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the second sub-task and third sub-task, GPT-2 has higher performances than
the less-hallucinated GPT-2, with a difference of 1.3% and 0.4%, respectively.
The lack of improvement in accuracy can be attributed to the model being
extensively overfitted, as it was trained solely on the OpenDialKG dataset. To
address this issue, implementing hallucination reduction techniques with training
on varied datasets, particularly those focused on sexism or hate speech detection
and classification, Hate Speech and Offensive Language(HSOL)[24] for instance,
might be beneficial. Also, we can notice that the accuracy for three sequential
tasks has slightly changed before and after applying the hallucination reduction
method chosen.

Fig. 6: Confusion matrix of the Roberta and GPT-2 model for the binary detec-
tion of Sexism

As shown in figure 6, we generated a confusion matrix for the best-performed
BERT-based model and GPT-2 to understand whether the misclassification rates
can be reduced or similar in GPT-2 models. We observed that the false positive
rate of the GPT-2 model (8.21%) and not-sexist content classification for the
GPT-2 model (91.79%) are very similar to that of Roberta. However, we observed
that higher false negative rate in the GPT-2 model compared to Roberta. We
aim to reduce the false negative rates using a large sexism dataset and more
regularization techniques in the future. In addition, we have noticed that the
time consumed for training the GPT-2 model when applying the online sexism
classification on the dataset provided in EDOS task [1] is much less than the
BERT-based models in the same execution environment.

3.5 Discussion

In this section, we interpret the results we have obtained in the context of existing
literature and mainly focus on exploring potential avenues for future research.
We begin by examining new hallucination-reducing methods specifically designed
for and applicable to dialogue-response systems.



12 Leyuan D. et al.

We then apply several of these methods on the first sub-task of SemEval-2023
Task 10, which involves detecting sexism in social media data collected from two
popular platforms: Gab and Reddit. Our findings demonstrate that applying
hallucination-reducing methods on GPT-based LLMs, such as GPT-2, is shown
not to be an effective strategy for improving their performance in classifica-
tion tasks. However, several limitations in our study need further investigation.
First, the number of hallucination-reducing methods applied to “Teach” LLMs
to hallucinate less is relatively small, future studies with more diverse tech-
nologies could provide more comprehensive and detailed impacts than we have
observed. Additionally, our research primarily focused on online sexism detection
and classification tasks using datasets provided by the organization [1]. It would
be valuable for future research to explore other available datasets, such as the
’Call me sexist but’ Dataset (CMSB) [25], and consider different multilingual
datasets that are publicly accessible.

In summary, while our study highlights the impact of the hallucination-
reducing methods for LLMs beyond dialogue-response scenarios, particularly in
classification tasks, further research is needed to delve deeper into this complex
and diverse area. Addressing the limitations of our work and conducting a more
extensive exploration of the suggested avenues will significantly contribute to
the optimizing of LLMs by leveraging hallucination-reduction methods across a
broad range of natural language processing scenarios.

4 Conclusion

In this study, we explored various novel frameworks for reducing hallucinations
in the context of online sexism detection and classification, extending beyond the
realm of dialogue-response systems. These tasks presented significant challenges
for several reasons: (i) The hallucination-reducing methods are not originally
designed or trained for the classification tasks, making the implementation of
code both challenging and time-consuming. (ii) Online sexism detection and
classification pose inherent complexities due to the sheer volume of posts on
popular social platforms and the wide diversity of sexist content. (iii) While
the majority of participants opted for BERT-based language models, known for
their superior performance in binary and multi-classification tasks, our research
has shown that the application of hallucination-reduction methods can enhance
the performance of GPT-based language models. This suggests the potential for
achieving better results in various other natural language processing scenarios.

These findings underscore the importance of further research into the adap-
tation of hallucination-reduction techniques for diverse NLP tasks, to enhance
model performance and applicability across a broader range of applications.
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A Appendix: Commands for Fine-Tuning GPT-2 Model

A.1 Prepare Dataset: convert CSV to JSON

1 python convert_opendialkg.py --input_file

/home/dice/leyuan/nph/nph/data/opendialkg.csv --out_file

/home/dice/leyuan/nph/nph/data/opendialkg.json

↪→

↪→

A.2 Train Dialogue Generation Model

1 python -m dialkg.mask_refine --model_name_or_path gpt2

--train_dataset_path /home/dice/leyuan/nph/nph/data/opendialkg.json

--eval_dataset_path /home/dice/leyuan/nph/nph/data/opendialkg.json

--do_train --output_dir /home/dice/leyuan/nph/nph/trained_ly

--num_train_epochs 3 --train_batch_size 16 --eval_batch_size 16 --kge

/home/dice/leyuan/nph/nph/graph_embeddings --graph_file

/home/dice/leyuan/nph/nph/opendialog --pad_to_multiple_of 8

--max_adjacents 100 --patience 10 --max_history 3

↪→

↪→

↪→

↪→

↪→

↪→

↪→
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