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# PENALIZATION OF GALTON WATSON TREES WITH MARKED VERTICES 

ROMAIN ABRAHAM, SONIA BOULAL, AND PIERRE DEBS


#### Abstract

We consider a Galton-Watson tree where each node is marked independently of each others with a probability depending on its out-degree. Using a penalization method, we exhibit new martingales where the number of marks up to level $n-1$ appears. Then, we use these martingales to define new probability measures via a Girsanov transformation and describe the distribution of the random trees under these new probabilities.


## 1. INTRODUCTION

We consider in this work a Galton-Watson process $\left(Z_{n}\right)_{n \in \mathbb{N}}$ (and more precisely its genealogical tree) with offspring distribution $\mathbf{p}:=(\mathbf{p}(n))_{n \in \mathbb{N}}$. We suppose throughout this work that $\mathbf{p}$ admits at least a first moment and that it is non-degenerate:

$$
\begin{equation*}
\mathbf{p}(0)+\mathbf{p}(1)<1 \text { and } \mu(\mathbf{p})<+\infty, \tag{1.1}
\end{equation*}
$$

where $\mu(\mathbf{p}):=\sum_{n \geq 0} n \mathbf{p}(n)$ is the mean of $\mathbf{p}$. If $\mu(\mathbf{p})<1$ (resp. $\mu(\mathbf{p})=1$, $\mu(\mathbf{p})>1$ ), we say that the offspring distribution is sub-critical (resp. critical, super-critical). In the sub-critical and critical cases, we have almost surely population extinction.

Over the years, conditioning a critical Galton-Watson tree to be large has been considered: large total progeny (see Kennedy [8] and Geiger and Kaufman [7]), large number of leaves (see Curien and Kortchemski [5]) and more generally, large number of nodes whose out-degree belongs to some specific subset of integers (see Abraham and Delmas [3]). In all these works, we can compute the quantity of interest (that we condition to be large) by marking the nodes that satisfy the studied property and then count the number of nodes. In [1], Abraham, Bouaziz and Delmas generalized this approach by marking the nodes randomly where, conditionnally on the tree, the nodes are marked independently of each others with a probability that

[^0]may depend on their out-degree. More precisely, independently of each other, each individual gives birth to $k$ children and is

- marked with probability $\mathbf{p}_{0}(k, 1):=\mathbf{p}(k) \mathbf{q}(k)$,
- unmarked with probability $\mathbf{p}_{0}(k, 0):=\mathbf{p}(k)(1-\mathbf{q}(k))$,
where $\mathbf{q}:=(\mathbf{q}(k))_{k \geq 0}$ is a sequence of numbers in $[0,1]$ and is called the mark function. The probability distribution $\mathbf{p}_{0}$ on $\mathbb{N} \times\{0,1\}$ is called here the marking-reproduction law of the associated marked Galton-Watson (MGW) tree. We always suppose that the condition

$$
\begin{equation*}
\exists k \in \mathbb{N}, \mathbf{p}(k) \mathbf{q}(k)>0 \tag{1.2}
\end{equation*}
$$

holds so that every individual of a MGW tree is marked with positive probability. They then condition the tree on having a large number of marked nodes and prove a local convergence of this conditioned marked tree toward Kesten's tree (as for the other conditionnings) as the number of marked nodes tends to infinity.

Another way of getting a tree with an "abnormal" number of marked vertices is to make a change of measure via a Girsanov transformation with a martingale which gives more weight to trees with a large number of marks. In order to find such a martingale, a general method called penalization has been introduced by Roynette, Vallois and Yor $[12,13,14]$ in the case of the one-dimensional Brownian motion to generate new martingales and to define, by change of measure, Brownian-like processes conditioned on some specific zero-probability events. This idea has been applied to GaltonWatson trees in [2] and this paper is a natural extension of this work.

Let us denote by $M_{n}$ the number of marks until generation $n-1$, for $n \in \mathbb{N}^{*}$ and $M_{0}=0$, and let $\left(\mathscr{F}_{n}\right)_{n \geq 0}$ be the natural filtration generated by the tree up to generation $n$ and marks up to generation $n-1$. Notice that we need to know the number of offspring of a node to decide whether it is marked or not. That is why, if we look at the tree up to generation $n$, we only have information for the marks up to generation $n-1$, which justifies the definition of the filtration $\left(\mathscr{F}_{n}\right)_{n \geq 0}$. The aim of this article is the study, for some measurable positive functions $\phi(x, y)$, of the limit

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \phi\left(Z_{n+p}, M_{n+p}\right)\right]}{\mathbb{E}\left[\phi\left(Z_{n+p}, M_{n+p}\right)\right]} \tag{1.3}
\end{equation*}
$$

where $\Lambda_{n} \in \mathscr{F}_{n}$. If this limit exists, it has the form $\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{n}\right]$ where $\left(B_{n}\right)_{n \in \mathbb{N}}$ is a positive $\mathscr{F}_{n}$-martingale such that $B_{0}=1$ (see Section 1.2 of [15]). This enables to define a probability measure $\mathbb{Q}$ by:

$$
\forall \Lambda_{n} \in \mathscr{F}_{n}, \mathbb{Q}\left(\Lambda_{n}\right)=\mathbb{E}_{\mathbf{p}_{0}}\left[\mathbb{1}_{\Lambda_{n}} B_{n}\right],
$$

where $\mathbb{E}_{\mathbf{p}_{0}}$ denotes the expectation with respect to the probability distribution $\mathbb{P}_{\mathbf{p}_{0}}$ of a marked Galton-Watson tree with marking reproduction law $\mathbf{p}_{0}$ and we study the distribution of the tree under $\mathbb{Q}$. In what follows, we omit the reference to $\mathbf{p}_{0}$ and write simply $\mathbb{P}$ and $\mathbb{E}$.

We begin with the function $\phi\left(Z_{p}, M_{p}\right)=M_{p}^{\ell}$, for $\ell \geq 1$, which indeed gives weight to trees with a large number of marked nodes. Remark that Assumption (1.2) implies that $\mathbb{E}\left[M_{n+p}^{\ell}\right]>0$ for $n+p>0$. We then obtain the following limits:

Theorem 1.1. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2). Then, for every $n \in \mathbb{N}$ and every $\Lambda_{n} \in \mathscr{F}_{n}$, we have

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}= \begin{cases}\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} f_{\ell}\left(M_{n}, Z_{n}\right)\right] & \text { if } \mu<1, \\ \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} Z_{n}\right] & \text { if } \mu=1, \\ \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \frac{P_{\ell}\left(Z_{n}\right)}{\mu^{\ell n}}\right] & \text { if } \mu>1,\end{cases}
$$

where $P_{\ell}$ is an explicit polynomial function of degree $\ell$ and $f_{\ell}$ is defined for all $s, z \in \mathbb{N}$ by:

$$
\begin{equation*}
f_{\ell}(s, z):=\frac{1}{\xi_{\ell}} \sum_{i=0}^{\ell}\binom{\ell}{i} s^{\ell-i} \sum_{t_{1}+\ldots+t_{z}=i}\binom{i}{t_{1} \ldots t_{z}} \prod_{j=1}^{z} \xi_{t_{j}}, \tag{1.4}
\end{equation*}
$$

where $\binom{j}{t_{1} \cdots t_{z}}$ is the multinomial coefficient and $\xi_{j}:=\lim _{p \rightarrow+\infty} \mathbb{E}\left[M_{p}^{j}\right]$ for all $j \geq 0$.

The two martingales obtained for $\mu \geq 1$ are already known and the study under $\mathbb{Q}$ is, as a result, unnecessary (for $\mu=1$, we obtain Kesten's tree and see [2] for $\mu>1$ ).

Here, the more interesting case is the sub-critical one where the martingale depends of $M_{n}$. For instance, let us point out that, for $\ell=1$, we get the martingale

$$
f_{1}\left(M_{n}, Z_{n}\right)=Z_{n}+\frac{1}{\xi_{1}} M_{n} .
$$

To describe the genealogical tree of $(Z, M)$ under the new probability, we need to introduce the mass of a node $u$ denoted by $m_{u}$ : this quantity is zero for the root and is transmitted throughout the tree according to certain rules (see Subsection 2.2) and permits us to exhibit the new reproduction law and marking procedure under $\mathbb{Q}$.

More precisely, let us define a random multi-type tree as follows. The types of the nodes run from 0 to $\ell$ and, at each generation, the sum of the types must be equal to $\ell$. As a result the type of the root is $\ell$. If there is $z$ individuals at generation $n$, they have the respective types $\left(t_{1}, \ldots, t_{z}\right)$ such that $t_{1}+\cdots+t_{z}=\ell$ with a probability depending on $z, M_{n}$ and the mass of each individual of generation $n$ (see (3.7) for the explicit formula). Moreover, if $u$ is an individual of type $i \in \llbracket 1, \ell \rrbracket$ with mass $m_{u}$, he has $k \in \mathbb{N}$ children and has mark $\eta \in\{0,1\}$ with probability:

$$
\mathbf{p}_{i}(k, \eta):=\frac{\mathbf{p}_{0}(k, \eta) f_{i}\left(m_{u}+\eta, k\right)}{f_{i}\left(m_{u}, 1\right)}
$$

where $\mathbf{p}_{0}$ is the reproduction-marking law of the initial tree but also the reproduction-mark law of a 0 -type node. We call a weighted tree of type $\ell$ a tree with these probabilities of reproduction and marking.

Theorem 1.2. Let $\mathbf{p}$ be a sub-critical offspring distribution satisfying (1.1) and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2). Let $\mathbb{Q}_{\ell}$ be the probability measure defined by

$$
\forall n \in \mathbb{N}, \left.\frac{d \mathbb{Q}_{\ell}}{d \mathbb{P}_{\mid \mathscr{F}}^{n}} \right\rvert\,=f_{\ell}\left(M_{n}, Z_{n}\right) .
$$

Then $\mathbb{Q}_{\ell}$ is the distribution of a weighted tree of type $\ell$.
In a second step, we study the function $\phi\left(Z_{p}, M_{p}\right)=H_{\ell}\left(Z_{p}\right) s^{M_{p}} Z^{Z_{p}}$, with $s, t \in(0,1)$ where $H_{\ell}$ is the $\ell$-th Hilbert polynomial defined by:

$$
\begin{equation*}
H_{0}(x)=1 \text { and } H_{\ell}(x)=\frac{1}{\ell!} \prod_{j=0}^{\ell-1}(x-j), \text { for } \ell \geq 1 . \tag{1.5}
\end{equation*}
$$

Contrary to the previous study, this function gives weight to trees with a small number of marks. We obtain the following limits:

Theorem 1.3. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2). We define

$$
r=\min \{k \in \mathbb{N}, \mathbf{p}(k)>0\} .
$$

Then, for every $s \in(0,1)$, if $\kappa(s)$ denotes the only root in $[0,1]$ of the function

$$
f_{s}(t):=\mathbb{E}\left[s^{M_{1}} t^{Z_{1}}\right],
$$

we have for every $n \in \mathbb{N}$ and $\Lambda_{n} \in \mathscr{F}_{n}$,

- if $r=0$, for every $t \in[0,1]$,
$\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}= \begin{cases}\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \kappa(s)^{Z_{n}-1}\right] & \text { if } \ell=0, \\ E\left[\mathbb{1}_{\Lambda_{n}} \frac{s^{M_{n}} Z_{n} \kappa(s)^{Z_{n}-1}}{f_{s}^{\prime}(\kappa(s))^{n}}\right] & \text { if } \ell>0,\end{cases}$
- if $r=1$, for every $t \in(0,1]$,

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \alpha_{1}(s)^{-n} \mathbb{1}_{Z_{n}=1}\right],
$$

- if $r \geq 2$, for every $t \in(0,1]$,

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{\left.M_{n+p} t^{Z_{n+p}}\right]}\right.}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \alpha_{r}(s)^{\frac{-\left(r^{n}-1\right)}{r-1}} \mathbb{1}_{Z_{n}=r^{n}}\right],
$$

where $\alpha_{r}(s)=\mathbf{p}(r)(s \mathbf{q}(r)+1-\mathbf{q}(r))$.

Let us add that, for sake of completeness, we also study the case $s=0$ in Theorem 4.6.

We also describe the probability distribution obtained by a change of measure using the martingales obtained in the previous theorem, see Theorems 4.1, 4.3, 4.4 and 4.6.

The paper is organized as follows: in Section 2 we introduce the set of discrete marked trees and define the MGW trees. We study in Section 3 the penalization by $M_{p}^{\ell}$, finding the martingale obtained at the limit and then describing the distribution obtained by a Girsanov transformation using this martingale. We make the same study in Section 4 when the penalization is of the form $H_{\ell}\left(Z_{p}\right) s^{M_{p}} t^{Z_{p}}$.

## 2. Technical background

2.1. The set of marked trees. Let $\mathbb{N}$ be the set of nonnegative integers and $\mathbb{N}^{*}$ the set of positive integers. We recall Neveu's formalism [11] for ordered rooted trees. We set $\mathscr{U}=\bigcup_{n \geq 0}\left(\mathbb{N}^{*}\right)^{n}$ the set of finite sequences of positive integers with the convention $\left(\mathbb{N}^{*}\right)^{0}=\{\emptyset\}$. For $n \geq 0$ and $u=$ $\left(u_{1}, \ldots, u_{n}\right) \in \mathscr{U}$, let $|u|=n$ be the length of $u$ with the convention $|\emptyset|=0$. If $u$ and $v$ are two sequences of $\mathscr{U}$, we denote by $u v$ their concatenation, with the convention that $u v=u$ if $v=\emptyset$ and $u v=v$ if $u=\emptyset$.

A tree $\mathbf{t}$ is a subset of $\mathscr{U}$ that satisfies:

- $\emptyset \in t$;
- $\forall u \in \mathscr{U}, \forall j \in \mathbb{N}^{*}, u j \in \mathbf{t} \Longrightarrow u \in \mathbf{t}$;
- $\forall u \in \mathbf{t}, \exists k_{u}(\mathbf{t}) \in \mathbb{N}, \forall i \in \mathbb{N}^{*}, u i \in \mathbf{t} \Longleftrightarrow i \leq k_{u}(\mathbf{t})$.

The integer $k_{u}(\mathbf{t})$ represents the number of offspring of the vertex $u \in \mathbf{t}$. We denote by $\mathbb{T}$ the set of trees.

A marked tree $\mathbf{t}^{*}$ is defined by a tree $\mathbf{t} \in \mathbb{T}$ and a mark $\eta_{u} \in\{0,1\}$ for every node $u \in \mathbf{t}$, that is

$$
\mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}\right)_{u \in \mathbf{t}}\right)
$$

A node $u \in \mathbf{t}$ is said to be marked if $\eta_{u}=1$ and unmarked if $\eta_{u}=0$. We denote by $\mathbb{T}^{*}$ the set of marked trees.

For every $h \in \mathbb{N}$, we define the restriction functions

$$
r_{h}: \mathbb{T} \longrightarrow \mathbb{T}, \quad \text { and } \quad r_{h}^{*}: \mathbb{T}^{*} \longrightarrow \mathbb{T}^{*}
$$

by, for $\mathbf{t} \in \mathbb{T}, \mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}, u \in \mathbf{t}\right)\right) \in \mathbb{T}^{*}$,

$$
r_{h}(\mathbf{t})=\{u \in \mathbf{t},|u| \leq h\}, \quad r_{h}^{*}\left(\mathbf{t}^{*}\right)=\left(r_{h}(\mathbf{t}),\left(\eta_{u}^{h}\right)_{u \in r_{h}(\mathbf{t})}\right)
$$

with

$$
\eta_{u}^{h}= \begin{cases}\eta_{u} & \text { if }|u| \leq h-1, \\ 0 & \text { if }|u|=h\end{cases}
$$

Remark 2.1. Let us stress that the nodes at level $h$ of $r_{h}^{*}\left(\mathbf{t}^{*}\right)$ are unmarked so that the tree $r_{h}^{*}\left(\mathbf{t}^{*}\right)$ is completely characterized by $\left(\left(k_{u}(\mathbf{t}), \eta_{u}\right), u \in \mathbf{t},|u| \leq\right.$ $h-1$ ).

We can endow the set $\mathbb{T}^{*}$ with the $\sigma$-field $\mathscr{F}$ generated by the family of sets $\left(\left\{\mathbf{t}^{*} \in \mathbb{T}^{*}, u \in \mathbf{t}\right\}\right)_{u \in \mathscr{U}}$ and hence define probability measures on $\left(\mathbb{T}^{*}, \mathscr{F}\right)$.

We also endow $\mathbb{T}^{*}$ with the filtration $\left(\mathscr{F}_{n}\right)_{n \geq 0}$ where $\mathscr{F}_{n}$ is the $\sigma$-field generated by the restiction function $r_{n}^{*}$. Notice that $\mathscr{F}=\bigvee_{n \geq 0} \mathscr{F}_{n}$ as, for every $u \in \mathscr{U}$,

$$
\left\{\mathbf{t}^{*} \in \mathbb{T}^{*}, u \in \mathbf{t}\right\} \in \mathscr{F}_{|u|} .
$$

Let $\mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}\right)_{u \in \mathbf{t}}\right) \in \mathbb{T}^{*}$ be a marked tree. For every $n \in \mathbb{N}$, we define

- $z_{n}\left(\mathbf{t}^{*}\right)$ the nodes of $\mathbf{t}$ at generation $n$ :

$$
z_{n}\left(\mathbf{t}^{*}\right)=\{u \in \mathbf{t},|u|=n\},
$$

- $Z_{n}\left(\mathbf{t}^{*}\right)$ the size of generation $n$ :

$$
Z_{n}\left(\mathbf{t}^{*}\right)=\operatorname{Card}\left(z_{n}\left(\mathbf{t}^{*}\right)\right),
$$

- $M_{n}\left(\mathbf{t}^{*}\right)$ the total number of marked nodes up to generation $n-1$ :

$$
M_{0}\left(\mathbf{t}^{*}\right)=0 \quad \text { and } \quad M_{n}\left(\mathbf{t}^{*}\right)=\sum_{u \in \mathbf{t},|u| \leq n-1} \eta_{u} \text { for } n \geq 1 .
$$

Let us point out that the functions $z_{n}, Z_{n}, M_{n}$ are all $\mathscr{F}_{n}$-measurable.
2.2. Masses. Let $\mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}\right)_{u \in \mathbf{t}}\right) \in \mathbb{T}^{*}$ be a marked tree. We then define for every node $u \in \mathbf{t}$ a new quantity called the mass of the node $u$ and denoted by $m_{u}$. We set $m_{\emptyset}=0$ and the masses are then defined recursively as follows. Let $n \in \mathbb{N}$ and let us suppose that the masses $\left(m_{u},|u| \leq n\right)$ are constructed. Let $v \in z_{n+1}\left(\mathbf{t}^{*}\right)$ that we write $v=u j$ with $u \in \mathbf{t}$ and $1 \leq j \leq k_{u}(\mathbf{t})$. Then, we set

$$
\begin{equation*}
m_{u j}=\frac{m_{u}+\eta_{u}}{k_{u}(\mathbf{t})}+\frac{\sum_{w \in z_{n}\left(\mathbf{t}^{*}\right), k_{w}(\mathbf{t})=0}\left(m_{w}+\eta_{w}\right)}{Z_{n+1}(\mathbf{t})} \tag{2.1}
\end{equation*}
$$

This formula can be interpreted as follows:

- The first term means that $u$ transmits its mass, plus one if it is marked, uniformly to all its children;
- The second term means that each childless node at generation $n$ transmits its mass, plus one if it is marked, uniformly to all nodes of generation $n+1$.
Notice that the map $\mathbf{t}^{*} \mapsto\left(m_{u}, u \in z_{n}\left(\mathbf{t}^{*}\right)\right)$ is $\mathscr{F}_{n}$-measurable.
Moreover, by construction, we have the following link between the masses and the number of marked nodes up to some level:

$$
\begin{equation*}
\forall n \in \mathbb{N}, \quad \sum_{u \in z_{n}\left(\mathbf{t}^{*}\right)} m_{u}=M_{n}\left(\mathbf{t}^{*}\right) . \tag{2.2}
\end{equation*}
$$



Figure 1. A marked tree and the associated masses.
2.3. Marked Galton-Watson trees. Let $\mathbf{p}_{0}=\left(\mathbf{p}_{0}(k, \eta), k \in \mathbb{N}, \eta \in\{0,1\}\right)$ be a probability distribution on $\mathbb{N} \times\{0,1\}$. There exists a unique probability measure $\mathbb{P}_{\mathbf{p}_{0}}$ on $\left(\mathbb{T}^{*}, \mathscr{F}\right)$ such that, for all $h \in \mathbb{N}^{*}$ and all $\mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}\right)_{u \in \mathbf{t}}\right) \in$ $\mathbb{T}^{*}$, if $\tau^{*}$ denotes the canonical random variable on $\mathbb{T}^{*}$ (i.e. the identity map of $\mathbb{T}^{*}$ ),

$$
\begin{equation*}
\mathbb{P}_{\mathbf{p}_{0}}\left(r_{h}^{*}\left(\tau^{*}\right)=r_{h}^{*}\left(\mathbf{t}^{*}\right)\right)=\prod_{u \in r_{h-1}(\mathbf{t})} \mathbf{p}_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\right) . \tag{2.3}
\end{equation*}
$$

We say that the r.w. $\tau^{*}$ under $\mathbb{P}_{\mathbf{p}_{0}}$ is a marked Galton-Watson (MGW) tree with reproduction-marking law $\mathbf{p}_{0}$.

Equivalently, the distribution of a marked Galton-Watson tree with re-production-marking law $\mathbf{p}_{0}$ is also characterized by an offspring distribution $\mathbf{p}$ and a mark function $\mathbf{q}: \mathbb{N} \longrightarrow[0,1]$ with

$$
\mathbf{p}(k)=\mathbf{p}_{0}(k, 0)+\mathbf{p}_{0}(k, 1), \quad \mathbf{q}(k)=\frac{\mathbf{p}_{0}(k, 1)}{\mathbf{p}(k)} \text { if } \mathbf{p}(k) \neq 0
$$

(the value of $\mathbf{q}(k)$ has no importance if $\mathbf{p}(k)=0$ ), or equivalently

$$
\begin{equation*}
\mathbf{p}_{0}(k, 1)=\mathbf{p}(k) \mathbf{q}(k), \quad \mathbf{p}_{0}(k, 0)=\mathbf{p}(k)(1-\mathbf{q}(k)) . \tag{2.4}
\end{equation*}
$$

This approach (giving $\mathbf{p}$ and $\mathbf{q}$ ) consists in first picking a Galton-Watson tree with offspring distribution $\mathbf{p}$ then conditionnaly given the tree, adding marks on every node, independently of each others, with probabily $\mathbf{q}(k)$ where $k$ is the out-degree of the node.

We will then write $\mathbb{P}_{\mathbf{p}_{0}}$ or $\mathbb{P}_{\mathbf{p}, \mathbf{q}}$ depending on the adopted point of view, or simply $\mathbb{P}$ when the context is clear.

Under $\mathbb{P}_{\mathbf{p}, \mathbf{q}}$, the random tree $\tau^{*}$ satisfies the so-called branching property that is

- The random variable $k_{\emptyset}\left(\tau^{*}\right)$ is distributed according to the probability distribution $\mathbf{p}$,
- Conditionally given $\left\{k_{\emptyset}\left(\tau^{*}\right)=j\right\}$, the root is marked with probability $\mathbf{q}(j)$,
- Conditionally on $\left\{k_{\emptyset}\left(\tau^{*}\right)=j\right\}$, the $j$ sub-trees attached to the root are i.i.d. random marked trees distributed according to the probability $\mathbb{P}_{\mathbf{p}, \mathbf{q}}$.
As a consequence, if we set $Z_{n}:=Z_{n}\left(\tau^{*}\right)$ and $M_{n}:=M_{n}\left(\tau^{*}\right)$, we have for every $n, p \in \mathbb{N}^{*}$, the following equality in distribution under $\mathbb{P}_{\mathbf{p}, \mathbf{q}}$,

$$
\begin{equation*}
M_{n+p} \stackrel{(d)}{=} M_{n}+\sum_{i=1}^{Z_{n}} \tilde{M}_{i, p}, \tag{2.5}
\end{equation*}
$$

where $\left(\tilde{M}_{i, p}\right)_{i \geq 1}$ is a sequence of i.i.d copies of $M_{p}$ and independent of $\mathscr{F}_{n}$.

## 3. Polynomial penalization

In this section, we consider an offspring distribution $\mathbf{p}$ satisfying (1.1) and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and a mark function $\mathbf{q}$ satisfying (1.2). We denote by $\mu$ the mean of $\mathbf{p}$. We study the penalization by $M_{n+p}^{\ell}$ i.e. we look for the limit for all $n \in \mathbb{N}$ and $\Lambda_{n} \in \mathscr{F}_{n}$

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}=\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}
$$

To begin with, let us prove that this expression makes sense. Remark first that (1.2) implies that $\mathbb{E}\left[M_{n+p}^{\ell}\right] \neq 0$ for $p \geq 1$.
Lemma 3.1. Let $\mathbf{p}$ be an offspring distribution that admits an moment of order $\ell \in \mathbb{N}^{*}$ and let $\mathbf{q}$ be a mark function. Then, under $\mathbb{P}$, for every $p \in \mathbb{N}$, $Z_{p}$ and $M_{p}$ have a moment of order $\ell$.
Proof. We begin to prove that $Z_{p}$ has a moment of order $\ell$ by induction on $p$. The result is clear for $p=0$, as $Z_{0}=1$.

Let $p \in \mathbb{N}$ be such that $Z_{j}$ has a moment of order $\ell$ for all $j \leq p$. Let $X$, $\left(X_{i}\right)_{i \geq 1}$ be i.i.d. random variables with distribution $\mathbf{p}$, independent of $\mathscr{F}_{p}$. We have:

$$
\begin{aligned}
\mathbb{E}\left[Z_{p+1}^{\ell}\right] & =\mathbb{E}\left[\mathbb{E}\left[\left(\sum_{i=1}^{Z_{p}} X_{i}\right)^{\ell} \mid \mathscr{F}_{p}\right]\right] \\
& =\mathbb{E}\left[\sum_{t_{1}+\ldots+t_{Z_{p}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{p}}} \prod_{\ell=1}^{Z_{p}} \mathbb{E}\left[X^{t_{\ell}}\right]\right] \\
& \leq \mathbb{E}\left[\sum_{t_{1}+\ldots+t_{Z_{p}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{p}}} \mathbb{E}\left[X^{\ell}\right]^{\ell}\right]=\mathbb{E}\left[Z_{p}^{\ell}\right] \mathbb{E}\left[X^{\ell}\right]^{\ell}
\end{aligned}
$$

where in the last inequality, we use that there are at most $\ell$ non-zero $t_{i}$ 's. As $Z_{p}^{\ell}$ and $X^{\ell}$ are in $L^{1}$ by assumption, we have our first result.

The previous result implies that $\sum_{i=0}^{p-1} Z_{i} \in \mathrm{~L}^{\ell}$ and, as $M_{p} \leq \sum_{i=0}^{p-1} Z_{i}$, we get the second result.

We now give an expression of $\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]$ that will be used troughout this section. Recall the equality in distribution (2.5). Using the same notations, we get for all $p, n \in \mathbb{N}$ :

$$
\begin{align*}
\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right] & =\sum_{j=0}^{\ell}\binom{\ell}{j} \mathbb{E}\left[M_{n}^{\ell-j}\left(\sum_{i=1}^{Z_{n}} \tilde{M}_{i, p}\right)^{j} \mid \mathscr{F}_{n}\right] \\
& =\sum_{j=0}^{\ell}\binom{\ell}{j} M_{n}^{\ell-j} \sum_{t_{1}+\cdots+t_{Z_{n}}=j}\binom{j}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \mathbb{E}\left[M_{p}^{t_{i}}\right] . \tag{3.1}
\end{align*}
$$

### 3.1. The sub-critical case $\mu<1$.

3.1.1. A new martingale. Before stating the main result of this section, let us state some integrability lemmas and introduce some notations.

Lemma 3.2. Let $\mathbf{p}$ be a sub-critical offspring distribution that admits a moment of order $\ell \in \mathbb{N}^{*}$. Let $\tilde{Z}_{\infty}$ be the total population size of the associated Galton-Watson tree i.e.

$$
\tilde{Z}_{\infty}=\operatorname{Card}(\tau)=\sum_{n=0}^{+\infty} Z_{n} .
$$

Then $\tilde{Z}_{\infty}$ has a moment of order $\ell$.
Proof. Let us denote by $g$ (resp. $G_{\infty}$ ) the generating function of $\mathbf{p}$ (resp. $\left.\tilde{Z}_{\infty}\right)$. Then we have, with $\left(\tilde{Z}_{i, \infty}\right)_{i \geq 1}$ i.i.d. copies of $\tilde{Z}_{\infty}$, for every $s \in[0,1]$,

$$
G_{\infty}(s)=\mathbb{E}\left[s^{1+\sum_{i=1}^{Z_{1}} \tilde{Z}_{i, \infty}}\right]=s g\left(G_{\infty}(s)\right) .
$$

Differentiating this relation, we obtain, for every $s \in[0,1)$,

$$
\begin{equation*}
G_{\infty}^{\prime}(s)=\frac{g\left(G_{\infty}(s)\right)}{1-s g^{\prime}\left(G_{\infty}(s)\right)} . \tag{3.2}
\end{equation*}
$$

Then, letting $s \rightarrow 1$, we have

$$
\lim _{s \rightarrow 1} G_{\infty}^{\prime}(s)=\frac{1}{1-\mu}<+\infty
$$

Therefore, $\tilde{Z}_{\infty}$ admits a moment of order $1, \mathbb{E}\left[\tilde{Z}_{\infty}\right]=\frac{1}{1-\mu}$ and $G_{\infty}$ is of class $\mathscr{C}$ on $[0,1]$.

An obvious induction argument gives that, for every $i \leq \ell$, there exists a polynomial function $P_{i}$ such that for every $s \in[0,1)$,

$$
G_{\infty}^{(i)}(s)=\frac{P_{i}\left(s, g\left(G_{\infty}(s)\right), \ldots, g^{(i)}\left(G_{\infty}(s)\right), G_{\infty}(s), G_{\infty}^{\prime}(s), \ldots G_{\infty}^{(i-1)}(s)\right)}{\left(1-s g^{\prime}\left(G_{\infty}(s)\right)^{i}\right.}
$$

and again by induction we get that $G_{\infty}^{(i)}(s)$ admits a limit as $s \rightarrow 1$ which implies that $\tilde{Z}_{\infty}$ admits moments up to order $\ell$

Let us denote by $M_{\infty}$ the total number of marks on the tree. As $M_{\infty} \leq$ $\tilde{Z}_{\infty}$ a.s., $M_{\infty}$ also admits a moment of order $\ell$. We set for every $i \leq \ell$

$$
\begin{equation*}
\xi_{i}=\mathbb{E}\left[M_{\infty}^{i}\right] \tag{3.3}
\end{equation*}
$$

The constants $\xi_{i}$ can be explicitely computed using the following recursion equation:

Proposition 3.1. Let $\mathbf{p}$ be an offspring distribution such that $\mu<1$, with a moment of order $\ell \in \mathbb{N}^{*}$ and let $\mathbf{q}$ be a mark function. Then we have

$$
\begin{aligned}
& (1-\mu) \xi_{\ell}=\sum_{j=0}^{\ell-1}\binom{\ell}{j} \mathbb{E}\left[\begin{array}{l}
\left.M_{1} \sum_{t_{1}+\cdots+t_{Z_{1}}=j}\binom{j}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \xi_{t_{i}}\right]
\end{array}\right. \\
& +\mathbb{E}\left[\sum_{\substack{t_{1}+\ldots+t_{Z_{1}}=\ell \\
t_{i}<\ell, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \xi_{t_{i}}\right] .
\end{aligned}
$$

Proof. First notice that, as $M_{1}$ is equal to 0 or 1 , we have $M_{1}^{j}=M_{1}$ for every $j \geq 1$. Using (3.1), we can write:

$$
\left.\begin{array}{rl}
\mathbb{E}\left[M_{p+1}^{\ell}\right]-\mu \mathbb{E}\left[M_{p}^{\ell}\right]= & \sum_{j=0}^{\ell-1}\binom{\ell}{j} \mathbb{E}\left[\begin{array}{c}
M_{1} \sum_{t_{1}+\ldots+t_{Z_{1}}=j}\binom{j}{t_{1} \ldots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \mathbb{E}\left[M_{p}^{t_{i}}\right]
\end{array}\right] \\
& +\mathbb{E}\left[\sum_{\substack{t_{1}+\ldots+t_{Z_{1}}=\ell \\
t_{i}<\ell, \gamma_{i}}}\binom{j}{t_{1} \ldots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \mathbb{E}\left[M_{p}^{t_{i}}\right]\right.
\end{array}\right]
$$

As $\left(A_{j, p}\right)_{p \geq 0}$ and $\left(B_{p}\right)_{p \geq 0}$ are non-negative and non-decreasing sequences, we obtain $\xi_{\ell}$ taking the limit when $p$ goes to infinity and using Beppo Levi's theorem.

We can now state the main result of this section. Let us recall, for $\ell \in \mathbb{N}$, the definition of the function $f_{\ell}$ defined for all $s, z \in \mathbb{N}$ by:

$$
\begin{equation*}
f_{\ell}(s, z):=\frac{1}{\xi_{\ell}} \sum_{i=0}^{\ell}\binom{\ell}{i} s^{\ell-i} \sum_{t_{1}+\ldots+t_{z}=i}\binom{i}{t_{1} \ldots t_{z}} \prod_{j=1}^{z} \xi_{t_{j}} \tag{3.4}
\end{equation*}
$$

with the convention $f_{\ell}(s, 0)=\frac{s^{\ell}}{\xi_{\ell}}$. Notice that this definition is also valid for $\ell=0$ and we get $f_{0}(s, z)=1$.

Theorem 3.1. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1), that admits a moment of order $\ell \in \mathbb{N}^{*}$ and such that $\mu<1$, and let $\mathbf{q}$ be a mark function satisfying (1.2). For every $n \in \mathbb{N}$ and every $\Lambda_{n} \in \mathscr{F}_{n}$, we have

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} f_{\ell}\left(M_{n}, Z_{n}\right)\right] . \tag{3.5}
\end{equation*}
$$

Proof. Let $p, n \in \mathbb{N}$. Using (3.1), we get:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right] \\
& \quad=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \sum_{j=0}^{\ell}\binom{\ell}{j} M_{n}^{\ell-j} \sum_{t_{1}+\ldots+t_{Z_{n}}=j}\binom{j}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \mathbb{E}\left[M_{p}^{t_{i}}\right]\right] .
\end{aligned}
$$

Using again Beppo Levi's theorem, we obtain

$$
\lim _{p \rightarrow+\infty} \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]=\xi_{\ell} \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} f_{\ell}\left(M_{n}, Z_{n}\right)\right]
$$

and we conclude using

$$
\lim _{p \rightarrow+\infty} \mathbb{E}\left[M_{n+p}^{\ell}\right]=\xi_{\ell} .
$$

Remark 3.1. For $\ell=1$, the obtained martingale is

$$
H_{n, 1}=Z_{n}+\frac{1}{\xi_{1}} M_{n} .
$$

3.1.2. Change of probability and the new random tree. We still consider a subcritical offspring distribution $\mathbf{p}$ satisfying (1.1) and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and a mark function $\mathbf{q}$ satisfying (1.2). We define a new probability measure $\mathbb{Q}_{\ell}$ on $\left(\mathbb{T}^{*}, \mathscr{F}\right)$ by

$$
\begin{equation*}
\forall n \in \mathbb{N}, \forall \Lambda_{n} \in \mathscr{F}_{n}, \mathbb{Q}_{\ell}\left(\Lambda_{n}\right)=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} f_{\ell}\left(Z_{n}, M_{n}\right)\right] . \tag{3.6}
\end{equation*}
$$

To describe this probability measure $\mathbb{Q}_{\ell}$, let us define a $\mathbb{T}^{*}$-valued random tree $\tau_{\ell}(\mathbf{p}, \mathbf{q})$ defined on some probability space $(\Omega, \mathscr{A}, P)$.

Definition 3.1. The tree $\tau_{\ell}(\mathbf{p}, \mathbf{q})$ is a multitype random marked tree that is defined recursively as follows:

- The types of the nodes run from 0 to $\ell$;
- The type of the root is $\ell$;
- Let us suppose that the tree $r_{n}^{*}\left(\tau_{\ell}(\mathbf{p}, \mathbf{q})\right)$ is constructed and that the types of the nodes at generation $n$ are known for some $n \geq 0$. Then all individuals at generation $n$ reproduce and are marked independently of each other conditionally given $r_{n}^{*}\left(\tau_{\ell}(\mathbf{p}, \mathbf{q})\right)$ according to its type and its mass (recall the definition of the mass of a node introduced in Section 2.2):
- an individual $u$ of type 0 , has $k \in \mathbb{N}$ children and a mark $\eta \in$ $\{0,1\}$ with probability:

$$
p_{0}(k, \eta):= \begin{cases}\mathbf{p}(k)(1-\mathbf{q}(k)) & \text { if } \eta=0, \\ \mathbf{p}(k) \mathbf{q}(k) & \text { if } \eta=1,\end{cases}
$$

- an individual $u$ of type $i \in \llbracket 1, \ell \rrbracket$ and with mass $m_{u}$, has $k \in \mathbb{N}$ children and a mark $\eta \in\{0,1\}$ with probability:

$$
p_{i}(k, \eta):=\frac{p_{0}(k, \eta) f_{i}\left(m_{u}+\eta, k\right)}{f_{i}\left(m_{u}, 1\right)}
$$

- We then choose the types of the nodes at generation $n+1$. At each generation, the sum of the types must be equal to $\ell$. Moreover, conditionally given $z_{n+1}\left(\tau_{\ell}(\mathbf{p}, \mathbf{q})\right)=z_{n+1}$, the probability that the nodes at generation $n+1$ have respective types $\left(t_{u}, u \in z_{n+1}\right)$ with $\sum_{u \in z_{n+1}} t_{u}=\ell$, is

$$
\gamma_{\ell,\left(t_{u}\right)_{u \in z_{n+1}}}:=\binom{\ell}{t_{u}, u \in z_{n+1}} \frac{\prod_{u \in z_{n+1}} f_{t_{u}}\left(m_{u}, 1\right) \xi_{t_{u}}}{\xi_{\ell} f_{\ell}\left(M_{n+1}, Z_{n+1}\right)}
$$

with the notation

$$
\binom{\ell}{t_{u}, u \in z_{n+1}}:=\frac{\ell!}{\prod_{u \in z_{n+1}} t_{u}!} .
$$

for the usual multinomial coefficient.
Remark 3.2. The mass $m_{u}$ of a node $u$ (and hence its offspring distribution) depends on all extinct nodes in the past and not only on the ancestors of the node. Moreover, the choice of the types of the nodes at some generation depends on the size of this generation. Consequently, the tree $\tau_{\ell}$ does not satisfy the branching property.

Remark 3.3. If all the nodes below generation $n$ are not marked, all the masses $m_{u}$ for $u \in z_{n}$ are null and hence, for every node $u \in z_{n}$ with type $i \geq 1$, we have

$$
p_{i}(0,0)=0 .
$$

Therefore, the tree $\tau_{\ell}(\mathbf{p}, \mathbf{q})$ cannot die out without any marked node.
Lemma 3.3. Formula (3.7) indeed defines a probability distribution on $\llbracket 0, \ell \rrbracket^{Z_{n+1}}$.
Proof. This result is equivalent to show that for all $n \in \mathbb{N}$, we have

$$
\begin{equation*}
f_{\ell}\left(M_{n}, Z_{n}\right)=\frac{1}{\xi_{\ell}} \sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{u \in z_{n}} f_{t_{u}}\left(m_{u}, 1\right) \xi_{t_{u}} . \tag{3.8}
\end{equation*}
$$

To obtain (3.8), we need to obtain an alternate expression for the a.s. limit of $\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]$, as we already know that this limit is $\xi_{\ell} f_{\ell}\left(M_{n}, Z_{n}\right)$ a.s. For
this purpose, according to (2.2) and the branching property, conditionally on $\mathscr{F}_{n}$, we have:

$$
M_{n+p} \stackrel{(d)}{=} \sum_{u \in z_{n}} m_{u}+M_{u, p}
$$

where the processes $\left(M_{u,,}, u \in \mathscr{U}\right)$ are i.i.d. copies of $M$, independent of $\mathscr{F}_{n}$. As a result:

$$
\begin{aligned}
\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right] & =\sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{v \in z_{n}} \mathbb{E}\left[\left(m_{v}+M_{v, p}\right)^{t_{v}} \mid \mathscr{F}_{n}\right] \\
& =\sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{v \in z_{n}} \sum_{j=0}^{t_{v}}\binom{t_{v}}{j} m_{v}^{t_{v}-j} \mathbb{E}\left[M_{p}^{j}\right] .
\end{aligned}
$$

Using Beppo Levi's theorem:

$$
\lim _{p \rightarrow+\infty} \mathbb{E}\left[M_{p+n}^{\ell} \mid \mathscr{F}_{n}\right]=\sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{v \in z_{n}} \sum_{j=0}^{t_{v}}\binom{t_{v}}{j} m_{v}^{t_{v}-j} \xi_{j},
$$

and we easily conclude as, thanks to (3.4),

$$
f_{t_{v}}\left(m_{v}, 1\right) \xi_{t_{v}}=\sum_{j=0}^{t_{v}}\binom{t_{v}}{j} m_{v}^{t_{v}-j} \xi_{j} .
$$

In order to describe the new probability $\mathbb{Q}_{\ell}$, we need an alternative expression of $f_{\ell}\left(M_{n+1}, Z_{n+1}\right)$ :

Lemma 3.4. For all $n \in \mathbb{N}$, we have

$$
\begin{equation*}
f_{\ell}\left(M_{n+1}, Z_{n+1}\right)=\frac{1}{\xi_{\ell}} \sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{u \in z_{n}} f_{t_{u}}\left(m_{u}+\eta_{u}, k_{u}\right) \xi_{t_{u}}, \tag{3.9}
\end{equation*}
$$

with $k_{u}$ the number of children of the individual $u$ and $\eta_{u}$ its mark.
Proof. The proof is similar to the proof of Lemma 3.3: we write

$$
M_{p+n}=\sum_{u \in z_{n}}\left(m_{u}+\eta_{u}+\sum_{i=1}^{k_{u}} M_{i, p-1}\right)
$$

where the processes $\left(M_{i, .}, i \geq 0\right)$ are i.i.d. copies of $M$ independent of $\mathscr{F}_{n+1}$. Thus, $\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n+1}\right]$ is equal to:

$$
\begin{aligned}
& \sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{v \in z_{n}} \sum_{j=0}^{t_{v}}\binom{t_{v}}{j}\left(m_{v}+\eta_{v}\right)^{t_{v}-j} \mathbb{E}\left[\left(\sum_{i=1}^{k_{u}} M_{i, p-1}\right)^{j} \mid \mathscr{F}_{n+1}\right] \\
&= \sum_{\sum_{u \in z_{n}} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}} \prod_{v \in z_{n}} \sum_{j=0}^{t_{v}}\binom{t_{v}}{j}\left(m_{v}+\eta_{v}\right)^{t_{v}-j} \\
& \sum_{r_{1}+\cdots+r_{k_{u}=j}}\binom{j}{r_{1} \ldots r_{k_{u}}} \prod_{i=1}^{k_{u}} \mathbb{E}\left[M_{i, p-1}^{r_{i}}\right] .
\end{aligned}
$$

Taking the limit when $p$ goes to infinity, thanks to Beppo Levi's theorem, we obtain (3.9).

Theorem 3.2. The probability $\mathbb{Q}_{\ell}$ defined by (3.6) is the distribution of the tree $\tau_{\ell}(\mathbf{p}, \mathbf{q})$ of Definition 3.1.

Proof. To prove the theorem, it suffices to prove that for all $n \in \mathbb{N}$, and all $\mathbf{t}^{*} \in \mathbb{T}^{*}$ :

$$
\begin{equation*}
\mathbb{Q}_{\ell}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right)=P\left(r_{n}^{*}\left(\tau_{\ell}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) \tag{3.10}
\end{equation*}
$$

where $\tau^{*}$ is the canonical random variable on $\mathbb{T}^{*}$ and where we set $\tau_{\ell}$ instead of $\tau_{\ell}(\mathbf{p}, \mathbf{q})$. First, note that:

$$
\begin{align*}
\mathbb{Q}_{\ell}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) & =\mathbb{E}\left[\mathbb{1}_{r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)} f_{\ell}\left(M_{n}\left(\tau^{*}\right), Z_{n}\left(\tau^{*}\right)\right]\right. \\
& =f_{\ell}\left(M_{n}\left(\mathbf{t}^{*}\right), Z_{n}\left(\mathbf{t}^{*}\right)\right) \mathbb{P}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) . \tag{3.11}
\end{align*}
$$

We prove (3.10) by induction on $n$.
For $n=0,(3.10)$ is true as, for every tree $\mathbf{t}^{*}$ (and hence also for any random tree), $r_{0}^{*}\left(\mathbf{t}^{*}\right)$ is the tree reduced to the root with mark 0 .

Assume that (3.10) is true for $n \in \mathbb{N}$. Using the recursive definition of $\tau_{\ell}$, we have:

$$
\begin{aligned}
& P\left(r_{n+1}^{*}\left(\tau_{\ell}\right)=\right.\left.r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right) \\
&=P\left(r_{n}^{*}\left(\tau_{\ell}\right)=r_{n}^{*}\left(t^{*}\right)\right) \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} p_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\left(\mathbf{t}^{*}\right)\right) \\
& \quad \times \sum_{\sum_{u \in z_{n}\left(\mathbf{t}^{*}\right)} t_{u}=\ell} \gamma_{\ell,\left(t_{u}\right)_{u \in z_{n}\left(\mathbf{t}^{*}\right)} \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} \frac{f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right)+\eta_{u}\left(\mathbf{t}^{*}\right), k_{u}(\mathbf{t})\right)}{f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right), 1\right)} .} \quad .
\end{aligned}
$$

Then, the induction assumption as well as the definition of the probabilities $\gamma$ give

$$
\begin{aligned}
& P\left(r_{n+1}^{*}\left(\tau_{\ell}\right)\right.\left.=r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right) \\
&=\mathbb{Q}_{\ell}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} p_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\left(\mathbf{t}^{*}\right)\right) \\
& \times \sum_{\sum_{u \in z_{n}\left(\mathbf{t}^{*}\right)} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}\left(\mathbf{t}^{*}\right)} \frac{\prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right), 1\right) \xi_{t_{u}}}{\xi_{\ell} f_{\ell}\left(M_{n}\left(\mathbf{t}^{*}\right), Z_{n}\left(\mathbf{t}^{*}\right)\right)} \\
& \times \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} \frac{\left.f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right)+\eta_{u}\left(\mathbf{t}^{*}\right)\right), k_{u}\left(\mathbf{t}^{*}\right)\right)}{f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right), 1\right)} .
\end{aligned}
$$

Using Formula (3.11) yields

$$
\begin{aligned}
& P\left(r_{n+1}^{*}\left(\tau_{\ell}\right)=r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right) \\
& \quad=\frac{1}{\xi_{\ell}} \mathbb{P}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} p_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\left(\mathbf{t}^{*}\right)\right) \\
& \times \sum_{\sum_{u \in z_{n}\left(\mathbf{t}^{*}\right)} t_{u}=\ell}\binom{\ell}{t_{u}, u \in z_{n}\left(\mathbf{t}^{*}\right)} \prod_{u \in z_{n}\left(\mathbf{t}^{*}\right)} f_{t_{u}}\left(m_{u}\left(\mathbf{t}^{*}\right)+\eta\left(\mathbf{t}^{*}\right), k_{u}(\mathbf{t})\right) \xi_{t_{u}}
\end{aligned}
$$

Finally, Equation (2.3) and Lemma 3.4 and then Equation (3.11) give

$$
\begin{aligned}
P\left(r_{n+1}^{*}\left(\tau_{\ell}\right)=r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right) & =\mathbb{P}\left(r_{n+1}^{*}\left(\tau^{*}\right)=r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right) f_{\ell}\left(M_{n+1}\left(\mathbf{t}^{*}\right), Z_{n+1}\left(\mathbf{t}^{*}\right)\right) \\
& =\mathbb{Q}_{\ell}\left(r_{n+1}^{*}\left(\tau^{*}\right)=r_{n+1}^{*}\left(\mathbf{t}^{*}\right)\right)
\end{aligned}
$$

which gives the result for $n+1$.
Remark 3.4. Note that under $\mathbb{Q}_{\ell}$, the extinction probability of the population is equal to 1 . Indeed, using the definition of $\mathbb{Q}_{\ell}$, the Lebesgue's dominated convergence theorem and the fact that $Z_{\infty}=0 \mathbb{P}$-a.s.:

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} & \mathbb{Q}_{\ell}\left(Z_{n}=0\right)=\lim _{n \rightarrow+\infty} \mathbb{E}\left[\mathbb{1}_{Z_{n}=0} f_{\ell}\left(M_{n}, 0\right)\right] \\
= & \frac{1}{\xi_{\ell}} \lim _{n \rightarrow+\infty} \mathbb{E}\left[\mathbb{1}_{Z_{n}=0} M_{n}^{\ell}\right]=\frac{\mathbb{E}\left[M_{\infty}^{\ell}\right]}{\xi_{\ell}}=1
\end{aligned}
$$

Moreover under $\mathbb{Q}_{\ell}$, one can notice that for all $n \in \mathbb{N}^{*}, Z_{n}$ does not necessary admit a first moment. Just assume that $Z_{1}$ (and so $Z_{n}$ ) does not admit a moment of order $\ell+1$ under $\mathbb{P}$, as:

$$
\begin{aligned}
\xi_{\ell} \mathbb{E}^{\mathbb{Q} \ell}\left[Z_{n}\right] & =\xi_{\ell} \mathbb{E}\left[Z_{n} f\left(M_{n}, Z_{n}\right)\right] \\
& \geq \mathbb{E}\left[Z_{n} \sum_{\substack{t_{1}+\ldots+t_{Z_{n}}=\ell \\
t_{i} \leq 1, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \xi_{t_{i}}\right]=\ell!\xi_{1}^{\ell} \mathbb{E}\left[Z_{n}\binom{Z_{n}}{Z_{n}-\ell}\right]
\end{aligned}
$$

3.2. The super-critical case $\mu>1$. Let us begin with giving an equivalent of $\mathbb{E}\left[M_{p}^{\ell}\right]$ as $p \rightarrow+\infty$.

Proposition 3.2. Let $\ell \in \mathbb{N}^{*}$. Let $\mathbf{p}$ be an offspring distribution which admits a moment of order $\ell \in \mathbb{N}^{*}$ and such that $\mu>1$, and let $\mathbf{q}$ be a mark function satisfying (1.2). Then, there exists a strictly positive constant $\omega_{\ell}$ such that:

$$
\begin{equation*}
\mathbb{E}\left[M_{p}^{\ell}\right] \underset{p \rightarrow \infty}{\sim} \mu^{\ell p} \omega_{\ell} \tag{3.12}
\end{equation*}
$$

Proof. We prove this proposition by induction on $\ell$.
We have for all $p, n \in \mathbb{N}^{*}$, using (2.5):

$$
\begin{equation*}
\mathbb{E}\left[M_{n+p} \mid \mathscr{F}_{n}\right]=M_{n}+Z_{n} \mathbb{E}\left[M_{p}\right] \tag{3.13}
\end{equation*}
$$

and an induction reasoning gives

$$
\mathbb{E}\left[M_{p}\right]= \begin{cases}\mathbb{E}\left[M_{1}\right] \frac{1-\mu^{p}}{1-\mu}, & \text { if } \mu \neq 1  \tag{3.14}\\ p \mathbb{E}\left[M_{1}\right], & \text { otherwise }\end{cases}
$$

We deduce that (3.12) is true for $\ell=1$, with $\omega_{1}:=\frac{\mathbb{E}\left[M_{1}\right]}{\mu-1}$ when $\mu>1$.
Now, assume that (3.12) is true for all $1 \leq i<\ell$ for some $\ell>1$, in other words:

$$
\begin{equation*}
\frac{\mathbb{E}\left[M_{p}^{i}\right]}{\mu^{p i}}=\omega_{i}(1+o(1)) \tag{3.15}
\end{equation*}
$$

In order to obtain the result at rank $\ell$, we write:

$$
\mathbb{E}\left[M_{p}^{\ell}\right]=\mu^{p} \sum_{m=0}^{p-1}\left(\frac{\mathbb{E}\left[M_{m+1}^{\ell}\right]}{\mu^{m+1}}-\frac{\mathbb{E}\left[M_{m}^{\ell}\right]}{\mu^{m}}\right)=: \mu^{p} \sum_{m=0}^{p-1} \frac{\Delta_{m}}{\mu^{m+1}}
$$

and we study the telescopic series with general term $\frac{\Delta_{m}}{\mu^{m+1}}$. To begin with, taking the expectation in (3.1) with $n=1$ and $p=m$ (and using again that $M_{1}^{j}=M_{1}$ for every $j \geq 1$ ), we obtain by isolating the case $j=\ell$ :

$$
\begin{aligned}
\frac{\Delta_{m}}{\mu^{m \ell}}= & \sum_{j=0}^{\ell-1}\binom{\ell}{j} \mathbb{E}\left[\frac{M_{1}}{\mu^{m(\ell-j)}} \sum_{t_{1}+\cdots+t_{Z_{1}}=j}\binom{j}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \frac{\mathbb{E}\left[M_{m}^{t_{i}}\right]}{\mu^{m t_{i}}}\right] \\
& +\mathbb{E}\left[\sum_{\substack{ \\
t_{1}+\cdots+t_{Z_{1}}=\ell \\
t_{i}<\ell, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \frac{\mathbb{E}\left[M_{m}^{t_{i}}\right]}{\mu^{m t_{i}}}\right] \\
& :=\sum_{j=0}^{\ell-1}\binom{m}{j} \mathbb{E}\left[A_{j, m}\right]+\mathbb{E}\left[B_{m}\right]
\end{aligned}
$$

with $B_{m}=0$ if $Z_{1} \leq 1$.

Note that in $B_{m}$, each term of the sum has at most $\ell$ strictly positive $t_{i}$. Thus, setting $\omega_{0}=1$ and $\varpi_{\ell}:=\max _{0 \leq j<\ell} \omega_{j}$ and using (3.15) for $m$ large enough:

$$
\begin{equation*}
0 \leq B_{m} \leq\left(\frac{3}{2}\right)^{\ell} \varpi_{\ell}^{\ell} \sum_{\substack{t_{1}+\cdots+t_{Z_{1}}=\ell \\ t_{i}<\ell, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \leq\left(\frac{3}{2} \varpi_{\ell} Z_{1}\right)^{\ell} \in L^{1} \tag{3.17}
\end{equation*}
$$

Using (3.15) and (3.17), Lebesgue's dominated convergence theorem ensures that:

$$
\lim _{m \rightarrow+\infty} \mathbb{E}\left[B_{m}\right]=\mathbb{E}\left[\lim _{m \rightarrow+\infty} B_{m}\right]=\mathbb{E}\left[\sum_{\substack{t_{1}+\cdots+t_{Z_{1}}=\ell \\ t_{i}<\ell, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \omega_{t_{i}}\right]=: \tilde{c}_{\ell} .
$$

A similar reasoning gives that:

$$
\begin{aligned}
& \lim _{m \rightarrow+\infty} \sum_{j=0}^{\ell-1}\binom{\ell}{j} \mathbb{E}\left[A_{j, m}\right] \\
& \quad=\lim _{m \rightarrow+\infty} \sum_{j=0}^{\ell-1}\binom{\ell}{j} \frac{1}{\mu^{m(\ell-j)}} \mathbb{E}\left[\begin{array}{c}
M_{1} \sum_{t_{1}+\ldots+t_{Z_{1}}=j}\binom{j}{t_{1} \cdots t_{Z_{1}}} \prod_{i=1}^{Z_{1}} \omega_{t_{i}}
\end{array}\right]=0,
\end{aligned}
$$

implying that $\Delta_{m} \sim \mu^{m \ell} \tilde{c}_{\ell}$ when $m$ goes to infinity. As a result:

$$
\begin{aligned}
& \mathbb{E}\left[M_{p}^{\ell}\right]=\mu^{p} \sum_{m=0}^{p-1} \frac{\Delta_{m}}{\mu^{m+1}} \underset{p \rightarrow \infty}{\sim} \mu^{p-1} \sum_{m=0}^{p-1} \mu^{m(\ell-1)} \tilde{c}_{\ell} \\
& \underset{p \rightarrow \infty}{\sim} \mu^{\ell p} \tilde{c}_{\ell}\left(\mu^{\ell}-\mu\right)^{-1}=: \mu^{\ell p} \omega_{\ell} .
\end{aligned}
$$

We deduce the limit of Theorem 1.1 in the super-critical case.
Theorem 3.3. Let $\mathbf{p}$ be an offspring distribution which admits a moment of order $\ell \in \mathbb{N}^{*}$ such that $\mu>1$ and let $\mathbf{q}$ be a mark function satisfying (1.2). For every $n \in \mathbb{N}$ and every $\Lambda_{n} \in \mathscr{F}_{n}$, we have:

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \frac{P_{\ell}\left(Z_{n}\right)}{\mu^{\ell n}}\right], \tag{3.18}
\end{equation*}
$$

where $P_{\ell}$ is a polynomial function of degree $\ell$.

Proof. Let $p, n \in \mathbb{N}$ and note that (3.1) is equivalent to:

$$
\begin{aligned}
\frac{\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]}{\mu^{\ell(n+p)}} & =\sum_{j=0}^{\ell}\binom{\ell}{j} \frac{M_{n}^{\ell-j}}{\mu^{(\ell-j) p+n \ell}} \sum_{t_{1}+\ldots+t_{Z_{n}}=j}\binom{j}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \frac{\mathbb{E}\left[M_{p}^{t_{i}}\right]}{\mu^{p t_{i}}} \\
& :=\sum_{j=0}^{\ell}\binom{\ell}{j} D_{j, p} .
\end{aligned}
$$

With the same notation and reasoning as those in the proof of Proposition 3.2 , for all $j \in \llbracket 0, \ell \rrbracket$ :

$$
\begin{equation*}
D_{j, p} \leq M_{n}^{\ell-j}\left(\frac{3}{2} \varpi_{\ell} Z_{n}\right)^{j} \leq C \tilde{Z}_{n}^{\ell} \tag{3.19}
\end{equation*}
$$

where $C$ is a positive constant and $\tilde{Z}_{n}:=\sum_{i=0}^{n} Z_{i}$, the total population up to generation $n$, belongs to $L^{\ell}$ according to Lemma 3.1. Remark that we use that $M_{n} \leq \tilde{Z}_{n}$.

Thanks to Proposition 3.2, almost surely:

$$
\begin{align*}
\lim _{p \rightarrow+\infty} \sum_{j=0}^{\ell}\binom{\ell}{j} D_{j, p} & =\lim _{p \rightarrow+\infty} \sum_{j=0}^{\ell}\binom{\ell}{j} \frac{M_{n}^{\ell-j}}{\mu^{(\ell-j) p+n \ell}} \sum_{t_{1}+\ldots+t_{Z_{n}}=j}\binom{j}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \omega_{t_{i}} \\
(3.20) & =\frac{1}{\mu^{n \ell}} \sum_{t_{1}+\ldots+t_{Z_{n}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \omega_{t_{i}} . \tag{3.20}
\end{align*}
$$

Using (3.19), (3.20) and Proposition 3.2, Lebesgue's dominated convergence theorem gives:

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \frac{1}{\mu^{n \ell} \omega_{\ell}} \sum_{t_{1}+\ldots+t_{Z_{n}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \omega_{t_{i}}\right]
$$

To prove that the sum in the right hand side of the above equation is indeed a polynomial function in $Z_{n}$, let us introduce, for $1 \leq i \leq \ell$ the set

$$
\begin{equation*}
S_{q, \ell}=\left\{\mathbf{n}=\left(n_{1}, \ldots, n_{q}\right) \in\left(\mathbb{N}^{*}\right)^{q}, \sum_{m=1}^{q} n_{m}=\ell\right\} \tag{3.21}
\end{equation*}
$$

and for $\mathbf{n} \in S_{q, \ell}, z \in \mathbb{N}^{*}$,

$$
A_{\mathbf{n}, z}=\left\{\left(t_{1}, \ldots, t_{z}\right) \in \mathbb{N}^{z},\left\{t_{1}, \ldots, t_{z}\right\}=\left\{n_{1}, \ldots, n_{q}, 0\right\}\right\} .
$$

Then, we have

$$
\begin{aligned}
& \sum_{t_{1}+\ldots+t_{Z_{n}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \omega_{t_{i}} \\
&=\sum_{q=1}^{\ell} \sum_{\mathbf{n} \in S_{q, \ell}} \sum_{\left(t_{1}, \ldots, t_{Z_{n}}\right) \in A_{\mathbf{n}, Z_{n}}}\binom{\ell}{t_{1} \cdots t_{Z_{n}}} \prod_{i=1}^{Z_{n}} \omega_{t_{i}} \\
&=\sum_{q=1}^{\ell} \sum_{\mathbf{n} \in S_{q, \ell}}\binom{\ell}{n_{1} \cdots n_{q}}\left(\prod_{i=1}^{q} \omega_{n_{i}}\right) \operatorname{Card}\left(A_{\mathbf{n}, Z_{n}}\right)
\end{aligned}
$$

and $\operatorname{Card}\left(A_{\mathbf{n}, Z_{n}}\right)$ is clearly a polynomial of degree $q$ in $Z_{n}$ as it can be written $\binom{Z_{n}}{q} b_{\mathbf{n}}$ where $b_{\mathbf{n}}$ is a constant depending only of $\mathbf{n}$.
Remark 3.5. The martingale $P_{\ell}\left(Z_{n}\right) / \mu^{\ell n}$ already appears in [2]. By uniqueness property of Proposition 4.3 of [2], this is indeed the same martingale.

Remark 3.6. The (unmarked) random tree whose distribution is given by the change of probability using the martingale $P_{\ell}\left(Z_{n}\right) / \mu^{\ell n}$ is already described in Definition 4.4 of [2]. As this martingale does not depends on the marks, it is not difficult to see that the random marked tree associated (via the Girsanov transformation) with this martingale has the same mark function $\mathbf{q}$ that is:

- The unmarked tree is those of Definition 4.4 of [2],
- Conditionally on this tree, all the nodes are marked independently of each others and a node $u$ with $k_{u}$ offspring has mark one with probability $\mathbf{q}\left(k_{u}\right)$.
3.3. The critical case $\mu=1$. As for the super-critical case, we need an equivalent of $\mathbb{E}\left[M_{p}^{\ell}\right]$ as $p \rightarrow+\infty$.

Proposition 3.3. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1), that admits a moment of order $\ell \in \mathbb{N}^{*}$ and satisfies $\mu=1$. Let $\mathbf{q}$ be a mark function satisfying (1.2). Then, there exists a positive constant $\tilde{\omega}_{\ell}$ such that:

$$
\begin{equation*}
\mathbb{E}\left[M_{p}^{\ell}\right]_{p \rightarrow \infty}^{\sim} p^{2 \ell-1} \tilde{\omega}_{\ell} . \tag{3.22}
\end{equation*}
$$

Proof. The proof is similar to the proof of Proposition 3.2. According to (3.14), (3.22) is true for $\ell=1$ with $\tilde{\omega}_{1}:=\mathbb{E}\left[M_{1}\right]$. Now, assume that there exists $\ell$ such that (3.22) is true for all $1 \leq i<\ell$, in other words:

$$
\begin{equation*}
\mathbb{E}\left[M_{p}^{i}\right]=p^{2 i-1} \tilde{\omega}_{i}(1+o(1)) . \tag{3.23}
\end{equation*}
$$

In order to obtain the equivalent, we write:

$$
\mathbb{E}\left[M_{p}^{\ell}\right]=\sum_{i=0}^{p-1}\left(\mathbb{E}\left[M_{i+1}^{\ell}\right]-\mathbb{E}\left[M_{i}^{\ell}\right]\right)=\sum_{i=0}^{p-1} \Delta_{i},
$$

and we study the telescopic series with general term $\Delta_{i}$. According to Proposition 3.2, more precisely (3.16), we obtain:

$$
\frac{\Delta_{m}}{m^{2(\ell-1)}}=\sum_{j=0}^{\ell-1} \frac{\mathbb{E}\left[A_{j, m}\right]}{m^{2(\ell-1)}}+\frac{\mathbb{E}\left[B_{m}\right]}{m^{2(\ell-1)}},
$$

with $\Delta_{m}, A_{j, m}$ and $B_{m}$ defined in the proof of Proposition 3.2 with $\mu=1$ in our case.

Let $z>1$. We set $\tilde{\omega}_{0}=1$ and $\tilde{\varpi}_{\ell}:=\max _{0 \leq j<\ell} \tilde{\omega}_{j}$ and, for $t=\left(t_{1}, \ldots, t_{z}\right)$ such that $\forall i, 0 \leq t_{i}<\ell$ and $\sum_{i=1}^{z} t_{i}=\ell$, we set $N(t):=\sum_{i=1}^{z} \mathbb{1}_{t_{i}>0}$ the number of positive $t_{i}$. Thus, noting that $N(t) \geq 2$ for every term of the sum in $B_{m}$, and using (3.23) for $m$ large enough:

$$
\begin{align*}
0 \leq \frac{B_{m}}{m^{2(\ell-1)}} & =\sum_{\substack{t_{1}+\ldots+t_{Z_{1}}=\ell \\
t_{i}<\ell, \forall i}}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \frac{m^{2 \ell-N(t)}}{m^{2(\ell-1)}} \prod_{i=1}^{Z_{1}} \tilde{\omega}_{t_{i}}(1+o(1)) \\
24) & \leq\left(\frac{3}{2} \tilde{\varpi}_{m}\right)^{\ell} \sum_{t_{1}+\ldots+t_{Z_{1}}=\ell}\binom{\ell}{t_{1} \cdots t_{Z_{1}}} \leq\left(\frac{3}{2} \tilde{\varpi}_{m} Z_{1}\right)^{\ell} \in \mathrm{L}^{1} . \tag{3.24}
\end{align*}
$$

Note that the only terms in $B_{m}$ that do not tend to 0 a.s. is when $N(t)=2$. Then using (3.23) and (3.24), Lebesgue's dominated convergence theorem ensures that:

$$
\begin{align*}
& \lim _{m \rightarrow+\infty} \frac{\mathbb{E}\left[B_{m}\right]}{m^{2(\ell-1)}}=\mathbb{E}\left[\lim _{m \rightarrow+\infty} \frac{B_{m}}{m^{2(\ell-1)}}\right]  \tag{3.25}\\
&=\mathbb{E}\left[\frac{Z_{1}\left(Z_{1}-1\right)}{2}\right] \sum_{\substack{t_{1}+t_{2}=\ell \\
t_{1}, t_{2}>0}}\binom{\ell}{t_{1} t_{2}} \tilde{\omega}_{t_{1}} \tilde{\omega}_{t_{2}}=: \tilde{d}_{\ell} .
\end{align*}
$$

A similar reasoning gives that $\lim _{m \rightarrow+\infty} \frac{\mathbb{E}\left[A_{j, m]}\right]}{m^{2(\ell-1)}}=0$ and we can conclude with (3.25) that $\Delta_{m} \sim m^{2(\ell-1)} \tilde{d}_{\ell}$ when $m$ goes to infinity. As a result:

$$
\mathbb{E}\left[M_{p}^{\ell}\right]=\sum_{i=0}^{p-1} \Delta_{i} \underset{p \rightarrow+\infty}{\sim} \tilde{d}_{\ell} \sum_{i=0}^{p-1} i^{2(\ell-1)} .
$$

We then use the following property

$$
\sum_{i=0}^{p-1} i^{m}=\frac{1}{m+1} \sum_{i=0}^{m}(-1)^{i}\binom{m+1}{i} \mathscr{B}_{i}(p-1)^{m+1-i} \underset{p \rightarrow+\infty}{\sim} \frac{p^{m+1}}{m+1},
$$

where $\mathscr{B}_{j}$ are Bernoulli numbers, see [10], and we get

$$
\mathbb{E}\left[M_{p}^{\ell}\right]_{p \rightarrow+\infty}^{\sim} \frac{p^{2 \ell-1}}{2 \ell-1} \tilde{d}_{\ell}=: p^{2 \ell-1} \tilde{\omega}_{\ell} .
$$

We deduce Theorem 1.1 for the case $\mu=1$ :

Theorem 3.4. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) that admits a moment of order $\ell \in \mathbb{N}^{*}$ and such that $\mu=1$ and let $\mathbf{q}$ be a mark function satisfying (1.2). For every $n \in \mathbb{N}$ and for every $\Lambda_{n} \in \mathscr{F}_{n}$, we have:

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} M_{n+p}^{\ell}\right]}{\mathbb{E}\left[M_{n+p}^{\ell}\right]}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} Z_{n}\right] . \tag{3.26}
\end{equation*}
$$

Proof. Let $p, n \in \mathbb{N}$, here we write:

$$
\begin{aligned}
& \frac{\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]}{p^{2 \ell-1}} \\
& =\sum_{j=0}^{\ell}\binom{\ell}{j} M_{n}^{\ell-j} \sum_{t_{1}+\ldots+t_{Z_{n}}=j}\binom{j}{t_{1} \cdots t_{Z_{n}}} \frac{1}{p^{2(\ell-j)-1+N(t)}} \frac{\prod_{\ell=1}^{Z_{n}} \mathbb{E}\left[M_{p}^{\left.t_{\ell}\right]}\right.}{p^{2 j-N(t)}} \\
& =: \sum_{j=0}^{\ell}\binom{\ell}{j} M_{n}^{\ell-j} \sum_{t_{1}+\ldots+t_{Z_{n}=j}}\binom{j}{t_{1} \cdots t_{Z_{n}}} W_{j, N(t), p},
\end{aligned}
$$

and (3.19) remains true replacing $\mu^{(\ell-j) p+n j}$ by $p^{2(\ell-j)-1+N(t)}$ giving us an upper bound independent of $p$.
Note that $W_{j, N(t), p}$ tends to 0 a.s. except for $j=\ell$ and $N(t)=1$ implying that, using (3.22):

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[M_{n+p}^{\ell} \mid \mathscr{F}_{n}\right]}{p^{2 \ell-1}}=\lim _{p \rightarrow+\infty} \frac{Z_{n} \mathbb{E}\left[M_{p}^{\ell}\right]}{p^{2 \ell-1}}=Z_{n} \tilde{\omega}_{\ell}
$$

To conclude, as in Theorem 3.3, we use (3.22) again and Lebesgue's dominated convergence theorem to obtain (3.26).
Remark 3.7. As for the super-critical case, the martingale is a known one and the associated random marked tree is a size-biased tree (i.e. Kesten's tree, see [9]) associated with the offspring distribution $\mathbf{p}$ and with the mark function $\mathbf{q}$ being unchanged.

## 4. Exponential penalization

We now consider a penalization of the form $s^{M_{n}} t^{Z_{n}}$ with $s \in(0,1), t \in$ $[0,1]$. The case $s=1$ has already beed studied in [2].

To begin with, let us set for $p \geq 1, s, t \in[0,1], \varphi_{p}(s, t)=\mathbb{E}\left[s^{M_{p}} t^{Z_{p}}\right]$. For $s \in(0,1)$ fixed, we consider the function $f_{s}$ defined for $t \in[0,1]$ by

$$
f_{s}(t)=\varphi_{1}(s, t)=\sum_{k=0}^{+\infty} \mathbf{p}(k) t^{k}(s \mathbf{q}(k)+1-\mathbf{q}(k)) .
$$

As $f_{s}$ is $\mathscr{C}^{\infty}$ on $[0,1)$, increasing, convex and satisfies $0 \leq f_{s} \leq 1, f_{s}(1)<1$, the function $f_{s}$ admits a unique fixed point denoted $\kappa(s)$ on $[0,1]$. Furthermore, using the notation $f^{p}=f \circ \ldots \circ f$ for the $p$-th composition of $f$, we have $\varphi_{p}(s, t)=f_{s}^{p}(t)$ and

$$
\begin{equation*}
\forall t \in[0,1], \lim _{p \rightarrow+\infty} \mathbb{E}\left[s^{M_{p}} t^{Z_{p}}\right]=\lim _{p \rightarrow+\infty} f_{s}^{p}(t)=\kappa(s) \tag{4.1}
\end{equation*}
$$

Note that $\kappa(s)=0$ if and only if $\mathbf{p}(0)=0$. Therefore, we must study separately the two cases $\mathbf{p}(0)>0$ and $\mathbf{p}(0)=0$.

### 4.1. Case $\mathbf{p}(0)>0$.

Theorem 4.1. (1) Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) and such that $\mathbf{p}(0)>0$, and let $\mathbf{q}$ be a mark function satisfying (1.2). For every $t \in[0,1]$ and $s \in(0,1)$, for every $n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}$, we have:

$$
\begin{equation*}
\frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]} \underset{p \rightarrow+\infty}{\longrightarrow} \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \kappa(s)^{Z_{n}-1}\right] . \tag{4.2}
\end{equation*}
$$

(2) The probability measure $\mathbb{Q}_{s, 1}$ defined on $\left(\mathbb{T}^{*}, \mathscr{F}_{\infty}\right)$ by

$$
\forall n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}, \quad \mathbb{Q}_{s, 1}\left(\Lambda_{n}\right)=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \kappa(s)^{Z_{n}-1}\right],
$$

is the distribution of a $M G W$ tree with reproduction-marking law $p_{s, 0}$ defined by :

$$
\begin{equation*}
\forall k \in \mathbb{N}, \forall \eta \in\{0,1\}, \quad p_{s, 0}(k, \eta)=\mathbf{p}_{0}(k, \eta) s^{\eta} \kappa(s)^{k-1} \tag{4.3}
\end{equation*}
$$

where $\mathbf{p}_{0}(k, \eta)$ is defined by (2.4).
Proof. (1) Thanks to the branching property and (2.5), for $p, n \in \mathbb{N}$, we have:

$$
\begin{equation*}
\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}} \mid \mathscr{F}_{n}\right]=s^{M_{n}} \mathbb{E}\left[s^{M_{p}} t^{Z_{p}}\right]^{Z_{n}}=s^{M_{n}} f_{s}^{p}(t)^{Z_{n}} . \tag{4.4}
\end{equation*}
$$

As $s^{M_{n}} f_{s}^{p}(t)^{Z_{n}} \leq 1$, by dominated convergence theorem and according to (4.1), we obtain:

$$
\begin{aligned}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]} & =\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} f_{s}^{p}(t)^{Z_{n}}\right]}{f_{s}^{n+p}(t)} \\
& =\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} \kappa(s)^{Z_{n}-1}\right] .
\end{aligned}
$$

(2) Let $\tau_{s, 1}$ be a MGW tree with the reproduction-marking law $p_{s, 0}$ defined on some probability space $(\Omega, \mathscr{A}, P)$. To obtain our result, it suffices to prove that:

$$
\forall \mathbf{t}^{*} \in \mathbb{T}^{*}, \forall n \in \mathbb{N}, \quad \mathbb{Q}_{s, 1}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right)=P\left(r_{n}^{*}\left(\tau_{s, 1}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) .
$$

Let $\mathbf{t}^{*}=\left(\mathbf{t},\left(\eta_{u}\right)_{u \in \mathbf{t}}\right) \in \mathbb{T}^{*}$. As $\sum_{u \in r_{n-1}(\mathbf{t})}\left(k_{u}(\mathbf{t})-1\right)=Z_{n}\left(\mathbf{t}^{*}\right)-1$, we obtain our result since:

$$
\begin{aligned}
& P\left(r_{n}^{*}\left(\tau_{s, 1}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) \\
& \quad=\prod_{u \in r_{n-1}^{*}\left(\mathbf{t}^{*}\right)} p_{s, 0}\left(k_{u}(\mathbf{t}), \eta_{u}\right) \\
& \quad=\prod_{u \in r_{n-1}^{*}\left(\mathbf{t}^{*}\right)} \mathbf{p}_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\right) \kappa(s)^{k_{u}(\mathbf{t})-1} s^{\eta_{u}} \\
& \quad=s^{M_{n}\left(\mathbf{t}^{*}\right)} \kappa(s)^{\sum_{u \in r_{n-1}(\mathbf{t})} k_{u}-1} \prod_{u \in r_{n-1}^{*}\left(\mathbf{t}^{*}\right)} \mathbf{p}_{0}\left(k_{u}(\mathbf{t}), \eta_{u}\right) \\
& \quad=s^{M_{n}\left(\mathbf{t}^{*}\right)} \kappa\left(s s^{Z_{n}\left(\mathbf{t}^{*}\right)-1} \mathbb{P}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right)\right. \\
& \quad=\mathbb{Q}_{s, 1}\left(r_{n}^{*}\left(\tau^{*}\right)=r_{n}^{*}\left(\mathbf{t}^{*}\right)\right) .
\end{aligned}
$$

As in [2], the previous penalization can be generalized by looking at the penalization $H_{\ell}\left(Z_{p}\right) s^{M_{p}} t^{Z_{p}}$ where $H_{\ell}$ is the $\ell$-th Hilbert polynomial defined for $\ell \geq 1$ by

$$
H_{\ell}(x)=\frac{1}{\ell!} \prod_{j=0}^{\ell-1}(x-j)
$$

Recall the definition of the set $S_{q, \ell}$ of (3.21). Using Faà di Bruno's formula, we have for any functions $f, h$ of class $\mathcal{C}^{\ell}$ :

$$
\begin{equation*}
(f \circ h)^{(\ell)}(s)=\sum_{i=1}^{\ell} \frac{\ell!}{i!} f^{(i)}(h(s)) \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{h^{\left(n_{j}\right)}(s)}{n_{j}!} . \tag{4.5}
\end{equation*}
$$

We first need asymptotics for the derivatives of the $p$-th composition of $f_{s}$ as $p \rightarrow+\infty$.

Lemma 4.1. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1), $\mathbf{p}(0)>0$ and that admits a moment or order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2). Then, for all $s \in(0,1)$, there exists a positive function $C_{\ell}$ such that for all $t \in[0,1]$ :

$$
\begin{equation*}
\left(f_{s}^{p}\right)^{(\ell)}(t) \underset{p \rightarrow+\infty}{\sim} f_{s}^{\prime}(\kappa(s))^{p} C_{\ell}(t) . \tag{4.6}
\end{equation*}
$$

Proof. Note that $f_{s}^{\prime}(\kappa(s)) \in(0,1)$ since $f_{s}$ is convex, increasing on $[0,1]$, $f_{s}(0)>0$ and $f_{s}(1)<1$ by (1.2).

To prove (4.6) for $\ell=1$, we use a proof similar to that in [4] p.38. We study the function

$$
\begin{equation*}
Q_{p}(t):=f_{s}^{\prime}(\kappa(s))^{-p}\left(f_{s}^{p}(t)-\kappa(s)\right) . \tag{4.7}
\end{equation*}
$$

This function can be derived and we have:

$$
Q_{p}^{\prime}(t)=\frac{\left(f_{s}^{p}\right)^{\prime}(t)}{f_{s}^{\prime}(\kappa(s))^{p}}=\prod_{j=0}^{p-1} \frac{f_{s}^{\prime}\left(f_{s}^{j}(t)\right)}{f_{s}^{\prime}(\kappa(s))}=\prod_{j=0}^{p-1}\left(1+\left(\frac{f_{s}^{\prime}\left(f_{s}^{j}(t)\right)}{f_{s}^{\prime}(\kappa(s))}-1\right)\right)
$$

We fix $t \in[0,1]$ and show first that $Q_{p}^{\prime}(t)$ admits a positive limit $Q^{\prime}(t)$ when $p$ goes to infinity. The positivity is clear as $f_{s}^{j}(t) \in[0,1[$ implying that $f_{s}^{\prime}\left(f_{s}^{j}(t)\right)>0$.
The existence of this limit is equivalent to the convergence of the series with general term $a_{j}:=\left|f_{s}^{\prime}(\kappa(s))-f_{s}^{\prime}\left(f_{s}^{j}(t)\right)\right|$.
Let $\varepsilon>0$ be such that $0<\kappa(s)+\varepsilon<1$ and let $\gamma:=f_{s}^{\prime}(\kappa(s)+\varepsilon)<1$. According to (4.1), there exists $j_{0}$ such that for all $j \geq 0, f_{s}^{j+j_{0}}(t)<\kappa(s)+\varepsilon$. Let $j \in \mathbb{N}$. Since $f_{s}^{\prime \prime}$ is increasing and $\max \left(\kappa(s), f_{s}^{j+j_{0}}(t)\right)<\kappa(s)+\varepsilon$, thanks to the mean value inequality, we have:

$$
a_{j+j_{0}}=\left|f_{s}^{\prime}(\kappa(s))-f_{s}^{\prime}\left(f_{s}^{j+j_{0}}(t)\right)\right| \leq f_{s}^{\prime \prime}(\kappa(s)+\varepsilon)\left|\kappa(s)-f_{s}^{j+j_{0}}(t)\right| .
$$

With the same arguments applied to $f_{s}^{\prime}$ and using the fact that $f_{s}(\kappa(s))=$ $\kappa(s)$ :

$$
\left|\kappa(s)-f_{s}^{j+j_{0}}(t)\right| \leq \gamma\left|f_{s}^{j+j_{0}-1}(\kappa(s))-f_{s}^{j+j_{0}-1}(t)\right| .
$$

By iteration we obtain: $a_{j+j_{0}} \leq f_{s}^{\prime \prime}(\kappa(s)+\varepsilon) \gamma^{j}$, since $0<\gamma<1$, we have $\sum_{j=0}^{\infty} a_{j}<+\infty$.

Therefore, $\frac{\left(f_{s}^{p}\right)^{\prime}(t)}{f_{s}^{\prime}(\kappa(s))^{p}} \underset{p \rightarrow+\infty}{\longrightarrow} Q^{\prime}(t)$, implying (4.6) for $\ell=1$ with $C_{1}(t)=$ $Q^{\prime}(t)$.

The proof is similar of the induction step of Lemma 3.2 in [2]. We assume that (4.6) is true for all $j \leq \ell-1$. We use Faà di Bruno's Formula (4.5), and we obtain:

$$
\begin{align*}
& \frac{\left(f_{s}^{p+1}\right)^{(\ell)}(t)}{\left(f_{s}^{p+1}\right)^{\prime}(t)}-\frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)}  \tag{4.8}\\
& \quad=\frac{1}{\left(f_{s}^{p+1}\right)^{\prime}(t)} \sum_{i=2}^{\ell} \frac{\ell!}{i!} f_{s}^{(i)}\left(f_{s}^{p}(t)\right) \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!}
\end{align*}
$$

Since for every $2 \leq i \leq \ell$ and every $\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}, n_{j}<\ell$ for all $j \leq i$, we can use the induction hypothesis:

$$
\begin{align*}
\sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} & \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!}  \tag{4.9}\\
\underset{p \rightarrow+\infty}{\sim} & \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{i=1}^{i} \frac{f_{s}^{\prime}(\kappa(s))^{p} C_{n_{j}}(t)}{n_{j}!}=: f_{s}^{\prime}(\kappa(s))^{p i} K_{i}(t),
\end{align*}
$$

with $K_{i}$ a positive function.

Equation (4.1) and the continuity of $f_{s}^{(j)}$ imply that

$$
\lim _{p \rightarrow+\infty} f_{s}^{(j)}\left(f_{s}^{p}(t)\right)=f_{s}^{(j)}(\kappa(s))
$$

for all $j \geq 1$.
Moreover, since $f_{s}^{\prime}(\kappa(s))<1$, Equations (4.8) and (4.9) imply that:

$$
\begin{aligned}
& \frac{\left(f_{s}^{p+1}\right)^{(\ell)}(t)}{\left(f_{s}^{p+1}\right)^{\prime}(t)}-\frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)} \underset{p \rightarrow+\infty}{\sim} \frac{\ell!}{2!} f_{s}^{\prime \prime}(\kappa(s)) \frac{f_{s}^{\prime}(\kappa(s))^{2 p}}{\left(f_{s}^{p+1}\right)^{\prime}(t)} K_{2}(t) \\
& \sim f_{s}^{\prime}(\kappa(s))^{p} \tilde{K}(t)
\end{aligned}
$$

with $\tilde{K}(t)$ a positive function.
Since $0<f_{s}^{\prime}(\kappa(s))<1$, we have on $[0,1]$ :

$$
\begin{aligned}
0<\tilde{C}_{\ell}(t):=\lim _{p \rightarrow+\infty} & \frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)} \\
& =\frac{\left(f_{s}\right)^{(\ell)}(t)}{f_{s}^{\prime}(t)}+\sum_{p \geq 1}\left(\frac{\left(f_{s}^{p+1}\right)^{(\ell)}(t)}{\left(f_{s}^{p+1}\right)^{\prime}(t)}-\frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)}\right)<+\infty
\end{aligned}
$$

The previous result is equivalent to $\left(f_{s}^{p}\right)^{(\ell)}(t) \underset{p \rightarrow+\infty}{\sim} \tilde{C}_{\ell}(t)\left(f_{s}^{p}\right)^{\prime}(t)$, and we conclude with the induction hypothesis and $C_{\ell}(t):=C_{1}(t) \tilde{C}_{\ell}(t)$.

We can now show the results of the limit with the penalization function $H_{\ell}\left(Z_{p}\right) s^{M_{p}} t^{Z_{p}-\ell}$.

Theorem 4.2. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) with $\mathbf{p}(0)>$ 0 and that admits a moment of order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2). Let $n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}, t \in[0,1]$ and $s \in(0,1)$ fixed, we have

$$
\frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]} \underset{p \rightarrow+\infty}{\rightarrow} \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \frac{s^{M_{n}} Z_{n} \kappa(s)^{Z_{n}-1}}{f_{s}^{\prime}(\kappa(s))^{n}}\right]
$$

Proof. The proof is inspired by those of Theorem 3.3 in [2].
Let $s \in(0,1)$ be fixed. Let $p, n \in \mathbb{N}$, according to (4.4) and Faà di Bruno's formula (4.5), we have for every $t \in[0,1]$ :

$$
\begin{align*}
& \mathbb{E}\left[H_{\ell}\left(Z_{p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell} \mid \mathscr{F}_{n}\right]  \tag{4.10}\\
&=\frac{s^{M_{n}}}{\ell!} \frac{\partial^{\ell}}{\partial t^{\ell}}\left(f_{s}^{p}(t)^{Z_{n}}\right) \\
&=s^{M_{n}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) f_{s}^{p}(t)^{Z_{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} \\
&=s^{M_{n}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) f_{s}^{p}(t)^{Z_{n}-i} R_{i}(t) . \tag{4.11}
\end{align*}
$$

Applying (4.6), as $0<f_{s}^{\prime}(\kappa(s))<1$, we obtain for all $i \geq 1$ and $t \in[0,1]$, as $p$ goes to $+\infty$,

$$
\begin{equation*}
\frac{R_{i}(t)}{f^{\prime}(\kappa(s))^{p}}=c_{i}(t) f_{s}^{\prime}(\kappa(s))^{p(i-1)}+o\left(f_{s}^{\prime}(\kappa(s))^{p(i-1)}\right) \tag{4.12}
\end{equation*}
$$

for some strictly positive function $c_{i}$. Thereby, using (4.1) in (4.10), we get a.s.:

$$
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[H_{\ell}\left(Z_{p+n}\right) s^{M_{p+n}} t^{Z_{p+n}-\ell} \mid \mathscr{F}_{n}\right]}{f^{\prime}(\kappa(s))^{p}}=\frac{c_{1}(t)}{\ell!} s^{M_{n}} Z_{n} \kappa(s)^{Z_{n}-1}
$$

Note that (4.12) implies the existence of a positive function $C$, such that, for all $t \in[0,1]$ :

$$
\max _{1 \leq i \leq \ell} \frac{R_{i}(t)}{f^{\prime}(\kappa(s))^{p}} \leq C(t)
$$

and since $s<1, f_{s}^{p}(t)<1$ for all $t \in[0,1]$ :

$$
\begin{equation*}
0 \leq \frac{\mathbb{E}\left[H_{\ell}\left(Z_{p+n}\right) s^{M_{p+n}} t^{Z_{p+n}-\ell} \mid \mathscr{F}_{n}\right]}{f^{\prime}(\kappa(s))^{p}} \leq C(t) \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) . \tag{4.13}
\end{equation*}
$$

As $H_{i}\left(Z_{n}\right)$ is integrable, we have by dominated convergence:

$$
\begin{equation*}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{p+n}\right) s^{M_{p+n}} t^{Z_{p+n}-\ell}\right]}{f^{\prime}(\kappa(s))^{p}}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} Z_{n} \kappa(s)^{Z_{n}-1}\right] . \tag{4.14}
\end{equation*}
$$

We obtain our result taking the previous formula for $n=0$ and $\Lambda_{n}=\Omega$ and taking the ratio of these two quantities.

In order to describe the new probability $\mathbb{Q}_{s, 2}$ defined on $\left(\mathbb{T}^{*}, \mathscr{F}_{\infty}\right)$ by:

$$
\begin{equation*}
\forall \Lambda_{n} \in \mathscr{F}_{n}, \mathbb{Q}_{s, 2}\left(\Lambda_{n}\right)=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \frac{s^{M_{n}} Z_{n} \kappa(s)^{Z_{n}-1}}{f_{s}^{\prime}(\kappa(s))^{n}}\right], \tag{4.15}
\end{equation*}
$$

we need to introduce the following marked random tree:
Definition 4.1. A special random marked tree is a multi-type random marked tree $\tau_{s, 2}$ described as follows:

- the nodes are normal or special;
- the root is special;
- the reproduction-marking law of a normal node is $p_{s, 0}$ (see (4.3));
- the reproduction-marking law of a special node is

$$
p_{s, 1}(k, \eta)=p_{s, 0}(k, \eta) \frac{k}{f_{s}^{\prime}(\kappa(s))} ;
$$

- at each generation, conditionnally given the number of individuals at that generation, there is a unique special node chosen uniformly among all the individuals of this generation.

Using the same arguments as in the proof of Theorem 3.2, we have the following result:

Theorem 4.3. The probability $\mathbb{Q}_{s, 2}$ defined by (4.15) is the distribution of a special random marked tree defined in Definition 4.1.
4.2. Case $\mathbf{p}(0)=0$. Henceforth, we consider the case where $\mathbf{p}(0)=0$ implying $\kappa(s)=0$ and denote by $r:=\min \{j>0 ; \mathbf{p}(j)>0\}$ and $\alpha_{r}(s):=$ $\mathbf{p}(r)(s \mathbf{q}(r)+1-\mathbf{q}(r))$.
We begin to give an equivalent of Lemma 4.1 in this case.
Lemma 4.2. Assume $r \geq 2$. For every $\ell \in \mathbb{N}$, every $s \in(0,1)$ and every $t \in(0,1]$, there exists a positive function $K_{s, \ell}(t)$, such that, as $p \rightarrow+\infty$,

$$
\begin{equation*}
\left(f_{s}^{p}\right)^{(\ell)}(t)=K_{s, \ell}(t) r^{p \ell} e^{r^{p} b(t)}(1+o(1)), \tag{4.16}
\end{equation*}
$$

where

$$
b(t):=\ln (t)+\sum_{j=0}^{+\infty} r^{-(j+1)} \ln \left(\frac{f_{s}^{j+1}(t)}{f_{s}^{j}(t)^{r}}\right) .
$$

Proof. The case $\ell=0$ is inspired by the proof of Lemma 10 in [6]. First, note that for all $t \in(0,1]$,

$$
f_{s}(t)=\mathbb{E}\left[s^{M_{1}} t^{Z_{1}}\right] \leq \mathbb{E}\left[s^{M_{1}}\right]=: \gamma(s) \in(0,1) .
$$

$f_{s}$ being non decreasing, we have:

$$
f_{s}^{2}(t) \leq f_{s}(\gamma(s))=\sum_{j \geq r} \gamma(s)^{j} \alpha_{j}(s) \leq \gamma(s)^{r},
$$

and with an obvious induction reasoning $f_{s}^{p}(t) \leq \gamma(s)^{r^{p-1}}$ for all $p \in \mathbb{N}^{*}$.
Moreover, as for $0<t \leq 1, f_{s}^{p}(t) \neq 0$, we can write:

$$
\begin{equation*}
\frac{f_{s}^{p+1}(t)}{\alpha_{r}(s) f_{s}^{p}(t)^{r}}=1+\sum_{j \geq 1} \frac{\alpha_{j+r}(s)}{\alpha_{r}(s)} f_{s}^{p}(t)^{j}, \tag{4.17}
\end{equation*}
$$

implying:

$$
\begin{align*}
0 \leq \frac{f_{s}^{p+1}(t)}{\alpha_{r}(s) f_{s}^{p}(t)^{r}}-1 \leq f_{s}^{p}(t) & \sum_{j \geq 1} \frac{\alpha_{j+r}(s)}{\alpha_{r}(s)}  \tag{4.18}\\
& \leq \gamma(s)^{r^{p-1}} \sum_{j \geq 1} \frac{\alpha_{j+r}(s)}{\alpha_{r}(s)}=: \gamma(s)^{r^{p-1}} C_{r} .
\end{align*}
$$

As $\ln (1+u) \leq u$ for every nonnegative $u$, we have:

$$
\ln \left(\frac{f_{s}^{p+1}(t)}{\alpha_{r}(s) f_{s}^{p}(t)}\right) \leq \frac{f_{s}^{p+1}(t)}{\alpha_{r}(s) f_{s}^{p}(t)^{r}}-1 \leq \gamma(s)^{r^{p-1}} C_{r}
$$

and therefore, $b:(0,1] \rightarrow \mathbb{R}$ is well defined since:

$$
-\frac{\ln \left(\alpha_{r}(s)\right)}{r-1}+\sum_{p \geq 0} \frac{1}{r^{p+1}} \ln \left(\frac{f_{s}^{p+1}(t)}{f_{s}^{p}(t)^{r}}\right)=\sum_{p \geq 0} \frac{1}{r^{p+1}} \ln \left(\frac{f_{s}^{p+1}(t)}{\alpha_{r}(s) f_{s}^{p}(t)^{r}}\right)<\infty
$$

Using the telescopic property of the series:
$b(t)-\sum_{j \geq p} \frac{1}{r^{j+1}} \ln \left(\frac{f_{s}^{j+1}(t)}{f_{s}^{j}(t)^{r}}\right)=\ln t+\sum_{j=0}^{p-1} \frac{1}{r^{j+1}} \ln \left(\frac{f_{s}^{j+1}(t)}{f_{s}^{j}(t)^{r}}\right)=\frac{1}{r^{p}} \ln \left(f_{s}^{p}(t)\right)$.
and

$$
\begin{aligned}
\sum_{j \geq p} \frac{1}{r^{j+1}} \ln \left(\frac{f_{s}^{j+1}(t)}{f_{s}^{j}(t)^{r}}\right) & =\ln \left(\alpha_{r}(s)\right) \frac{r^{-p}}{r-1}+\sum_{j \geq p} \frac{1}{r^{j+1}} \ln \left(\frac{f_{s}^{j+1}(t)}{\alpha_{r}(s) f_{s}^{j}(t)^{r}}\right) \\
& =\ln \left(\alpha_{r}(s)\right) \frac{r^{-p}}{r-1}+O\left(\frac{1}{r^{p}} \gamma(s)^{r^{p-1}}\right) .
\end{aligned}
$$

As a result:

$$
\ln \left(f_{s}^{p}(t)\right)=r^{p} b(t)-\frac{\ln \left(\alpha_{r}(s)\right)}{r-1}+O\left(\gamma(s)^{r^{p-1}}\right),
$$

giving:

$$
\begin{equation*}
f_{s}^{p}(t)=\alpha_{r}(s)^{\frac{-1}{r-1}} e^{r^{p} b(t)}(1+o(1))=: K_{s, 0}(t) e^{r^{p} b(t)}(1+o(1)) . \tag{4.19}
\end{equation*}
$$

The result for $\ell=1$ is very similar to the previous one. As $Z_{1} \in L^{1}$, for all $s \in(0,1), f_{s} \in \mathscr{C}^{1}((0,1])$, and for $t \in(0,1]$, we have:

$$
\left(f_{s}^{p+1}\right)^{\prime}(t)=\left(f_{s}^{p}\right)^{\prime}(t) f_{s}^{\prime}\left(f_{s}^{p}(t)\right)=\left(f_{s}^{p}\right)^{\prime}(t) \sum_{j \geq 0}(r+j) \alpha_{j+r} f_{s}^{p}(t)^{r+j-1}
$$

This implies with (4.19):

$$
\begin{aligned}
0 \leq \frac{\left(f_{s}^{p+1}\right)^{\prime}(t)}{\left(f_{s}^{p}\right)^{\prime}(t) r \alpha_{r}(s) f_{s}^{p}(t)^{r-1}}-1 & =\sum_{j \geq 1} \frac{(r+j) \alpha_{j+r}(s)}{r \alpha_{r}(s)} f_{s}^{p}(t)^{j} \\
& \leq f_{s}^{p}(t) \sum_{j \geq 1} \frac{(r+j) \alpha_{j+r}(s)}{r \alpha_{r}(s)} \\
& \leq \widetilde{K}_{s}(t) e^{r^{p} b(t)},
\end{aligned}
$$

where $\tilde{K}_{s}$ is a positive function. Using again that, for all $u>0, \ln (1+u)<u$, we have:

$$
\sum_{p \geq 0} \ln \left(\frac{\left(f_{s}^{p+1}\right)^{\prime}(t)}{\left(f_{s}^{p}\right)^{\prime}(t) r \alpha_{r}(s) f_{s}^{p}(t)^{r-1}}\right)<\infty .
$$

Thanks to Equation (4.19), we have:

$$
\ln \left(\frac{\left(f_{s}^{p+1}\right)^{\prime}(t)}{\left(f_{s}^{p}\right)^{\prime}(t) r \alpha_{r}(s) f_{s}^{p}(t)^{r-1}}\right) \underset{p \rightarrow+\infty}{\sim} \ln \left(\frac{\left(f_{s}^{p+1}\right)^{\prime}(t)}{\left(f_{s}^{p}\right)^{\prime}(t) r e^{r p}(r-1) b(t)}\right),
$$

thereby, it gives:

$$
\begin{aligned}
& \tilde{b}(t):=\sum_{p \geq 0} \ln \left(\frac{\left(f_{s}^{p+1}\right)^{\prime}(t)}{\left(f_{s}^{p}\right)^{\prime}(t) r e^{p p}(r-1) b(t)}\right) \\
&=\sum_{p \geq 0} \ln \left(\frac{\left(f_{s}^{p+1}\right)^{\prime}(t) r^{-p-1} e^{-r^{p+1} b(t)}}{\left(f_{s}^{p}\right)^{\prime}(t) r^{-p} e^{-r^{p} b(t)}}\right)<\infty .
\end{aligned}
$$

$\tilde{b}(t)$ being telescopic, we have:

$$
\begin{equation*}
\ln \left(\frac{\left(f_{s}^{p}\right)^{\prime}(t)}{r^{p} e^{\left(r^{p}-1\right) b(t)}}\right)=\tilde{b}(t)-\sum_{j \geq p} \ln \left(\frac{\left(f_{s}^{j+1}\right)^{\prime}(t)}{\left(f_{s}^{j}\right)^{\prime}(t) r e^{r^{j}(r-1) b(t)}}\right)=\tilde{b}(t)+o(1) \tag{4.20}
\end{equation*}
$$

and as a result:

$$
\begin{equation*}
\left(f_{s}^{p}\right)^{\prime}(t)=r^{p} e^{\left(r^{p}-1\right) b(t)} e^{\tilde{b}(t)}(1+o(1)) \tag{4.21}
\end{equation*}
$$

which is the claimed result for $\ell=1$ with $K_{s, 1}:=e^{\tilde{b}(t)-b(t)}$.
We conclude the proof by induction on $\ell$ : assume that there exists $\ell \geq 2$ such that (4.16) is true for $j<\ell$ and recall (4.8):

$$
\begin{aligned}
\frac{\left(f_{s}^{p+1}\right)^{(\ell)}(t)}{\left(f_{s}^{p+1}\right)^{\prime}(t)}- & \frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)} \\
& =\sum_{i=2}^{\ell} \frac{\ell!}{i!} f_{s}^{(i)}\left(f_{s}^{p}(t)\right) \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \frac{1}{\left(f_{s}^{p+1}\right)^{\prime}(t)} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} .
\end{aligned}
$$

For all $1 \leq i \leq \ell$, according to the induction hypothesis, there exists a positive function $C_{i, s}$ such that:

$$
\begin{equation*}
\sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \frac{1}{\left(f_{s}^{p+1}\right)^{\prime}(t)} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} \sim C_{i, s}(t) r^{p(\ell-1)} e^{r^{p}(i-r) b(t)} \tag{4.22}
\end{equation*}
$$

Note that when $t$ goes to 0 :

$$
f_{s}^{(i)}(t)=\left\{\begin{array}{lc}
t^{r-i} \frac{r!}{(r-i)!} \alpha_{r}(s)+o\left(t^{r-i}\right), & \text { if } i<r \\
i!\alpha_{i}(s)+o(1), & \text { otherwise }
\end{array}\right.
$$

Consequently, as $f_{s}^{p}(t)$ goes to 0 when $p$ goes to infinity, using (4.22):

$$
\begin{aligned}
& \frac{\left(f_{s}^{p+1}\right)^{(\ell)}(t)}{\left(f_{s}^{p+1}\right)^{\prime}(t)}-\frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)} \\
& \sim r^{p(\ell-1)} \sum_{i=2}^{r-1} \frac{\ell!}{i!}\left(f_{s}^{p}(t)\right)^{r-i} \frac{r!}{(r-i)!} \alpha_{r}(s) C_{i, s}(t) e^{r^{p}(i-r) b(t)} \\
& +r^{p(\ell-1)} \sum_{i=r}^{\ell} \ell!\alpha_{i}(s) C_{i, s}(t) e^{r^{p}(i-r) b(t)} \\
& \sim r^{p(\ell-1)} \alpha_{r}(s) \ell!\sum_{i=2}^{r}\binom{r}{i} K_{s, 0}(t)^{r-i} C_{i, s}(t)=: \breve{K}_{s}(t) r^{p(\ell-1)}
\end{aligned}
$$

where $\breve{K}_{s}$ is a positive function.
Since $r^{\ell-1}>1$, the series diverge and the partial sums are equivalent, which gives:

$$
\frac{\left(f_{s}^{p}\right)^{(\ell)}(t)}{\left(f_{s}^{p}\right)^{\prime}(t)} \underset{p \rightarrow+\infty}{\sim} \sum_{j=1}^{p-1} r^{j(\ell-1)} \breve{K}_{s}(t), \underset{p \rightarrow+\infty}{\sim} r^{p(\ell-1)} \breve{K}_{s}(t)
$$

and we conclude using (4.16) for $\ell=1$.
Now we can state the result concerning the limit with the penalization function $H_{\ell}\left(Z_{p}\right) s^{M_{p}} t^{Z_{p}-\ell}$ for all $\ell \in \mathbb{N}$ when $\mathbf{p}(0)=0$.

Theorem 4.4. (1) Let $\mathbf{p}$ be an offspring distribution satisfying (1.1), $\mathbf{p}(0)=0$ and which admits a moment of order $\ell \in \mathbb{N}^{*}$ and let $\mathbf{q}$ be mark function $\mathbf{q}$ satisfying (1.2). Let $r=\min \{k \in \mathbb{N}, \mathbf{p}(k)>0\}$. Let $t \in(0,1]$ and $s \in(0,1)$ be fixed. We have for all $n \in \mathbb{N}$, and all $\Lambda_{n} \in \mathscr{F}_{n}$,

$$
\begin{equation*}
\frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}}\right]} \underset{p \rightarrow+\infty}{\longrightarrow} \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{s, n, 0, r}\right] \tag{4.23}
\end{equation*}
$$

with

$$
B_{s, n, 0, r}= \begin{cases}s^{M_{n}} \alpha_{1}(s)^{-n} \mathbb{1}_{Z_{n}=1} & \text { if } r=1 \\ s^{M_{n}} \alpha_{r}(s)^{\frac{-\left(r^{n}-1\right)}{r-1}} \mathbb{1}_{Z_{n}=r^{n}} & \text { if } r>1\end{cases}
$$

(2) The probability measure $\mathbb{Q}_{s, 0, r}$ defined on $\left(\mathbb{T}^{*}, \mathscr{F}_{\infty}\right)$ by

$$
\forall n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}, \quad \mathbb{Q}_{s, 0, r}\left(\Lambda_{n}\right)=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{s, n, 0, r}\right]
$$

is the distribution of a regular r-ary tree whose each node is marked, independently of each others, with probability

$$
\frac{s \mathbf{q}(r)}{s \mathbf{q}(r)+1-\mathbf{q}(r)}
$$

Proof. We only prove part (1). The proof of (2) follows the same lines as in the proof of Theorem 4.1, (2).

We begin with the case $\ell=0$ and $r=1$. Using (4.4), we obtain:

$$
\begin{equation*}
0 \leq \frac{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}} \mid \mathscr{F}_{n}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]}=\frac{s^{M_{n}} f_{s}^{p}(t)^{Z_{n}}}{f_{s}^{n+p}(t)} \leq \frac{s^{M_{n}} f_{s}^{p}(t)^{Z_{n}-1}}{\left(f_{s}^{n}\right)^{\prime}(0)} \leq \frac{1}{\left(f_{s}^{n}\right)^{\prime}(0)}, \tag{4.24}
\end{equation*}
$$

since the mean value inequality, applied to $f_{s}^{n}$ on $[0,1]$, gives:

$$
f_{s}^{n+p}(t)=f_{s}^{n}\left(f_{s}^{p}(t)\right)-f_{s}^{n}(0) \geq\left(f_{s}^{n}\right)^{\prime}(0) f_{s}^{p}(t)
$$

As $0<\left(f_{s}^{n}\right)^{\prime}(0)=\mathbb{E}\left[s^{M_{n}} \mathbb{1}_{\left\{Z_{n}=1\right\}}\right]<1$, we can use (4.24) to apply Lebesgue's dominated convergence theorem and we just study the a.s. limit to obtain our results.

For $r=1$, according to Lemma 10 in [4] and taking the notations in the proof of Lemma 4.1, we can define:

$$
Q(t)=\int_{\kappa(s)}^{t} Q^{\prime}(x) \mathrm{d} x, t \in[0,1]
$$

such that $\lim _{p \rightarrow+\infty} Q_{p}(t)=Q(t)$ and $Q$ is a positive function.
Since $\kappa(s)=0$, and thanks to the expression (4.7) we have

$$
\begin{equation*}
f_{s}^{p}(t) \underset{p \rightarrow+\infty}{\sim} f_{s}^{\prime}(0)^{p} Q(t), \tag{4.25}
\end{equation*}
$$

with $f_{s}^{\prime}(0)=\mathbb{E}\left[s^{M_{1}} \mathbb{1}_{Z_{1}=1}\right]$. Thereby:

$$
\begin{aligned}
\frac{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}} \mid \mathscr{F}_{n}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]} & \underset{p \rightarrow+\infty}{\sim} s^{M_{n}} f_{s}^{\prime}(0)^{p\left(Z_{n}-1\right)-n} Q(t)^{Z_{n}-1} \\
& \underset{p \rightarrow \infty}{\longrightarrow} s^{M_{n}} f_{s}^{\prime}(0)^{-n} \mathbb{1}_{Z_{n}=1},
\end{aligned}
$$

since $s<1, f_{s}^{\prime}(0)<1$, giving us our result.
Henceforth, we consider $\ell=0$ and $r>1$. According to (4.4) and Lemma 4.2, we get:

$$
\begin{aligned}
& \frac{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}} \mid \mathscr{F}_{n}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]}=\frac{s^{M_{n}} f_{s}^{p}(t)^{Z_{n}}}{f_{s}^{n+p}(t)} \\
& \quad \underset{p \rightarrow+\infty}{\sim} s^{M_{n}} \alpha_{r}^{\frac{-1}{r-1}\left(Z_{n}-1\right)} e^{r^{n+p} b(t)\left(Z_{n} r^{-n}-1\right)} \underset{p \rightarrow \infty}{\longrightarrow} s^{M_{n}} \alpha_{r}^{\frac{-\left(r^{n}-1\right)}{r-1}} \mathbb{1}_{Z_{n}=r^{n}}
\end{aligned}
$$

since $b(t)<0$. To conclude this case, Lemma 4.2 ensures that for $p$ large enough:

$$
\frac{1}{2} \leq \frac{f_{s}^{p}(t)}{\alpha_{r}(s)^{\frac{-1}{r-1}} e^{r p b(t)}} \leq \frac{3}{2}
$$

implying that for $p$ large enough, as $Z_{n} \geq r^{n}$ :

$$
\frac{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}} \mid \mathscr{F}_{n}\right]}{\mathbb{E}\left[s^{M_{n+p}} t^{Z_{n+p}}\right]}=\frac{s^{M_{n}} f_{s}^{p}(t)^{Z_{n}}}{f_{s}^{n+p}(t)} \leq \frac{\left(f_{s}^{p}(t)\right)^{r^{n}}}{f_{s}^{n+p}(t)} \leq 2\left(\frac{3}{2}\right)^{r^{n}} \alpha_{r}(s)^{\frac{-\left(r^{n}-1\right)}{r-1}}
$$

thus we can apply dominated convergence.
Now, we suppose $\ell \geq 1$ and $r=1$. According to Lemma 4.1, (4.10) and (4.25) we have:

$$
\begin{aligned}
& \frac{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell} \mid \mathscr{F}_{n}\right]}{f_{s}^{\prime}(0)^{p}} \\
& =\frac{s^{M_{n}}}{f_{s}^{\prime}(0)^{p}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) f_{s}^{p}(t)^{Z_{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} \\
& \sim \frac{s^{M_{n}}}{f_{s}^{\prime}(0)^{p}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right)\left(f_{s}^{\prime}(0)^{p} Q(t)\right)^{Z_{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{f_{s}^{\prime}(0)^{p} C_{n_{j}}(t)}{n_{j}!} \\
& =s^{M_{n}} f_{s}^{\prime}(0)^{p\left(Z_{n}-1\right)} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) Q(t)^{Z_{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{C_{n_{j}}(t)}{n_{j}!} \\
& \underset{p \rightarrow \infty}{\longrightarrow} s^{M_{n}} \frac{C_{\ell}(t)}{\ell!} \mathbb{1}_{Z_{n}=1 .}
\end{aligned}
$$

The rest of the proof is the same as the one of Theorem 4.2 as the following upper bound remains true in our case:

$$
0 \leq \frac{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell} \mid \mathscr{F}_{n}\right]}{f_{s}^{\prime}(0)^{p}} \leq C \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right)
$$

Finally, we consider the case $\ell \geq 1$ and $r>1$. According to Lemma 4.2, we have for every $1 \leq i \leq \ell$ and every $\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}$, when $p \rightarrow+\infty$ :

$$
\sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} \sim r^{p \ell} e^{r^{p} i b(t)} \tilde{K}_{i}(t)
$$

with $\tilde{K}_{i}(t)$ a positive function, since all the terms in the sum are positive and of the same order. According to (4.10) and (4.19), when $p$ goes to infinity:

$$
\begin{aligned}
& \frac{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell} \mid \mathscr{F}_{n}\right]}{r^{p \ell} e^{r^{m+p} b(t)}} \\
& \sim s^{M_{n}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right)\left(e^{r^{p} b(t)} K_{0}(t)\right)^{Z_{n}-i} e^{r^{p}\left(i-r^{n}\right) b(t)} \tilde{K}_{i}(t) \\
& \sim s^{M_{n}} e^{r^{p}\left(Z_{n}-r^{n}\right) b(t)} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) K_{0}(t)^{Z_{n}-i} \\
& \underset{p \rightarrow \infty}{\longrightarrow} \mathbb{1}_{Z_{n}=r^{n}} s^{M_{n}} \sum_{i=1}^{\ell} H_{i}\left(r^{n}\right) K_{0}(t)^{r^{n}-i}=: s^{M_{n}} a_{n} \mathbb{1}_{Z_{n}=r^{n}}
\end{aligned}
$$

where $a_{n}$ is a positive constant. Note that for $p$ large enough, as $Z_{n} \geq r^{n}$ :

$$
\begin{aligned}
& \frac{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell} \mid \mathscr{F}_{n}\right]}{r^{p \ell} e^{r^{n+p} b(t)}} \\
& \leq \frac{s^{M_{n}}}{r^{p^{\ell \ell}} e^{r^{n+p} b(t)}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) f_{s}^{p}(t)^{r^{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{\left(f_{s}^{p}\right)^{\left(n_{j}\right)}(t)}{n_{j}!} \\
& \leq s^{M_{n}}\left(\frac{3}{2}\right)^{r^{n}} \sum_{i=1}^{\ell} H_{i}\left(Z_{n}\right) K_{0}(t)^{r^{n}-i} \sum_{\left(n_{1}, \ldots, n_{i}\right) \in S_{i, \ell}} \prod_{j=1}^{i} \frac{K_{n_{j}}}{n_{j}!} \in L^{1}
\end{aligned}
$$

as $Z_{n} \in L^{\ell}$. As a result, Lebesgue's dominated convergence theorem gives:

$$
\frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell}\right]}{r^{p \ell} e^{r^{n+p} b(t)}}=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} a_{n} \mathbb{1}_{Z_{n}=r^{n}}\right]
$$

The previous formula is true for $n=0$ and $\Lambda_{0}=\mathbb{T}^{*}$, consequently:

$$
\begin{aligned}
\lim _{p \rightarrow+\infty} \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) s^{M_{n+p}} t^{Z_{n+p}-\ell}\right]} & =\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} r^{-n \ell} \frac{a_{n}}{a_{0}} \mathbb{1}_{Z_{n}=r^{n}}\right] \\
& =: \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} s^{M_{n}} r^{-n \ell} b_{n} \mathbb{1}_{Z_{n}=r^{n}}\right]
\end{aligned}
$$

Since $s^{M_{n}} r^{-n \ell} b_{n} \mathbb{1}_{Z_{n}=r^{n}}$ is a martingale with mean $1, b_{n}=r^{n \ell} \alpha_{r}(s)^{\frac{-\left(r^{n}-1\right)}{r-1}}$.
4.3. Case $s=0$. For the sake of completeness, we consider the case $s=0$, that is we penalize by the quantity

$$
H_{\ell}\left(Z_{p}\right) \mathbb{1}_{M_{p}=0} t^{Z_{p}}
$$

As the proofs are very close to that of the previous sections, we only state the main results and give some ideas for the proofs.

Here, we introduce $\psi(t):=\mathbb{E}\left[\mathbb{1}_{M_{1}=0} t^{Z_{1}}\right], \tilde{r}:=\min \{j>0 ; \mathbf{p}(j)(1-$ $\mathbf{q}(j))>0\}$ and $\tilde{\kappa}$ the smallest positive fixed point of $\psi$.

We begin with the case $\tilde{r}=0$, where $0<\tilde{\kappa}<1$ and we obtain:
Theorem 4.5. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) that admits a moment of order $\ell \in \mathbb{N}^{*}$ and let $\mathbf{q}$ be a mark function satisfying (1.2) such that $\tilde{r}=0$, and let $t \in(0,1]$. We have for all $n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}$ :

$$
\frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) \mathbb{1}_{M_{n+p}=0} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) \mathbb{1}_{M_{n+p}=0} t^{Z_{n+p}}\right]} \underset{p \rightarrow+\infty}{\longrightarrow} \begin{cases}\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{0, n, 1}\right], & \text { if } \ell=0  \tag{4.26}\\ \mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{0, n, 2}\right], & \text { otherwise }\end{cases}
$$

where $B_{0, n, 1}:=\tilde{\kappa}^{Z_{n}-1} \mathbb{1}_{M_{n}=0}$ and $B_{0, n, 2}:=\frac{Z_{n} \tilde{\kappa}^{Z_{n}-1}}{\psi^{\prime}(\tilde{\kappa})^{n}} \mathbb{1}_{M_{n}=0}$.
The proof of this result is based on that of Theorem 4.1 and Theorem 4.2 , and the following asymptotic behavior:

$$
\begin{equation*}
\forall t \in[0,1],\left(\psi^{p}\right)^{(\ell)}(t) \underset{p \rightarrow+\infty}{\sim} \psi^{\prime}(\tilde{\kappa})^{p} C_{\ell}(t) \tag{4.27}
\end{equation*}
$$

where $C_{\ell}$ is a positive function (the proof is similar to that of Lemma 4.1). Under the probability $\mathbb{Q}_{0, i}$ defined on $\left(\mathbb{T}^{*}, \mathscr{F}\right)$ by $\mathbb{Q}_{0, i}\left(\Lambda_{n}\right)=\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} B_{0, n, i}\right]$, for:

- $i=1, \tau^{*}$ is a MGW with the reproduction-marking law:

$$
p_{0,1}(k, \eta)=\mathbf{p}_{0}(k, \eta) \tilde{\kappa}^{k-1} \delta_{\eta 0} ;
$$

- $i=2, \tau^{*}$ is a two-typed random marked tree, there are normal and special nodes. The reproduction-marking law of the normal ones is $p_{0,1}$ and the special ones' is:

$$
p_{0,2}(k, \eta)=\mathbf{p}_{0}(k, \eta) \frac{k \tilde{\kappa}^{k-1}}{\psi^{\prime}(\tilde{\kappa})} \delta_{\eta 0},
$$

and at each generation, there is a unique special node chosen uniformly among all the individuals of this generation.

Henceforth, we consider the case $\tilde{r} \geq 1$. We begin to present a lemma similar to Lemma 4.2 for the case $\tilde{r}>1$.

Lemma 4.3. Suppose $\tilde{r} \geq 2$. For every $\ell \in \mathbb{N}$, and every $t \in(0,1]$, there exists a positive constant $K_{\ell}(t)$, such that

$$
\left(\psi^{p}\right)^{(\ell)}(t)=K_{\ell}(t) r^{p \ell} e^{\tilde{r}^{p} b(t)}(1+o(1)),
$$

where

$$
b(t):=\ln (t)+\sum_{j=0}^{+\infty} \tilde{r}^{-(j+1)} \ln \left(\frac{\psi^{j+1}(t)}{\psi^{j}(t)^{\tilde{r}}}\right) .
$$

Thereby we obtain the following theorem:
Theorem 4.6. Let $\mathbf{p}$ be an offspring distribution satisfying (1.1) that admits a moment of order $\ell \in \mathbb{N}^{*}$, and let $\mathbf{q}$ be a mark function satisfying (1.2) such that $\tilde{r} \geq 1$, and let $t \in(0,1]$. We have for all $n \in \mathbb{N}, \Lambda_{n} \in \mathscr{F}_{n}$ :

$$
\begin{aligned}
& \frac{\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} H_{\ell}\left(Z_{n+p}\right) \mathbb{1}_{M_{n+p}=0} t^{Z_{n+p}}\right]}{\mathbb{E}\left[H_{\ell}\left(Z_{n+p}\right) \mathbb{1}_{M_{n+p}=0} t^{Z_{n+p}}\right]} \\
& \underset{p \rightarrow+\infty}{\longrightarrow} \begin{cases}\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \mathbf{p}_{0}(1,0)^{-n} \mathbb{1}_{M_{n}=0, Z_{n}=1}\right], & \text { if } \tilde{r}=1, \\
\mathbb{E}\left[\mathbb{1}_{\Lambda_{n}} \mathbf{p}_{0}(r, 0)^{\frac{-\left(\tilde{r}^{-1}-1\right)}{\tilde{r}-1}} \mathbb{1}_{M_{n}=0, Z_{n}=\tilde{r} n}\right], & \text { if } \tilde{r}>1 .\end{cases}
\end{aligned}
$$

The probabilities obtained with these martingales are Dirac masses at $\tilde{r}$-ary regular trees with no marks.
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